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[bookmark: _Toc68961960]Abstract
[bookmark: _Toc68961961]Objective	Comment by Author: From JAMIA instructions for authors: Please note that all submissions should be double-spaced.
Intensive -Carecare -Units units (ICUs) are time-critical environments, and sufficient reaction time is crucial. There are existing papers and systems for alerting staff to life-threatening events in the an ICU, although these models suffer from “immediate” event”s bias. In this studyHere, we present a new approach for outcome prediction in ICU admissions, which takes into consideration the advance notice of a predicted outcome. We showcase provide examples of the approach over using mortality and sepsis-3 prediction. Further, we examine whether models need to be trained for a specific notice period, or whether the approach could be incorporated at the evaluation level.

[bookmark: _Toc68961962]Materials and Methods
We hav’ve created a set of Neural neural Network network models that implement and evaluate the suggested approach using the MIMIC-III data. We do so by training trained and evaluating evaluated the models with and without adding a constraint representing an “aAlert iInterval” between the prediction time and the prediction window.	Comment by Author: Please avoid the use of contractions such as “we’ve” in formal writing.

[bookmark: _Toc68961963]Results
We show that enforcing a notice period can significantly affect performance, but not for all outcomes predictions. Additionally, we see showed that the “aAlert iInterval” could be defined post-model training, with no significant loss in performance loss, within the bounds of the trained lookahead.	Comment by Author: Should this be “advance notice.”?

[bookmark: _Toc68961964]Conclusions
When evaluating the applicability of predictive models in for the ICUs, incorporating an advance-notice constraint to the model for some scenarios can be crucial, and, in some cases, can significantly change the results significantly. Doing soThis could be done over for pre-existing, already previously trained models. The concept of adding an alert intervalAlert-Interval could be applied to other clinical scenarios, where having advance notice is essential.



[bookmark: _Toc68961965]Introduction
An intensive care unit (ICU) is a specialized department of a hospital or health care facility that provides intensive treatment and care. Patients admitted to the ICU usually have severe or even life-threatening illnesses and injuries, and therefore are at high risk of mortality. The admitted patients are provided with constant care and close supervision. The goal of the ICU admission is to nurse the patients to a vigorous and stable condition, so they can be released from the ICU and continue to receive the care they needed in a step-down unit or at home. However, not all admissions end uphave successfully outcomes. Statistics show that around 11.5% of patients admitted to the ICU die during admission.[1] Close monitoring and the adoption of Electronic electronic Medical medical Records records (EMRs) has made enabled patient data in thefrom ICUs to be abundant and frequently sampled, and abundant for to leveraging leverage Datadata- Science science solutions. At these ICUs, whereAs response time in ICUs is critical, leveraging this these data to provide risk alerts for patients’ future events (like including death, sepsis onset of sepsis, cardiac arrest, organ failure, etc.) can improve the care given in anthe ICU and reduce the death mortality rate.
[bookmark: _Toc68961966]
Background
Predicting mortality, sepsis onset, (or other types of events) within among ICU admissions is not a new subject for research. A gGood literature reviews have been conducted that covers  this topic for mortality outcome prediction is ‘Development and validation of early warning score system: A systematic literature review”[2] and for sepsis onset prediction is “Prediction of sepsis patients using machine learning approach: A meta-analysis”.[3] Prediction models used in this clinical scenario can be categorized into two main groups based on their approach: Cut-Off off and Intervallicintervallic.	Comment by Author: It is not generally necessary to include the titles of cited articles.
A Cutcut-Off off model is a model which that uses information from the first X hours to predict the outcome (for example, died death or discharged) of the an ICU admission (or, in some cases, the outcome after some a given time period, like e.g., a patient’s status after 24 hours from after admission or 30 days from releasefollowing discharge). In this type of model, there is a single prediction per ICU admission. Common values for X are 24 hours and 48 hours.[3–13] A well-known clinical score that matches this profile is APACHE-II (Acute Physiology And Chronic Health Evaluation II),[14] which is applied within 24 hours of admission and assigns a risk of death risk score, according to several various measurements. In contrast, an Intervallic intervallic model is a model which that provides multiple predictions during anthe ICU admission. Each prediction refers to a “prediction -window”, (a slice of time from the patient’s admission.), where the The prediction is based on the patient’s data up to the prediction -window, and it predicts whether the patient will have an event within the prediction -window’s timeframe. Common settings used for a prediction window is are 1, 6, and 24 hours.[15–23] Some models use multiple prediction windowPrediction-Window sizes, evaluating the forecasting ability of different “horizons”.[24]	Comment by Author: Should this be “time horizons”?



Figure 1.:	Comment by Author: Changed to the target journal’s style, here & elsewhere. 
[image: ]
Figure 1: GA graphical illustration of two common prediction types following followed bywith the new proposed Notice notice approach. In the Cutcut-Offoff model, each admission is assigned a single prediction at a pre-defined time, and the prediction is typically about the admission outcome. In Intervallicthe intervallic model, each admission is assigned multiple predictions, depending on the length of admission and the prediction’s window-size. In the Notice notice approach, there are also multiple predictions per admission. However, the prediction window is distanced from the prediction time.	Comment by Author: Should this be “length of the prediction window.”?
A recent paper thatstudy addressed and implemented both of these types of described modelsmodel. types is “Outcomes prediction in longitudinal data: Study designs evaluation, use case in ICU acquired sepsis”.[25] There are additional variations of these two types of models, which are less common or have fewer /applicativeapplications, that we have not included don’t implement for comparison in thiswith the model we propose., One variation is the  like “Rolling rolling Cutcut-Offoff” models, which is a hybrid of the two methods. In “Rolling Cutcut-Offoff”  models havethere is a sliding prediction point, similar to intervallic models, but the prediction is made with regards to the rest of the admission.[26,27]
[bookmark: _Toc44842443]Each type of model has its drawbacks. Cut-Off off models are not scoped in time, making it hard difficult to focus the efforts when read alerts are needed most. For example, if the Cutcut-Off off time is after 24 hours and the admission duration of admission is 168 hours, the prediction does no’t tell us “when”, in the remaining 144 hours of the admission, the risk of the event is the highgreatest. Therefore, it may not be useful as a real-time alert system. Additionally, it only leverages only the available data available up to the Cutcut-Off off point, regardless of the patient’s admission duration of admission and when a prediction is needed or/ asked for. Looking at the above example, ifwhen 100 hours into admission, a prediction is required, it doesthe model can not leverage the any data between hours 24 and hour 100, including the most updated recent data. 	Comment by Author: Please confirm this is the correct term here. 	Comment by Author: Please confirm this is correct. 
In contrast, the Intervallic intervallic approach does provide a scoped prediction (for a specific prediction -window) and leverages the all data up to the required prediction point. However, by definition, such models have a prediction window that is immediately following follows the time of prediction. This introduces aresults in two disadvantages that characterizes twofold: (i) ApplicativeApplication-wise,: this does not ensure a minimum advance notice period for intervention. For example, in consider the case where the model predicts a patient’s status every 6 hours. A patient with who undergoes an event 31 hours after admission will get receive a negative prediction for the prediction -window of within 24 to -30 hours within of admission. For a prediction -window of 30 to -36 hours, if a prediction is correct, the patient will get receive a positive prediction that gives only just a 1-hour alert before prior to the event time. (ii) Performance evaluation-wise: it can be easier for prediction models to predict events that will occur close to the prediction time over rather than events that occurring farther further from the prediction time. Clinical events are often gradual, and progressive events. Predictions that occur adjacent to the a predicted event can rely on signals that indicate that event in a “straight-forward” manner. Therefore, it this can be considered as to be a type of data leaking. These disadvantages are actually also relevant to the Cutcut-Off off approach as well, however, with less significancealthough they are less important. 
One way to demonstrate the effect of the distance of the event from the prediction point on the performance’s evaluation is by breaking the receiver operating characteristic (ROC) area under the curve (AUC) performance of a “Cutcut-Off’soff” model by the time of the event. As shown in Figure 2 for our showcased example outcomes, when predicting mortality over from data from the first 24 hours of admission, the ROC AUC drops decreases as admission times get longer. However, for sepsis the prediction of sepsis, the drop is mild.	Comment by Author: Please check that “breaking” is the correct term here. 	Comment by Author: I am slightly unclear as to the meaning here. Please re-write for clarity. 



Figure 2.:
[image: ]
Figure 2: Prediction performance of a Cutcut-Off off model as measured by ROC AUC per admission length bin, using 10-fold cross-validation. (A) Mortality prediction and (B) Sepsis onset prediction. Performance drops for more prolonged admissions in mortality, while sepsis onset prediction is more stable. The bins are increasing increase in width to avoid bins with low numbers of samples. The ticks mark the bin’s start time, where the last bin has no upper limit. The error bars are represent the confidence intervals for each averaged data point over the x- axis.	Comment by Author: Should this be “The performance in relation to mortality decreases for more prolonged admissions,”?	Comment by Author: Please check I have retained your meaning here. 	Comment by Author: Please check the ticks are marked on the graphs.

[bookmark: _Toc68961967]Objective	
We Here, we are introducing and implementing a new approach for outcome prediction, and we demonstrate the use of this approachit for mortality and sepsis onset prediction during ICU admissions. The This new approach is designed to take into account a minimal advance notice for alerting, while maintaining the prediction scoped like in a similar way to the Intervallic intervallic approach. We do soachieve this by adding an “alert -interval”Interval between the prediction time and the prediction window. We call this new type of models a “Notice notice models”.

[bookmark: _Toc68961968]Materials and methods
A schematicn overview of the study is presented shown in Figure 3. The new approach we introduce, will be referred to as the Notice notice model, and its predictions, isare depicted in Figure 1 and(in contrasted with to the “Ccut-Offoff” and Intervallic intervallic models, also illustrated in Figure 1.)
Figure 3.
[image: ]
Figure 3: Study overview. The numbers in the flow vary a bit little between configurations and the predicted outcome, as we filter admissions that are shorter than “Startstart- Timetime” + ”aAlert iInterval” (defined in the “Formal problem definition”, below) to prevent thefrom predicting prediction of events that are within the model’s input signals. The numbers in the above flow- chart are for the showexample-cased Notice notice configuration of a 6-hour Alertalert- Intervalinterval, predicting mortality, as detailed in Ttable 1.

[bookmark: _Toc68961969]Formal problem definition
Formally, we want wish to be able to generate a predictor, , where given:
·  – Single ICU admission data, limited to events in time window , where , in hours
·  – Label. Indicator for whether the predicted outcome occurred for an ICU admission within time window , where , in hours
·  – Start- time. Defines the time from admission, of the first prediction point, in hours
·  – Prediction Stepstep. Defines the time interval between each two prediction points, in hours 
·  – Prediction Window window Sizesize. Defines the length of each “Pprediction wWindow”, in hours
·  – Alert Intervalinterval. Sets the minimal notice in advance time for the prediction, in hours

Then, for a given ICU admission, our target function is:


·  = 
· ICU admission has not concluded until time 
·  is the lookback (or observation window), chosen for the model. It is addressed as a hyperparameter to tune.
We refer to the set of values  as a “configuration” when examining different models in the this paper.

[bookmark: _Toc68961970]Evaluation
We evaluated our models using Area area Under under the Receiver receiver Operating operating Characteristics characteristics (AUC), which is conventionally used to evaluate such risk-prediction models. The drawback of evaluating AUC in Intervallicintervallic/notice models is that longer admissions are counted more times than shorter admissions, as these admissions appear in more prediction -windows. However, there is sense in evaluating the model in a way that gives each admission the same weight. For that this we used Weighted weighted AUC (WAUC), where every sample is weighted inversed inversely proportionally to the number of samples (prediction windows) of that admission. The weights of all the predictions that belong to the same admission sums up to 1.
[bookmark: _Toc44842450]AUC: Evaluate all predicted time -windows evenly:

measure for predictions done made at time for the outcomes at time 


WAUC: Evaluate all predictions, ICU normalized:




[bookmark: _Toc68961971]Clinical data and cohort
In For this study, we’ve used the MIMIC-III (Medical Information Mart for Intensive Care III) dataset from the Beth Israel Deaconess Medical Center (BIDMC), Boston, Massachusetts. The MIMIC-III database contains, clinical data, from 53,423 adult ICU stays from 38,597 adult patients.[29] 
We’ve removed aAll admissions of patients that are under the age of 18 years and any , or admissions shorter than the time of the first prediction -window were removed. As a result, we excluded 8,656 admissions, resulting in remaining 44,767 admissions remaining. For sepsis-3 outcome prediction, we’ve also filtered 21,208 admissions of patients whose first occurrence of’ that had first sepsis occurred prior to their first admission prediction window (as per described the definition given in the “Acquiring labels” section), resulting in 23,559 admissions. For both outcomes, the split to train-validation-test was done performed atin a patient level to avoid information leakage across ICU stays of the same patient, such that all time windows of the same patients were not split between train, validation, and test set. The training, validation, and testing sets consisted comprisedof 80%, of the patients, validation 10%, of the patients and test was 10% of the patients, respectively. 	Comment by Author: Should this be “training, validation, and testing”?	Comment by Author: Should this be “to ensure that no time windows of the same patients were split between training, validation, and testing sets.

Acquiring labels
Patient mortality and its time is logged in the MIMIC-III dataset’s “‘Admissions”’ table. However, a parallel label does not exist for sepsis-3 events. Therefore, we followed the approach for identifying ICU-acquired sepsis described at by Goldstein et al. for identifying ICU acquired sepsis.[25] SepsisA sepsis-3 case was defined by a patient having a culture sampling and antibiotics administration within 24 hours from of each other, while also having a sequential organ failure assessment (SOFA)[30] score of 2 or above within 24 hours. Sepsis time was defined as the first time of culture sampling or when antibiotics were administrationadministered. To avoid interpreting ongoing cases as several instances, we’ve kept only the first case of sepsis of in each patient and added a constraint that there was no additional antibiotics administration of antibiotics in the 24 hours preceding the antibiotics administration administered forof the diagnosed case. 	Comment by Author: Should this be “its time” or “the time of death”?	Comment by Author: Should this be “sample taken for culturing”?	Comment by Author: Should this be “a sample was taken for culturing”?

[bookmark: _Toc68961973]Data preprocessing
The dataset is constructed so that each prediction -point and its associated data and prediction -window is an independent entry. The prediction -point is defined as the time during the an admission when a prediction is taking place. The prediction -window is defined as the time span for about which the prediction gives the prediction aboutis being predicted. The A prediction -window’s label (i.e., case or control) is determined by whether the predicted outcome’s time is falls within that time window.
The data used for prediction include admission’s data from the both Chart-Event and Lab-Event tables (containing laboratory test results, vital signs, diagnosis, provided procedures, provided medsmedication administered, etc.), acquired prior to the prediction -point and during the defined lookback window by the configuration. In Notice the notice models, we drop out the data accumulated between the prediction -point and the prediction -window (the Alertalert-iInterval timeframe) (Figure 1). For each entry, we’ve used the following features:	Comment by Author: Should this be “procedures undertaken”?	Comment by Author: Should this be “during the lookback window defined by the configuration.”?	Comment by Author: Should this be “remove”?
· Demographic features, including age, sex, admission type, and an indicator for whether the patient had a recorded previous ICU admission in the database.
· For each numerical type of measurement taken from the data (like such as heart rate, oxygen saturation, etc.), we’ve computed over its values within the data that is available to the prediction -point:	Comment by Author: I am slightly unclear as to the meaning here. Please re-write for clarity. 
· Count of measures 
· Minimal value
· Maximal value
· Average value
· Variance of the values
· First value
· Last value
· Warning/Flag flag count for abnormal measurements.
· For categorical measures (like e.g., an oxygen delivery device), we’ve used only taken the count/existence-indicator of measure.	Comment by Author: I am slightly unclear as to the meaning here. Please re-write for clarity. 

The dataset is sparse and contains different scales as because, as would be expectednaturally, most admissions did not have values for most types of measures, and different measures have different value ranges. But However, the missing data is are not missing not at random,[31] as missing data is are often a result of caregivers’ decisions. For example, the a caregiver may decides to order some specific laboratory tests and, but not others, as the latter are may not currently be relevant for the patient in his current situation. As a result, the missing values have an inherent bias, compared to with the general population, as they are a the result of medical concernsconsiderations. When handling missing values and normalizing, we wanted to make sure that the information of about not having a value for a certain feature doesn’t did not get lost (the missing values get are assigned a designated, separable value from all non-missing values). We’ve chosen the following approach for normalizing each feature:	Comment by Author: Should this be “normalizing the data”?


where  is a set of all original values of the feature in the training set, and  is set to 0.1. In this way, all missing values are replaced with 0, and non-missing values are scaled such that the range of the training set is [0.1,1.1]. In this way, missing values are represented with a unique value, 0, which does not appear in non-missing results. For non-missing results, we get a min-max scaling translated by a constant .	Comment by Author: Should this be “that”?	Comment by Author: Should this be “minimum-to-maximum”?

[bookmark: _Toc68961974]Model development
We’ve trained a fully connected, Deep deep Neural neural Networks network model for every each configuration examined. Each model type has had its own hyperparameters tuned, using the validation set and the ROC AUC metric (rather than the WAUC). Then, the models were evaluated on using the testing set for both AUC and WAUC.
For simplicity, we focus here on a small set of configurations. However, other configurations can be easily adaptedset up, changing the alert -interval, prediction-window size, etc. For each predicted outcome, we’ve implemented the three models:, Cutcut-Offoff, Intervallicintervallic, and Noticenotice. We’ve created the Intervallic intervallic and Notice notice configurations as a pair so that the prediction horizon for the models is was the same. However, an alert intervalAlert-Interval is was added for the Notice notice model, making the Notice notice configuration a more challenging task, as the events close to the prediction point are excluded.
For each configuration, we’ve tuned the hyperparameters-parameters independently to try and maximize its potential. The hyperparameters-parameters included conventional Deepdeep -Learning learning hyperparameters-parameters along with a parameter of the lookback size the model used to compute the features for each prediction entry.
The showexample-cased configurations and models are detailed in Table 1. 
Table 1
	Configuration
	Configuration Specsspecifications
	Hyperparameters

	
	ST
	PS
	PWS
	AI
	

	Mortality 
Cut-Off
	24
	Inf
	Inf
	0
	Layer dims: 1200, 600, 250
weight Weight decay: 0.0005
Lookback: 24 hours

	Mortality Intervallic
	24
	18
	18
	0
	Layer dims: 1000, 500, 200 
weight Weight decay: 0.00075
Lookback: 24 hours

	Mortality Notice
	24
	12
	12
	6
	Layer dims: 900, 400, 200 
weight Weight decay: 0.0004
Lookback: 24 hours

	Sepsis 
Cut-Off
	24
	Inf
	Inf
	0
	Layer dims: 800, 400, 150
weight Weight decay: 0.00075
Lookback: 24 hours

	Sepsis Intervallic
	24
	18
	18
	0
	Layer dims: 900, 400, 150 
weight Weight decay: 0.0004
Lookback: 24 hours

	Sepsis 
Notice
	24
	12
	12
	6
	Layer dims: 600, 300, 100 
weight Weight decay: 0.0005
Lookback: 36 hours


Configuration parameters: ST,- Start start time; PS,- Prediction prediction Stepstep; PWS,- pPrediction wWindow Sizesize; AI,- aAlert iInterval. Dropout was set to 0.25 for all configurations.

[bookmark: _Toc68961975]Results
Table 2 details the results of each model configuration that was trained and evaluated with 10 different random model initializations. Results are presented as mean AUC and mean WAUC, with 95% confidence intervals. In Table 3, we detail the results of the Intervallic intervallic configurations models evaluated on their paired counterpart Notice notice configuration testing sets.
Table 2. Performances of the three model architectures for both outcomes.
	Outcome
	Configuration
	Mean AUC 
	AUC CI
	Mean WAUC 
	WAUC CI

	Mortality
	Cut-Off
	0.869
	0.0026
	0.869
	0.0026

	Mortality
	Intervallic
	0.891
	0.0015
	0.933
	0.002

	Mortality
	Notice
	0.866
	0.0017
	0.91
	0.0021

	Sepsis
	Cut-Off
	0.783
	0.0046
	0.783
	0.0046

	Sepsis
	Intervallic
	0.76
	0.0034
	0.739
	0.0068

	Sepsis
	Notice
	0.76
	0.0065
	0.722
	0.0093



Table 3. Evaluation of the Notice notice model on the intervallic testing -set for both outcomes.
	Outcome
	Configuration
	Test Set
	AUC 
	AUC CI
	WAUC
	WAUC CI

	Mortality
	Intervallic 
	Notice
	0.864
	0.0016
	0.906
	0.003

	Sepsis
	Intervallic 
	Notice
	0.758
	0.0048
	0.727
	0.0087



When examining the results in Table 2, we can observe see that the WAUC scores are higher than their AUC counterparts for mortality prediction while lesserbut lower for sepsis onset prediction. When comparing performance across different configurations, the ranking could change, depending on the used metric used, AUC or WAUC. For mortality prediction, the Cutcut-Off off model outscores outscored the Notice notice model with respect to AUC, but the Notice notice model outperforms outperformed the cut-off, with a higher WAUC.	Comment by Author: Should this be “changed”?	Comment by Author: Please check I have retained your meaning here. 
For mortality prediction, the Intervallic intervallic model outperforms outperformed the Notice notice model, when evaluating each model with their configuration’s testing set. We’ve anticipatedexpected  this behavior, as the prediction- horizons for both tasks are the same, but the Notice notice model is was not evaluated using close events, which are “‘easier”’ to predict, as illustrated in Figure 2A. When evaluating the Intervallic intervallic models on itsusing its paired Notices notice testing sets, which incorporates incorporated alert intervals (the size of the injected alert-interval to the Intervallic intervallic testing set is was equivalent to the parallel Notice notice model), the Intervallic’s intervallic model’s results dropped decreased, becoming closer to those of the Notice notice onesmodel.	Comment by Author: Should this be “the incorporated”?	Comment by Author: “decrease” or “worsen”?
[bookmark: _Toc68961976]For sepsis onset prediction, the Intervallic intervallic and Notice notice models performed quite similarly according to the AUC metric, while there is was a slight gap difference in favor of the Intervallic intervallic model in the WAUC. Once again, when evaluating the Intervallic intervallic models on an adjusted testing set, the Intervallic’s intervallic model’s results dropped decreased close to those of the Notice notice onesmodel.	Comment by Author: Should this be “worsened, becoming closer to”?

Discussion
We suggest a more adequate appropriate approach for evaluating alert systems in the clinical setting, incorporating a constraint for ahead advance notice into the model’s evaluation. This type of evaluation may be more adequate suitable for such alert systems, as alerting for an event which that is going to happen within a short time period, may not be helpful for the staff, as they may already know about it already, or they may not be able to do anything to change it. The concept of creating an alert system with a prediction model is not limited to mortality or sepsis onset prediction but and can be used for other clinical and even non-clinical settings. 
Mortality prediction demonstrated a scenario where “immediate” signals give gave a strong indication for of the upcoming outcome and, when enforcing an advance notice, the results changed significantly. In sepsis onset prediction, the “immediate” signals did n’t not greatly affect the prediction much. We see this sits well with the observation illustrated in Figure 2. The slope of the mortality prediction is steep and the slope for sepsis is relatively stable, with almost a similar performance for both faraway events as and close ones. 	Comment by Author: Should this be “flat” or “level”?
Comparing variant solutions and different architectures could result in having the Intervallic intervallic and Notice notice approaches rank models differently (due to different performance gaps between Intervallic intervallic and Notice notice models in each solution), changing the selected “best” model, depending on which approach you is taken. In our future work, we plan to examine comparisons where this is the case. Additionally, we argue there is still work to be done in incorporating this concept into an applicable system suitable for application in ICUs. Having a confident short-notice prediction is also valuable and should be considered when planning a holistic solution. It was has been shown that alert systems integrated into the an ICU have a much lower AUC than expected.[32] We scope out from this paper the topic of generating a production alert-system from the models. 	Comment by Author: I am slightly unclear as to the meaning here. Please re-write for clarity. 
The fact that the Intervallic intervallic model performs similarly to the Notice notice model on the Notice notice testing set (rather than having the Notice notice model outperforming the Intervallic intervallic on the Noticenotice), shows there is nothing to be gained from “focusing” on this specific subset of events in the prediction -window. This means that the alert -interval could be defined independently from the model development process, configurable in size after the model is trained. Although one can argue that for mortality prediction there was a statistically significant gain, we believe that this gain is not sufficient and that the fact the models were tuned independently could also contribute to differences in performance.	Comment by Author: Should the dataset be specified here?	Comment by Author: Should this be “and its size configured once the model has been trained.”?
While the Cutcut-Off off model does n’t not have an alert intervalAlert-Interval, it generally predicts on further events than the Notice notice model. On the other hand, the bound that the Notice notice model provides on the a predicted event is much tighter and more informative than the Cutcut-Off off model. These are aspects way against each other, thus it’s hard to rank the tasks’ difficultness.	Comment by Author: Should this be “events that are further away”?	Comment by Author: I am slightly unclear as to the meaning here. Please re-write for clarity. 
Naturally, different scenarios require different alert-intervals and different configurations in general. Therefore, we have’ve kept the formal problem definition in general form. When shortening the alert -interval of a configuration, the results catch up to the Intervallic intervallic results, until the tasks unite when the alert -interval is 0. We think there are other scenarios that would benefit from incorporating Notice notice models, with using different configurations. Seizure For example, seizure prediction might benefit from shorter alert intervals, while discharge-readiness might require longer alert intervals. Moreover, the problem definition defined above could be furtherly generalized by transitioning  to be:

This would enables a the problem’s fixed sizes parameters to be dynamically defined per prediction. It could serve applications like having smaller prediction windows or prediction steps at the start of an admission and expanding them as the admission duration increases or tuning the lookback according to the time in during admission the prediction takes place. In this work, we do have not focused on these generalizations;, however, we believe they can could be useful in future research. The fact that the alert -interval could can be defined and applied after training the model’s training plays wellcould be an advantage here.	Comment by Author: Please check I have retained your meaning here. 	Comment by Author: Should this be “It could serve applications, for example”?

[bookmark: _Toc68961977]Conclusion
There are currently two main types of approachesapproaches for predicting outcomes in ICU admissions, Cutcut-oOff and Intervallicintervallic models. The Intervallic intervallic approach is the more applicative applicableone. In our new Notice approach we We suggest our new notice approach further improves the applicability of the Intervallic intervallic approach, in scenarios that benefit a heads-up on the predicted event of at least a pre-defined time. This is done achieved by adding an alert intervalAlert-Interval constraint over the model’s data. Empirical experiments show that adding this constraint could can significantly affect model performance significantly in some outcome predictions, resulting in better model evaluation (and better model selection, when comparing several models).  Adding the alert -interval could be done carried out at inference time alone (and not necessarily during training). This allows the alert -interval to be configured post post-training and to be applied toon already pre-existing, trained models. The concept of adding an alert intervalAlert-Interval could be applied to other clinical scenarios, where having advance notice is important. We also saw that there are scenarios where there is a significant difference between measuring this task with using WAUC rather than with AUC.	Comment by Author: Please check I have retained your meaning here. 	Comment by Author: Should this be “from an advance warning of a”?
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