 (
QUESTION 
1 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 01
)

 (
Define the concept of analytical artificial intelligence.
)

Analytical artificial intelligence encompasses systems that are only consistent with cognitive intelligence. (3 points) This is learned for the future on the basis of decisions made in the past. (3 points)

 (
QUESTION 
2 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 01
)

 (
Name four overarching areas into which artificial intelligence is divided.
)

Possible answers: machine learning, vision, computational linguistics, language, planning and optimization, robotics, expert systems (2 points for each correct answer, maximum of 8 points)

 (
QUESTION 
3 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 01
)

 (
What does computational linguistics deal with? How does it differ from speech recognition?
)

Computational linguistics deals with understanding the semantics, i.e. the meaning in terms of content, of text and language data. (3 points) In contrast to speech recognition, it does not deal solely with the pure data acquisition of spoken language. (3 points)

 (
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 (
QUESTION 
5 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 01
)

 (
What does machine learning deal with? Name two subgroups and give a brief description of their characteristics. Provide an associated algorithm for each.
)

Machine learning is the overarching term for different logarithms, which learn to recognize relationships within data on the basis of examples. (2 points) The systems taught in this manner are able to apply the statistical models developed during the training phase to problems in new, unknown data. (2 points) Supervised learning: learning of a relationship between existing input and output data, example: [linear regression, logistic regression, neural network,...] Unsupervised learning: generation of a statistical model without knowledge of the output data, example: [hierarchical clustering, partitional clustering, model-based clustering,...]
(1 point each per described character + 1 point per example; maximum of 8 points)

 (
QUESTION 
6 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 01
)
 (
Define the concept of generalization in the context of machine learning.
How is the concept of overfitting related to this? Can even simple linear regression models be overfitted? Give reasons for your answer.
)

Generalization describes a system’s ability to apply the statistical models developed during the training phase to unknown data and thereby achieve a high level of performance (3 points). A model that merely commits the sample data to memory is described as an overfitted model, which achieves much worse results with new data than with known data (3 points). Overfitting cannot occur with simple linear regression models. (1 point) Simple linear regression models assume linear relationships with the data and find the two regression parameters that minimize the mean squared error. The determined regression line predicts the target values for new unknown influencing variables with the same linear assumptions. By contrast, more complicated models can be overfitted. (3 points)

 (
QUESTION 
11 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 01
)

 (
Which groups can hierarchical clustering methods be divided into? Define the procedures on which these are based.
)

Agglomerative and divisive clustering methods. (2 points each for the terms)
In the agglomerative clustering method, each individual object of the data quantity initially forms a dedicated cluster. Adjacent clusters are then merged step by step using a fusion algorithm until either a minimum required number of clusters is achieved or the determined clusters reach a previously defined distance from each other. In divisive hierarchical clustering, cluster selection takes place using the very same method but in reverse. First, all objects are assigned to a common cluster, which is gradually broken down. (3 points each for the description)

 (
18.03.2022
) (
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)
 (
QUESTION 
19 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 02
)

 (
What is linear regression used for? Give a description using an example you have chosen.
)

In linear regression, the statistical relationships between continuous influencing and target variables are assumed to be linear and an attempt is made to parameterize a linear model in such a way that the error between this and all data points used to describe the target variable as a function of the influencing variables is minimized. (3 point) An example would be the grade achieved by a student as a function of the number of study hours. By taking a dataset based on a number of students, a linear model can be parameterized to predict a certain grade for a specified number of study hours. (3 points for the example)

 (
QUESTION 
20 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 02
)

 (
What is the difference between multiple and multivariate linear regression? Describe an associated example for each.
)

In multiple linear regression there are several influencing variables (2 points). For an example involving the prediction of a student’s exam grade, the number of hours studied, the number of hours’ sleep the previous night, and the amount of caffeine consumed could be used as influencing variables. (2 points for describing an example) In multivariate linear regression there is more than one target variable. (2 points) For example, the amount of knowledge subsequently retained could also be predicted as a target variable, in addition to the exam grade, as a function of the number of study hours. (2 points for the example)

 (
18.03.2022
) (
10
/185
) (
(c) IU
)
 (
QUESTION 
21 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 02
)
 (
Why is the squared error used in preference over the absolute error in the least squares method? Describe the procedure used in this method to determine the regression parameters of a simple linear model.
)

The advantage of using the squared error over the absolute error is that errors with a positive sign, i.e. when the data point lies above the parameterized model, and a negative sign, where a data point lies below the model, do not cancel each other out. (3 points) First, the cost function is defined by substituting the linear equation. (2 points) The extreme point, i.e. the minimum, of this multi-dimensional function must be determined. This is carried out using partial derivation in accordance with the two regression parameters. (3 points) The regression parameters can be determined from the resulting linear equation system. (2 points)

 (
QUESTION 
22 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 02
)

 (
What is the equation for the model used in simple linear regression? What do the respective parameters represent in graphical terms and what information do the signs provide about the underlying data?
)



[image: ]
(2 points for the equation)
The factor parameter in front of the independent variable represents the slope of the line. (1 point) The additive parameter represents the y-intercept. (1 point)
With a positive slope, the target variable increases with an increase in the influencing variable, with a negative slope, the target variable decreases with an increase in the influencing variable. (1 point) The sign of the y-intercept reveals something about the value of the target variable where an influencing variable has the value zero. (1 point)


 (
QUESTION 
24 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 02
)

 (
Give the equation for a multiple linear regression model with N values and M different influencing variables. How many target variables are considered here and how would the equation be rearranged if a linear regression model with 2*M target variables is to be described.
)

[image: ]

(3 points for correct equation structure, 3 points for correct size of target variable vector, influencing variable matrix, and parameter vector)
The model consists of a target variable (1 point). By expanding the (Nx1) parameter vector to a matrix of the size (Nx2M), the model would be expanded to the multivariate case of 2*M target variables. (3 points)

 (
QUESTION 
25 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 02
)
 (
What does the linear regression model of a dataset with one influencing variable represent? How many regression parameters have to be determined in this process and what information do they provide in graphical terms about the course of the resulting model?
)

The resulting regression model represents a hyperplane in two-dimensional space, i.e. a straight line. (2 points)
Two regression parameters must be determined here (2 points), with one representing a factor of the influencing variable and indicating the slope of the straight line (2 points), and the other indicating the y-intercept  (2 points).

 (
QUESTION 
36 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 03
)
 (
When can it be advisable to use the mean absolute error instead of the mean squared error for regression problems and why?
)

If a training dataset is adulterated by outliers that represent unrealistic values, and these do not appear in the data that the developed statistical model is to be applied to, the use of the absolute error should be considered. (3 points) This can be substantiated by the fact that outliers have a greater influence on the squared error than on the absolute error. (3 points)

 (
QUESTION 
37 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 03
)

 (
Consider the following set of value pairs consisting of influencing and target variables Y={(1,-3),(2,-2),(3,0),(4,2),(5,3)}.
To this end, calculate
the mean error
the mean absolute error
the mean squared error
specifying the solution used.
Representation by means of fractions is sufficient for the results.
)

[image: ]
1 Point for calculating the mean, 3 points in each case for calculating the mean, mean absolute error, and mean squared error (2 points for the calculation path + 1 point for the result)

 (
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 (
QUESTION 
38 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 03
)
 (
What must be observed in relation to variance and 
bias
 when developing a statistical model?
To what end can the variance and bias of a developed model be used on application to test data?
)

In practice, a compromise must be reached between model variance and model bias, as it is not normally possible to minimize both at the same time. (3 points) A high variance when applying a statistical model to test data can be indicative of an overfitted model, for example. (2.5 points) A high bias when applying a statistical model to test data can be indicative of an underfitted model, for example. (2.5 points)

 (
QUESTION 
39 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 03
)

 (
Give the equation of the gradient method and name the parameters. Consider the function \( f(x,y)=x^2+2y \). What is the associated gradient?
)

2 points for the equation, \( \alpha_k \): step size or learning rate specified;
\( d_k \): descent direction (2 points each); 2 points for correct gradient
[image: ]

[image: ]



 (
QUESTION 
41 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 03
)

 (
Describe the structure of a multilayer perceptron. Explain the problem encountered when using the gradient method and specify a problem-solving approach.
)

In addition to the input and output layers, which form the interface to the input and output of the data that are to be processed, multilayer perceptrons are also composed of at least one hidden layer, whereby each layer itself can be constructed from several neurons. (2 points) The gradient method cannot be applied directly as the gradients of the neurons in the hidden layers are dependent on the subsequent layers. (3 points) One solution is backpropagation. (1 point)

[image: ]



 (
QUESTION 
43 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 03
)

[image: ] (
Give a 
P
ython code skeleton that implements the function of a multilayer perceptron consisting of an input, output, and 
hidden
 layer. Describe your implementation.
)
	Implementation of the ReLu activation function
	

	2 points for an activation function (e.g. ReLu, sigmoid, Heaviside)
	

	0.5 points each for definition of the weights and biases of the hidden and output layer
	

	2.5 points each for calculating the outputs of the hidden and output layer
	




First, an activation function is defined. The respective outputs are calculated using defined weights and biases of the output and hidden layers. (1 point)

[image: ]


 (
QUESTION 
53 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 04
)

 (
Which part of neural network development is the most computing-intensive? What is the advantage of using a GPU over a CPU? How does the structure differ and what effect does this difference have?
)

The most computing-intensive part of neural networks, both during training and testing, lies in the numerous matrix calculations that are required for both forward and backward propagation. (3 points) The advantage of the graphics card over the processor lies in its structure and functional principle. While processors are made up of a few complex cores, graphics cards have a large number of simple cores. (3 points) As a result, matrix multiplications can be calculated in parallel on a large scale, which reduces the required computing time several times over. (2 points)

 (
18.03.2022
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)
 (
QUESTION 
25 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 04
)
 (
Consider the following Tensorflow graph
.
Set out the corresponding mathematical function.
)
	Consider the following Tensorflow graph
	

	Set out the corresponding mathematical function
	



\( 2x^2*(xy+3) \)
(2 points for each correct equation:
\( x^2, 2*x^2, x*y, xy+3, 2x^2*(xy+3)) \)

 (
QUESTION 
26 
OF 295
DLBDBDL01_Offen_schwer_F1/Lektion 04
)
 (
Consider the following Tensorflow graph.
Set out the corresponding mathematical function.
)

\((3+x^²)\cdot (x+y)\cdot 4\) (2 points for each correct operation: \(x^², 3+x^², x+y, (x+y)\cdot 4, (3+x^²)\cdot (x+y)\cdot 4\))

[image: ]



 (
QUESTION 
57 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 04
)

 (
Which two classes can Tensorflow nodes be divided into? Describe them in brief.
)

Tensor-generating operations (1.5 points): Variables or constants are known as tensor-generating operations (1.5 points); tensor-manipulating operations (1.5 points): these are mathematical operations such as multiplication or addition, by which tensors can be manipulated (1.5 points).

 (
QUESTION 
58 
OF 295
DLBDBDL01_Offen_mittel_F1/Lektion 04
)
 (
Define the term “tensor”.
Consider a neural network consisting of an input layer with two neurons, an output layer with one neuron, and a hidden layer with three neurons.
What is the dimension of the tensor that represents the weights connecting the input and hidden layer? Give reasons for your answer.
)

Tensors could generally be described as multidimensional matrices. A one-dimensional tensor can be represented as a vector, a two-dimensional tensor as a matrix, and a three-dimensional tensor as a matrix of vectors. (2 points) Tensors are dynamic structures that can adapt by interacting with other mathematical structures. (3 points) The weights can be arranged in a 3x2 matrix (three neurons of the hidden layer and two neurons of the input layer). A matrix is a two-dimensional tensor. (3 points)

 (
QUESTION 
59 
OF 295
DLBDBDL01_Offen_leicht_F1/Lektion 04
)

 (
A 4x4 matrix represents the weight matrix that connects the input layer to the first hidden layer of a neural network (the bias vector is represented separately). How many neurons do the two layers consist of and why? Does the weight matrix represent a tensor? If so, what are its dimensions?
)

As the weight matrix has both four rows and four columns, there are four neurons in both the input and hidden layers. (1.5 points for correct answer per layer) Yes, the weight matrix represents a tensor. (1.5 points) Matrices are two-dimensional tensors. (1.5 points)

 (
QUESTION 
67 
OF 295
DLBDBDL01_Offen_mittel_F2/Lektion 05
)
 (
Which equation can be used 
to 
describe a linear classifier mathematically? Define the respective components of this.
Consider a dataset consisting of 10-dimensional column vectors that are assigned to five different classes. What is the dimension of the threshold vector?
)

\(y=f(W\dot x+b)\) (3 points) Matrix vector product of the weight matrix with the input vector added to a threshold vector or bias vector. f( ) is the decision function for performing the classification into a class. (3 points) The threshold vector or bias vector has as many entries as classes, i.e. five. (2 points)

 (
QUESTION 
68 
OF 295
DLBDBDL01_Offen_leicht_F2/Lektion 05
)

 (
Describe the function of a cost function. Specify a cost function known to
 you
, which can be used for classification problems, and describe its functionality.
)

In order that a linear classifier can learn, it must be told exactly what is to be learned. Supervised training using training data poses an optimization problem, which minimizes a defined cost function indicating the deviation between the outputs predicted by the model and the ground truth data. (3 points) For example: multi-class support vector machine cost function: in the case of a support vector machine, which constitutes a so-called large margin classifier, the weights and biases are adjusted in such a way that the distance between all classes is maximal. (1 point for naming a cost function + 2 points for a description, maximum of 6 points)

 (
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 (
QUESTION 
33 
OF 295
DLBDBDL01_Offen_mittel_F2/Lektion 05
)
 (
Take a look at the following figure, in which the red and blue circles each represent elements of a class. Use this to describe the functionality of a
 
support vector machine. What type of classifier does this belong to? What does the separation of elements in an n-dimensional space represent? Assume that elements of a third class are added. Can the problem be solved with a support vector machine and, if so, how?
)

The two classes (blue and red circles) can be completely separated from each other using several straight lines. The objective of the support vector machine is not to find any straight line, but the one that maximizes the distance from it to the two classes. (3 points) The support vector machine belongs to the large margin classifiers. (1 point) The separation of the elements in an n-dimensional space represents an n-dimensional hyperplane. (2 points) The problem can be solved with a multi-class support vector machine by separating all three classes from each other with the greatest possible distance. (2 points)

 (
QUESTION 
37 
OF 295
DLBDBDL01_Offen_schwer_F2/Lektion 05
)
 (
Assume you have a dataset with elements that are to be classified into ten classes using a Softmax classifier. The ground truth labels of the correct classes are present as integers and bear the values 0-9.
What is the dimension of the output vector of the Softmax classifier and why? How must the ground truth labels be encoded so that the classifier can be trained and what name is given to this encoding?
Which cost function can be used to train a Softmax classifier? Describe the functionality of your specified cost function.
)

The output vector is 10-dimensional as 10 different classes are present. (1 point for correct number of classes, 1 point for justification) The ground truth labels must also assume the form of a 10-dimensional vector, with the element at the position corresponding to the number of the correct class assuming the value 1 and the remaining elements assuming the value 0. This encoding is called one-hot coding. (3 points for encoding description + 1 point for naming the term) The most frequently used cost function for Softmax classifiers is the cross-entropy cross function, which calculates the distance in the form of the difference between the outputs generated by the Softmax function and the one-hot encoded ground truth label. (1 point for named cost function + 3 points for description of the functionality)

 (
18.03.2022
) (
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)
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 (
QUESTION 
76 
OF 295
DLBDBDL01_Offen_schwer_F2/Lektion 05
)

 (
Describe the so-called bias-variance tradeoff.
)

The choice of suitable subdivisions k leads to a so-called bias-variance tradeoff. (2 points for assigning the problem to k-fold cross-validation). Compared to k-fold cross-validation with a smaller k, such as 10 for example, leave-one-out cross-validation has a lower bias but a higher variance, as almost the entire part of the dataset is used for training and the training datasets in each iteration are consequently almost identical, which is why the validation errors correlate to a high degree, as the model parameters are also almost identical as a result. (3 points) With a smaller k, the training datasets differ to a larger degree, which is why the variance decreases. (3 points) The value for k should be selected in such a way that both the bias and the variance are minimized. (2 points)

 (
QUESTION 
77 
OF 295
DLBDBDL01_Offen_leicht_F2/Lektion 05
)
 (
Describe the process involved in the stochastic gradient method. Give one advantage and one disadvantage of this method.
)

Individual elements are selected from the dataset at random. (2 points) The errors for each individual element are calculated and used directly for the parameter update. (2 points) Advantage: e.g. a step is calculated very quickly as only one element is used to calculate the gradient; low memory requirement. (1 point) Disadvantage: e.g. high noise as the variance of the errors is larger. (1 point)

 (
QUESTION 
82 
OF 295
DLBDBDL01_Offen_leicht_F2/Lektion 06
)

 (
Explain the universal approximation theorem. How is this theorem restricted in terms of the dimensionality of a function?
)

The universal approximation theorem states that a neural network with only one hidden layer can theoretically replicate any real continuous function using a sufficient number of neurons. (3 points) This universal function approximation is not restricted to one-dimensional functions, but
is theoretically valid for any high-dimensional mapping. (3 points)

 (
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 (
QUESTION 
83 
OF 295
DLBDBDL01_Offen_mittel_F2/Lektion 06
)
 (
Explain the difference between feedforward and recurrent neural networks. What type of data processing is possible with recurrent networks? Give two examples. What is a major problem when working with these types of networks?
)

While the flow of data runs exclusively from front to back in feedforward networks, recurrent neural networks also feature feedback paths. (3 points) This structure allows recurrent networks to process data sequences (2 points), such as audio or video data (1 point for each example). A major disadvantage is that they are very difficult to train. (1 point)

 (
QUESTION 
84 
OF 295
DLBDBDL01_Offen_schwer_F2/Lektion 06
)

 (
Which two activation functions known to you encounter problems when used with very deep neural networks? Name and describe the problem. Which activation function provides a suitable solution here?
Specify the associated equation and value range.
)

Sigmoid function and hyperbolic tangent function (1 point each)
With the so-called vanishing gradient problem (1 point), the error gradient in the front layers of the network disappears completely or becomes very small, causing further training to stagnate. (3 points) One solution is the ReLu function (1 point). The equation for this is:
[image: ]
(2 points). The value range contains all positive real numbers. (1 point)

 (
QUESTION 
85 
OF 295
DLBDBDL01_Offen_leicht_F2/Lektion 06
)
 (
In what way must an input image be preprocessed so that it can be processed using a fully connected neural network?
What is the input dimension for image data composed of 8x8 pixels?
Which cost function can be used to develop a Softmax classifier?
)

The image must first be transformed into a column vector, as only this can be processed as input. (3 points) The result is an 8*8=64-dimensional column vector. (2 points) The cross-entropy cost function constitutes a suitable solution for Softmax classifiers (1 point).

 (
QUESTION 
87 
OF 295
DLBDBDL01_Offen_schwer_F2/Lektion 06
)
 (
Describe the following functions of the high-level Tensorflow interface Keras:
Keras model, compile(), fit(), evaluate(). How is a sequential model created using Keras?
)

The architecture of the network is defined using the Keras model, i.e. which layers are used with how many neurons and which activation functions (2 points). The compile() function is used to configure the model for the training, i.e. to define the required cost function and optimizer (2 points). The fit() function executes the training by transferring the input data, associated ground truth values, and other parameters such as the number of epochs (2 points). The evaluate(f) function is used to evaluate a trained model on the basis of the transferred test data (2 points). The tf.keras.models.Sequential function can be used to generate a sequential model. (2 points)

[image: ]


 (
QUESTION 
90 
OF 295
DLBDBDL01_Offen_mittel_F2/Lektion 06
)

 (
Explain the processes used in the serialization and deserialization of objects and relate them to network models.
Which method of saving information on trained networks uses serializations to save calculation descriptions and which one does 
not
?
)

Serialization refers to the mapping of structured data, in this case the network model, to a sequential form of representation (2 points). This allows the entire states of objects, including all referenced objects, to be saved (2 points) and then converted back to the structured file format at a later stage, which is known as deserialization (2 points). SavedModels serialize the complete calculation descriptions for saving, as opposed to checkpoints, which only store trainable parameters (2 points).

[image: ]



 (
QUESTION 
96 
OF 295
DLBDBDL01_Offen_leicht_F2/Lektion 07
)

 (
What disadvantages are associated with using fully connected neural networks for complex data?
)

One extreme disadvantage associated with multilayer neural networks is that the number of parameters to be trained increases dramatically, resulting in a vast memory requirement (2 points). This high dimensionality of the network is highly inefficient, as it contains a large amount of redundant information. In addition, a large number of model parameters can very quickly lead to the problem of overfitting (2 points). A further problem associated with the use of multilayer neural networks is the manner in which the input data is applied to them. These must take the form of a vector, i.e. matrix-like data must first be transformed into a column vector. This renders the processing of spatial information in the data impossible. (2 points)

 (
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)
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 (
QUESTION 
98 
OF 295
DLBDBDL01_Offen_mittel_F2/Lektion 07
)

 (
Describe the functionality of convolutional layers. Which mathematical operations is this based on?
)

Convolutional layers are based on discrete convolution using convolution matrices (2 points). So-called convolution matrixes, also known as filters or kernels, are used to move over the input data (2 points), and the matrix products between these and the corresponding image areas are calculated and processed further (2 points). This results in so-called feature maps (2 points).

 (
QUESTION 
99 
OF 295
DLBDBDL01_Offen_mittel_F2/Lektion 07
)
 (
Describe the functionality of a pooling layer. Explain how two variants known to you work.
)

In pooling layers, information is removed from the feature maps by reducing their dimension (2 points).
Max pooling: here, only the maximum value from an area of the feature map is used for further processing (3 points).
Average pooling: here, the average from an area of the feature map is used for further processing (3 points).

 (
QUESTION 
100 
OF 295
DLBDBDL01_Offen_schwer_F2/Lektion 07
)

 (
Describe the structure and functionality of convolutional neural networks, making reference to biological inspirations.
)

Within convolutional layers, features are extracted and the dimensionality is reduced by means of pooling (3 points). Concatenating several blocks of convolutional layers and pooling layers results in extracted features of increasing complexity (2 points). In the analysis of image data, for example, the first layers extract basic features such as edges or corners and the rear parts of objects to be classified (2 points). This functional principle is biologically inspired to a high degree. It has been demonstrated, for example, that the receptive fields of the visual cortex, a part of the visual system located within the brains of mammals, work in accordance with this principle (3 points).

 (
QUESTION 
103 
OF 295
DLBDBDL01_Offen_leicht_F2/Lektion 07
)
 (
When is the term “balanced dataset” used?
A dataset consists of 50,000 elements and 10,000 elements belong to class 1. How many classes are there? Specify the solution used.
)

In a balanced dataset, the same number of training examples are available for each class (3 points). As each class has the same number of elements, this gives the number of classes as 50,000/10,000=5 classes (1 point for the result, 2 points for the solution used)

 (
QUESTION 
104 
OF 295
DLBDBDL01_Offen_schwer_F2/Lektion 07
)

 (
Assume you have a dataset consisting of text examples. What form does the preprocessing of data take in order to enable their introduction to a convolutional neural network?
)

The first important step in text analysis is to find a suitable coding for the data, as otherwise the entire process may fail if the representation is incorrect. In the case of text data, each word can be assigned a number, which represents it. (3 points) A second important point following the suitable encoding is that the input data must be equal in size. In this case, the number of words in the respective elements of the dataset, which varies, is the key point. (3 points) We solve this problem by taking the length of the longest data element and bringing all other elements to this length by padding them with zeros at the end. (2 points) This process is known as padding. (2 points)

 (
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 (
QUESTION 
110 
OF 295
DLBDBDL01_MC_leicht/Lektion 01
)
 (
To which subgroup of artificial intelligence do the majority of AI systems encountered today belong?
Select one:
Analytical AI
 
Humanized AI Emotional AI
Human-inspired AI
)

 (
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)
 (
QUESTION 
112 
OF 295
DLBDBDL01_MC_leicht/Lektion 01
)
 (
Which of the following sample systems can be assigned to the field of analytical artificial intelligence?
Select one:
Systems for classifying images
Autonomous, socially intelligent assistance systems Systems that understand human emotions
Emotionally intelligent customer service products
)

 (
QUESTION 
114 
OF 295
DLBDBDL01_MC_leicht/Lektion 01
)
 (
What is the name given to the known target values of a dataset that are used in machine learning to train a model?
)


 (
Select one:
Heuristic
s
 Weights Cluster
Ground truth data
) (
QUESTION 
115 
OF 295
DLBDBDL01_MC_mittel/Lektion 01
)

 (
A dataset consists of images from the categories dog, cat, human, and vehicle, with each image being precisely assignable to one of these categories. What type of problem is involved here?
Select one:
Multi-class
 
classification
 
Multi-label
 
classification Binary classification
Two-class classification
)

 (
QUESTION 
116 
OF 295
DLBDBDL01_MC_schwer/Lektion 01
)
 (
In which of the following clustering methods is the dataset split on an iterative basis by cluster centers, so that the individual elements are assigned to the respective clusters closest to them?
Select one:
Partitional clustering
 
Hierarchical clustering Model-based clustering
Density-based clustering
)


 (
QUESTION 
117 
OF 295
DLBDBDL01_MC_mittel/Lektion 01
)

 (
In which of the following clustering methods are Gaussian mixture models frequently used as probability distribution functions?
Select one:
Hierarchical clustering Partitional clustering Density-based clustering
Model-based clustering
)

[image: ]




 (
QUESTION 
119 
OF 295
DLBDBDL01_MC_schwer/Lektion 01
)

 (
In which period did the Cybernetics phase run in parallel with neural network research?
Select one:
1920-1940
1960-1980
1940-1960
1980-2000
)
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 (
How many parameters can be used to describe the linear relationship between influencing and target variable in simple linear regression?
Select one:
Two
 
Four One
Three
)
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 (
What is the name given to linear regression that is based on several influencing variables?
Select one:
Multiple linear regression
 
Multivariate linear regression Simple linear regression
Binary linear regression
)

 (
18.03.2022
) (
70
/185
) (
(c) IU
)
 (
QUESTION 
138 
OF 295
DLBDBDL01_MC_mittel/Lektion 02
)
 (
What is the name given to linear regression involving multiple target variables?
Select one:
Binary linear regression 
Multivariate linear regression
 
Multiple linear regression
Simple linear regression
)
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 (
Viewed as a graphical representation, what form is assumed by the equation involved in finding 
the parameters of a linear model using the least squares method?
) (
Select one:
Ellipsoidal parabola
Elliptical paraboloid
Straight line
)
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QUESTION 
140 
OF 295
DLBDBDL01_MC_leicht/Lektion 02
)
 (
What is the name given to a diagram that displays individual measurement/data points?
Select one:
Regression diagram 
Scatter diagram 
 
Linear diagram
Compensation diagram
)
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 (
Logistic regression is a method for predicting relationships between
Select one:
a continuous target variable and one or more metric or categorical influencing variables.
a continuous target variable and only one categorical influencing variable.
a discrete target variable and one or more metric or categorical influencing variables.
)
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 (
What is present if the target variable of a dataset underlying a logistic regression is dichotomous?
Select one:
A multinomial logistic regression model 
A multivariate linear regression model 
A linear regression model
A binary logistic regression model
)
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 (
What is problematic about using the mean deviation as the error metric in regression problems?
Select one:
Positive
 and negative deviations cancel each other out.
The use of the mean deviation is not problematic and always constitutes the optimal approach.
Positive deviations have a greater effect on the mean error than negative deviations.
Negative deviations have a greater effect on the mean error than positive deviations.
)
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 (
What is problematic about using the mean absolute deviation as the error metric in regression problems?
Select one:
The error metric is not continuously differentiable.
Positive and negative deviations cancel each other out.
The derivative is only defined at the point x=0.
The derivative assumes the same value at every point.
)
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 (
Which of the following features does 
not
 apply to the mean squared
error?
Select one:
The mean squared error is continuously differentiable.
The derivative of the mean squared error function is not constant.
The mean squared error is influenced in equal measure by negative and positive deviations.
The derivative of the mean squared error is constant.
)
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 (
Consider the following set of value pairs consisting of influencing and target variables Y={(1,-3),(2,-2),(3,0),(4,2),(5,3),(6,4)}. What does this give for the mean squared error?
Select one:
7
0
14
4
)
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 (
Which of the following statements is correct?
) (
Select one:
The squared and absolute error of outliers is identical. 
Outliers bring about a higher squared error than absolute error.
 
Outliers have no effect on the mean squared error.
Outliers bring about a higher absolute than squared error.
)

 (
QUESTION 
167 
OF 295
DLBDBDL01_MC_schwer/Lektion 03
)
 (
How is overfitting of a developed statistical model detected?
Select one:
The application of the statistical model to test data exhibits a low variance.
The application of the statistical model to test data exhibits a high bias. 
Overfitting can only be detected from the training data used.
The application of the statistical model to test data exhibits a high variance.
)
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 (
The gradient of a function is generated from 
Select one:
the mean squared error of the function.
the partial derivative of the function in accordance with the most frequently occurring variable. 
                                                                                                                               
the derivative of the function in accordance with the variable with the greatest influence.
the partial derivatives of the function in accordance with all variables.
)
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 (
What is essential for the use of the GPU variant of the Tensorflow framework?
Select one:
A Linux platform
A virtual development environment
A supported graphics card
Any GPU
)
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 (
For which of the following programming languages does 
no 
library exist for the Tensorflow framework?
Select one:
Java 
Assembler
 
C++
Python
)
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 (
Which of the following answers completes the following sentence correctly?
With the aid of high-level deep learning frameworks, neural networks can
Select one:
only be trained using standard training datasets, but not tested.
be developed without in-depth knowledge of the underlying mathematical
 
operations.
be developed with in-depth knowledge of the underlying mathematical operations.
only be tested using test datasets, but cannot train themselves.
)
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 (
Which part of the mathematical operations during neural network training benefits most from using a GPU?
Select one:
The numerous matrix calculations during the forward and backward path
The neuron activations using the activation functions 
The calculation of the derivative of the activation functions
The calculation of the classification/regression errors
)
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 (
A shift in the underlying program paradigm was introduced with Tensorflow 2.0. What form does this paradigm shift take?
Select one:
The imperative programming paradigm was transformed into a data stream-oriented programming paradigm.
The declarative programming paradigm was transformed into an imperative programming paradigm.
The data stream-oriented programming paradigm was transformed into a declarative programming paradigm
The data stream-oriented programming paradigm was transformed into an imperative programming paradigm.
)
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 (
Consider the following neural network.
The neurons of the hidden layer are activated using the activation function cp. Which function represents the output of the output neuron?
Select one:
\(y=W_2\cdot <(W_1+b_1)+b_2\)
\(y=<(W_2\cdot (W_1\cdot x+b_1)+b_2)\)
\(y=W_2\cdot cp(W_1\cdot x+b_1)+b_2\)
\(y=W_2\cdot <(W_1 \cdot x)+b_1+b_2\)
)
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 (
Let X be a 2x3 and Y a 3x2 matrix. How do we implement the matrix multiplication in Tensorflow?
Select one:
tf.matmul(x,y)
tf.transpose(y) followed by tf.multiply(x,y) tf.multiply(x,y)
tf.math.scalar_mul(x,y)
)
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QUESTION 
214 
OF 295
DLBDBDL01_MC_leicht/Lektion 05
)
 (
What type of data are contained in the MNIST dataset?
Select one:
Handwritten numbers from 0 to 9
 
Image data of objects Handwritten letters from
 
a to z
Handwritten sentences in the English language
)
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 (
A dataset consists of image data composed of 12x12 pixels. This dataset is to be classified into five classes using a linear classifier.
Which of the following matrices and vector quantities represent a possible
solution to the problem?
Select one:
Weight matrix: 1x144 matrix, bias vector: 144x5 vector Weight matrix: 1x24 matrix, bias vector: 24X1 vector 
Weight matrix: 5X144 matrix, bias vector: 5X1 vector
Weight matrix: 5x24 matrix, bias vector: 24x1 vector
)
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18.03.2022
) (
123/185
) (
(c) IU
)
 (
QUESTION 
218 
OF 295
DLBDBDL01_MC_leicht/Lektion 05
)
 (
How does the multi-class support vector machine cost function handle correctly classified data during the training?
Select one:
Only correct classifications have an effect on the value of the cost function.
Correct classifications have no effect on the value of the cost function.
Correct classifications are weighted lower than misclassifications for the value of the cost function.
Correct classifications have the same effect on the value of the cost function as misclassifications.
)

 (
18.03.2022
) (
126/185
) (
(c) IU
)
 (
QUESTION 
221 
OF 295
DLBDBDL01_MC_leicht/Lektion 05
)
 (
What is the sum of the probabilities in all classes for a Softmax classification?
) (
Select one:
always > 1
always < 1
0
1
)
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[bookmark: Wie_ist_die_Kreuzentropie_zwischen_einem]How is the cross entropy between a probability vector \( \sigma \) and a ground truth vector y defined?

Select one:
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 (
In which of the following gradient methods is the memory required to calculate the gradient for the parameter update at its lowest?
Select one:
Batch gradient method 
Mini-batch gradient method
Stochastic gradient method
Minimizing gradient method
)
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 (
Select one:
There are fewer values in the lower quartile than the upper
 
quartile. 
There are fewer values in the upper quartile than the lower quartile. 
The scatter of values in the lower quartile is smaller.
The scatter of values in the upper quartile is smaller.
) (
Which statement is correct?
) (
Consider the following box plot.
)
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 (
If the data underlying a classification problem are not linearly separable, then
Select one:
a linear regression is used.
they exhibit noise.
linear classifiers work optimally. 
neural networks do not work.
)
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 (
What is the result when multiple linear classifiers are concatenated and only the very last layer has a nonlinear activation function?
Select one:
A linear classifier is created.
A convolutional neural network is created. Concatenation is not possible.
A neural network is created.
)
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 (
Which statement applies to the properties of a neural network?
Select one:
Neural networks can only approximate linear functions.
Neural networks represent function approximators.
Neural networks only have an activation function in the output layer. 
Neural networks require linear separability of the data.
)
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 (
What do neural networks consist of in addition to the input and output layer?
Select one:
Of at least one convolutional layer 
Of at least one hidden layer
 
Of feedback paths
Of at least one pooling layer
)
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 (
Which model constitutes the artificial equivalent of the biological nerve cell?
Select one:
Convolutional neural network Rosenblatt perceptron 
McCulloch-Pitts neuron 
Neural network
)
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 (
Assume you implement a classification network with three output neurons that indicate the probability of affiliation to the respective class 1-2.
Which activation function constitutes the most appropriate choice for the outputs?
Select one:
Sigmoid function
 
Heaviside function ReL
u
 function
Hyperbolic tangent function
)
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 (
What is the derivative of the function y=u(v(x)) in which u and v represent functions?
Select one:
y'=u'(v(x))v'(x
)
y'=v'(v(x))u'(x)
y'=u'(u(x))v'(x)
y'=v'(u(x))u'(x)
)
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 (
What disadvantages are associated with fully connected neural networks?
Select one:
The number of parameters to be trained grows rapidly as the network size increases
. 
These can only be used for classification problems and not for regression problems. 
The number of parameters to be trained reduces rapidly as the network size increases.
These can only be used for regression problems and not for classification problems.
)
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 (
What is an advantage of using convolutional neural networks over fully connected neural networks?
Select one:
The number of parameters requiring training is smaller.
No hidden layers are required.
Convolutional neural networks cannot be overfitted. 
Convolutional neural networks do not need to be trained.
)
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 (
Which layer of neural networks is at the basis of discrete convolution?
Select one:
Embedding layer 
Convolutional layer
 
Dense layer
Pooling layer
)
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 (
What is the result of the discrete convolution of the two matrices of the map?
Select one:
3
2
1
0
)
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 (
What is the result of the discrete convolution of an input matrix with a convolution matrix?
Select one:
A feature map
 
Pooling layer 
Object detection
Network activation
)
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 (
Consider the feature map in the figure.
Which of the reduced feature maps shown represents the result of an average pooling with a 3x3 filter?
Select one:
) (
The
 
correct
 
answer
 
is:
)
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 (
Which of the following networks is used in the semantic segmentation of image data?
Select one:
SSD
Faster RCNN YOLO
Mask RCNN
)
 (
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