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Abstract.
 Computer simulation, is the process of mathematical modelling performed on a computer, which is designed to predict the behavior of a real-world system. Nowadays, whenAs a system becomes very more complex, the simulation engine must run many numerous times in response to the increasing due to the complexity of the input and the simulation process. Additionally, an expensive physical experiment needs toshould be made performed to validate the results. This paper demonstrates an innovative, general purpose generic approach between simulation approach and the strengthened by of Rrefinement Llearning (RL),.    The generic approach is formalized in to the SIM_RL algorithm, and will be demonstrated specifically onusing Eepidemic spread (COVIDovid-19) test datacase include numerical results. The main advantages of this approach are saving computational resources savings, and reduced need for physical experiments, and enabling the ability to predict system behavior based on current actual results. Moreover, this approach can be used in various disciplines to solve complex simulations problems.	Comment by Cheryl Baltes: AUTHOR: Please confirm this rewording is correct. If not, please clarify how this experience differs from the simulation.	Comment by Elad Razy: הערה של מיה : 
כל החלק הזה (ואין צורך לפרק אותו לשני תתי סעיפים) יש לשכתב ולעבות . אני נותנת לך מאמרים ישנים שיכולים לסייע לך 
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הכוונה שלי שתכתוב החל משלב הגדרת עולם הבעיה, המודל הלוגי והמעבר למודל המתמטי והסימולציה. 
בשלב הנוכחי אין להסביר אודות הנתונים.
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Introduction	Comment by maya: חסרה סקירה של עבודות בתחום סימולציה, למידת חיזוק ושילוב ביניהם 	Comment by Elad Razy: הוספתי
Reinforcement learning (RL) [3] is a field of machine learning approach that which deals with howthe way in which an agent has to operates in a certain environment to increase some cumulative reward in order to increase some cumulative reward. Under this area weThis approach examines how the an agent can learns from success, and failure, reward, and punishment in this endeavor. RL deals with Using Ssequential Ddecision Pproblems (SDPs), in whichRL determines the agent’'s reward depends based on a series of decisions (actions) he it makes in the environment.  Since theBecause real-world environments are characterized by uncertainty about the success or failure of an action, the agent must account for thistake this into account as well. The combination of RL approach and simulation is innovative; consequently, and not  few prior studies are available. many relevant references were found, hHowever, [6] reviewed and discussed multiple challenges in applying reinforcement learningRL to system optimization problems and proposed a set of metrics that can help evaluate the effectiveness of these solutions. The authors discussion points to the growing complexity in systems that calls for demands learning- based approaches, where according [6], and explain that RL presents a unique opportunity to address the dynamic behavior of systems behavior [6].	Comment by Cheryl Baltes: AUTHOR: Please confirm this rewording is correct	Comment by Susan: Perhaps calls for rather than necessitates?
The SIM_RL algorithm utilizes the abilities of RL functionality by gsetting the rewards to based on the Aagent’'s decisions according using to the a correlation between the simulation (guided by the agent) results and real actual data. The development life cycle of a traditional simulation consists of six serial stages defined serially andthat are repeated until the desired results are obtained:. The six stages are logical model, computational model, high- level software implementation, software implementation, hardware in the loop implementation, and experiments, aAs illustrated in figure Fig. 1. The most expensive stages are the Hardware in the loop implementation and experiments


Fig.ure 1.: Traditional simulation development life cycle.	Comment by Susan: In the figure, there should be a hyphen between High and level 
The eExpensive steps

Fig.ure 2.: Simulation development life cycle with SIM_RL.	Comment by Susan: Consider moving figure 2 to below the paragraph mentioning it
Thise purpose of this paper is to presents an effective method for that creates synergy between sSimulation and RL, especially in large and complex systems is a necessary necessity. This synergy iAs illustrated in figure Fig. 2,. As can be seen the reinforcement learningRL process was added between the high- level software implementation and software implementation stages. This enables helps reduceing development expenses of in the most expensive steps: Hhardware-in-the-loop implementation and experiments. steps Application of this synergy Such an approach is more robust because it considers proximity to reality instead of justrather than simply completing a technical run of a simulation and it is more robust. Such an application can provide a force multiplier for several fields of research	Comment by Cheryl Baltes: AUTHOR: I deleted this statement because you do not explain how or why it is true. If you choose to include, I'd suggest adding it the conclusion with additional details and/or examples.
The paper is organized as follows: 
1. Section 2 overviews our methodology for the problem- solving methodology. 
2. Section 3 provides concrete platform implementation details. 
3. Section 4 presents results of the test case implementation 
4. Section 5 provides conclusions and a discussion of future improvement and extensions.
Methodology
The developed system consists of 3 three cores components: the a simulation engine, and the reinforcement learning agents, and the an integrator.
The Simulation Engine
Prior work [13] Ddefines the Mmodeling and Ssimulation process, starting with the problem definition, and the goals of the system to be modeled, and the data to be used as a reference in to validateding the model. Afterwards Next, a logical model should beis designed. The logical modelthat represents a system in whichusing objects and the activities that take place between them as a non--software- specific description of the simulation. The logical model should describes the objectives, input, output, content, assumptions, and simplifications of the problem. The next step is writing the a conceptual Ccomputational Mmodel to represent the conceptual and to explore the model’s behavior, advance test hypotheses, and analyze the results. These mechanisms are provided by the software’s functional components, which enableallow  the user to visualize the simulated processes and provide, decision input, data analysis, report creation, and parameter optimization. 
Together, the computational model and these functional components comprisemake up  the simulation program,: the instrument that allowswhich enables users to conduct numerical experiments. The simulation engine represents programmatically the logical model programmatically. There are iInput arguments that are used to calibrate the simulation run. After Tthe simulation runs for a certain time, and a vector of discrete results is obtained. We will use discrete event simulation, where the variables change at discrete times and in discrete steps. The simulation program also allows for the verification and validation of the computational model’s accuracy. Verification is the process of ensuring that the computational model is consistent with the specifications of the conceptual model, 
and validation is the process of ensuring that the computational model is consistent with the project’s goals. One of the most common techniques used to validate a model is that of arguments optimization. Specifically, the parameters are varied continuously to explore the corresponding model behaviors as broadly as possible to bring them as close as possible to the observed or desired ones. The final goal of verification and validation is to ensure the credibility of the simulation program in terms of the project’s goals.
Reinforcement Learning (RL)
Reinforcement Llearning (RL) is a growing subset of Mmachine Llearning which that involves software agents attempting to take actions or make moves in hopes oforder to maximizeing some prioritized reward. There are sSeveral different forms of feedback which may govern the methods of an RL system. Compared to  to Ssupervised Llearning algorithms, which map functions from input to output, RL algorithms typically do not involve dictate the target outputs (only inputs are given). There are 3 elements of aA basic RL algorithm consists of three elements: the agent (which can choose to commit to actions in its current state), the environment (which responds to action and provides new input to the agent), and the reward (the incentive or cumulative mechanism returned by the environment). The basic schema for an RL algorithm is given in Fig 3.
One of the famous most well-known RL algorithms is Q-learning, which its the goal of which is to find a function 𝑄(𝑠, 𝑎) which that represents the probability of a reward. ThusIn other words, a Q-function represents the expected total reward that an agent in state 𝑠 can receive by executing a specific action 𝑎. Q maps state-action pairs to the highest combination of immediate reward with all future rewards that might be harvested by later actions in the trajectory. Q-Llearning combines policy and value functions, and it tells us jointly to calculate how useful a given action is in gaining some future reward. Once the agent learns this Q-Ffunction, it looks for the best possible action at a particular state (s) that yields the highest qualityvalue, where the value of state a states under a given policy π is the expected return from starting from state s and following π thereafter..	Comment by Cheryl Baltes: AUHTOR: The variables in Fig. 3 are A and S, and the variables in the text are a and s. Please fix or explain.
[image: ]
Figure Fig. 3.: Flowchart of an RL algorithm (Source:  https://i.stack.imgur.com/eoeSq.png). 

  
		(1)

Once we have an optimal Q-function (Q*) (Q*), we can determine the optimal policy by applying an Reinforcement LearningRL algorithm to find an action that maximizes the value for each state.
After t steps, the agent will decide asome next step (2). The weight for this step is calculated as   , where  the discount factor  (the discount factor) is a number between 0 and 1 and has the effect of valuing rewards received earlier higher than those received later (reflecting the value of a “"good start”"). At every step t,   may also be interpreted as the probability to succeed (or survive) [3] at every step t.


Based on [3]
		(2)

The SIM_RL iIntegrator 
The main goal of the integrator which is represented in this paper is to integrate between the RL manager and the Ssimulation Mmanager. Fig.ure 4 is demonstrating the shows a flowchart between of the actual data, the sSimulation Eengine, and The RL Mmanager.

The main principles of the integrator arehas five main functions:
1. Running the Ssimulation Eengine with given arguments and get obtain results as an array.
2. The Compare the run results are compared to with the actual data and calculate a score is calculated according to the correlation between the calculated results and the actual results. 
3. Declare this step as an action for the RL manager, and let it decide on new arguments’' values as an action. 
4. Running the simulation engine with the new arguments. 
5. Repeat the steps until a stopping condition of a sufficiently high score is obtained.

One of the cores of the ideas presented in favor of the integration betweenbehind integrating the simulation engine and the reinforcement learningRL agent is the definition of the simulation engine as a central element in the environment in which the RL agent operates. The simulation engine is actually "plays the role of" the RL agent’s environment of the RL agent. 	Comment by Cheryl Baltes: AUTHOR: Is this rewording correct? In the next paragraph you say the environment "runs the simulation engine."

Fig.ures 4 demonstrates the input, output, process, and orchestration. The input to the process is real data describing a real reality twhat happened in the real world as well as initial values for input arguments for the simulation. During the process, the reinforcement learningRL agent decides on the discrete changes in the values of the input arguments to the simulation engine. The environment (which runs the simulation engine) decides the reward/punishment values for the agent according to the correlation between the results achieved and the real data that happened in reality. After convergence, the simulation engine is fed with the calibrated arguments and produces as output future simulation results based on current the truth data. The entire process is orchestrated by the process manager.	Comment by Susan: Transpired?

[image: ]
Fig.ure 4.: SIM_RL algorithm flowchart.	Comment by Susan: The capitalization in the figure is not consistent – e.g., “Set Configuration as Final” and “Adjust simulation arguments” – there should be consistency.

Also, Real-World Data needs a hyphen as it is being used as an adjective
After converging to satisfactory input arguments (reaching a target score), Since we havethis approach should arrived at close-to-reality input. argumentsAt this point, we will most likely get a prediction from running the simulation current data is called from the database, and the a simulation is run to obtain a prediction.	Comment by Cheryl Baltes: AUTHOR: Please check the rewording here. The original had several incomplete sentences.	Comment by Susan: Is called the right word? Or obtained or culled?	Comment by Cheryl Baltes: I believed "called" is the standard programming term for requesting data from a database
Fig.ure 5 illustrates provides the SIM_RL algorithm pseudocode. Lines 1 and -2 represents initial variables loads. Lines 3–-5 represents the learning loop. Line 4 represents the idea of providesing the reward to the RL agent from the Ssimulation Mmanger according to the correlation score. At Llines 6–-7, the Ssimulation Eengine is calibrated to the input arguments that best match the actual data.

PROGRAM SIM_RL:
# Initial process
1 data ← load_past_data()
2 arguments_init_vals ← set_vals(config_file)
# Learning process
3 FOR (iterations)
 4   Agent.reward ← Env.simulation_engine.run(SIM_INPUT_ARGS, data)
 5   Agent.file ← Agent.save() # Improvement after each iteration 
  ENDFOR
 # Last Agent decision arguments are most effective  
 # Predicting process
 6 current_data ← load_current_data()
 7 predicted_results ← simulation_engine.run(SIM_INPUT_ARGS)
END.
Fig. ure 5.: SIM_RL algorithm – pseudocode.	Comment by maya: יש למספר את השורות ולהסביר כל שורה מעניינת
להוסיף "בשר"	Comment by Susan: Consider moving Fig. 5 to below the mention of it in section 3.1	Comment by Susan: Capitalization in the figure is not consistent and the numbers are not aligned.


But perhaps this is a screenshot – if so, consider identifying the source.
SIM_RL Implementation

Our SIM_RL relies onconsists of several modules. There was a need to separate between the Ssimulation and the RL processes. Most of our code was written in Ppython.
Architecture Components

The SIM-RL architecture, is describedillustrated in Fig. 5, and contain theconsists of packages, main classes, the a data base (DB), and the data streams between them.[image: ]
Fig.ure 6.: SIM_RL architecture.	Comment by Susan: Misspellings in figure – class has only two s’s


No e in environment 	Comment by Susan: 	Comment by Susan: Consider moving figure 6 to follow the discussion about it.
Packages Description
An Oobject-Ooriented approach will beis used to implement the solution. The architecture is derived from the methodology as described in the methodology paragraphsection.: The mMain package contains: the pProcess mManager, which orchestrates the process;, the DB, which contains the real-world data;, the RL mManger package, which contains the RL agent; and the tailored environment, which sends the modified arguments to the simulation. The sSimulation mManager package has an auxiliary class which that supports the simulation runs. 
System Processes
Fig. 6 describes shows a sequence diagram of all the events during the SIM_RL process which includes:
· The Initialization Process –- At this point, the data file is loaded into the system, and default values are set as input arguments to the simulation engine as well as a score threshold for the reinforcement learningRL agent.	Comment by Cheryl Baltes: AUTHOR: Per formatting guidelines, only 1st and 2nd level headings are numbered. Because these are so short, I made them bullets.
· The Learning Process –- The simulation engine runs the simulation according to the input arguments loaded from the RL aAgent. The run results are compared to with real results, and a score is determined for based on the correlation between the calculated results and the actual results.	Comment by Susan: Perhaps figure 6 should be placed here.
· The pPrediction Pprocess –- After the learning process, the simulation engine receives as input the best arguments. Current data is now loaded, and a simulation can be run to get obtain a forecast for the future.
[image: ]	Comment by Susan: Capitalization inconsistency in figure; also, there seems to be an extra space between reward and the comma.


Fig.ure 7.: Sequence diagram of the SIM_RL processes.
Metrics
The RL agent can be evaluated according to the following metrics [34]:
Average number of penalties per episode: The smaller the number, the better the performance of the RL agent. Ideally, this metric is very close to zero.
Average number of timesteps per trip: Aa small number of timesteps per episode is optimaldesired in order thatto ensure the agent will reaches the destination in the minimum number of steps (i.e., the shortest path).
Average rewards per move: The larger the reward, means the more likely that the agent is doing the right thing. That's whyThus, determiningciding rewards is a crucial part of Reinforcement LearningRL. Since Because both timesteps and penalties are negatively rewarded, a higher average reward would means that the agent reaches the destination as quicklyfast as possible with the fewestleast penalties.
Test Case Objective
The test case objective is meant to prove the usefulness of the generic algorithm in favor of thegiven a real-world problem.



Fig.ure 8.: Test cCase gGoal.	Comment by Susan: The direction of the arrow in the figure is confusing – consider reversing the graph.
Assumption for the test case of the test	Comment by Cheryl Baltes: AUTHOR: I would move this section after the description of the test data (currently section 4.2). It is difficult to comprehend the assumptions without first knowing the source and content of the data.
Based on the test case data, two sets of assumptions were made for this study:
The published morbidity data from the Ministry of Health represent a complex reality,  to predict prediction difficult due to many influencing factors, such as differences in demographic data and, different behavioral characteristics between populations, etc.
The simulation in the test case will represents a simplified case of an area cell of 1 sq. Kkm and, within it, a population of 2,000 women and men moving in randomly movement and then movement moving in a common direction, as might occur at an image to walk to a social event after which the public disperses.
Specific Entities for the epidemic spreading test case 	Comment by Susan: Is entities the correct word? Perhaps Agents as used elsewhere? Subjects?
Input dData – The data for this study was taken from the the official website of the Israeli Ministry of Health: https://data.gov.il/dataset/covid-19. The database we used was: "Corona statistical data covid-19 by area,". which contains Tthe following relevant fields: are Town, Date, new_cases_on_date, and new_recoveries_on_date.	Comment by Cheryl Baltes: AUTHOR: This section has been edited into paragraph form to mirror the rest of the paper. Please review carefully.
For Tthe learning Pprocess, - Tthe simulation engine will used an object matrix that represents a geographical cell that contains objects which that simulate a population. Under the initial conditions, the objects are scattered randomly in the surface cell. Each object has a vector that represents an initial direction of progress and walking speed. There are several patients at the beginning of the simulation run.	Comment by Susan: Perhaps elements rather than objects?	Comment by Cheryl Baltes: I believe objects is the correct term here given this is an object-oriented system  	Comment by Susan: See previous comment
The object matrix - [4] offers a geographical aAgent-based modelling for the computational method to understand the behavior of complex systems by simulating the actions of entities on a "virtual geographical cell". Each object has the attributes which are described listed in Table 1.
Table 1. The objects attributes
	Field Name
	Description

	unique ID
	

	x coordinate
	current x coordinate

	y coordinate
	current y coordinate

	heading in x direction
	current heading in x direction

	heading in y direction
	current heading in y direction

	current speed
	

	current state 
	0 = healthy, 1 = sick, 2 = immune, 3 = dead, 4 = immune but infectious

	Age
	

	infected_since 
	frame the person got infected	Comment by Susan: Should this read timeframe?

	recovery vector 
	used in determining when someone recovers or dies

	in treatment
	

	active destination 
	0 = random wander, 1, .. = destination matrix index	Comment by Susan: Is this punctuation correct?

	at destination
	whether arrived at destination (0 = traveling, 1 = arrived)

	wander_range_x
	wander ranges on x axis for those who are confined to a location

	wander_range_y
	wander ranges on y axis for those who are confined to a location



The Simulation process - Fig.ure 9 illustrates the simulation process, which demonstrates how the human entities influence and are influenced by their physical and social environments along during the epidemic attack. At each step of the simulation, the simulation engine changes the position of the objects as a reflection of the movement of the people (i.e., changing the position coordinates in the x and y axes that to simulates walking in a two-dimensional2D space). FurthermoreAlso, the model changes the status of the current disease state of each object depending based on its the physical distance to from other patients, duration of recovery, and chance of death.	Comment by Susan: Entities seems like a dehumanizing word – perhaps agents, as has been used until now?	Comment by Cheryl Baltes: I believe "entities" is referring to the system component representing people during the simulation, not the people themselves.
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	9.a Start sSimulation
	9.b After 400 steps
	9.c After 600 steps – - a leap in illness
	9.d After 900 steps –- an increase in the number of recoveries
	9.e After 1,000 steps – - close to recovery


Fig.ure 9.: The matrix of objects that reflects the population under COVIDovid-19 attack.
Legend : gray – healthy red – infected green – recovered black – deceased	Comment by Susan: Why “under COVID-19”? Perhaps exposed to COVID? Affected by COVID?	Comment by Cheryl Baltes: Maybe "during COVID-19 spread"?
Calculatinge the score of the RL agent score
The database contains the following fields:
· New_cases_on_date: - the number of verified cases detected on a given day
· New_recovered_on_date: - the number of recoveries detected on a given day

The score obtained by the RL agent will reflect the correlation between the results of the simulation run (made according to the input arguments set by the agent) and the actual results and accordingbased on to the formula to be specified. This allows a good reflection for thereliable calculation of the correlation coefficient, which is that will be detailed below.
For example, consider the following cases in Fig. 10.:
	[image: ]
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	[bookmark: _Hlk107732047]Actual data of– daily patients and recoveries
	Simulated data (– output from the simulation output)


Fig.ure 10.: Demonstration of RL agent score calculation.
	(2)

i.e. where ncc is new cases calculated, rcc is recovered cases calculated, nca is nre cases actual, and rca is recovered cases actual.


ncc – new cases calculated
rcc – recovered cases calculated
nca – nre cases actual
rca – recovered cases actual

In the data above for the recovering series,



The realization in the calculation is based on the cosine 
angle between arrays: 


For the patient series, we will obtainget:
ncc = [1, 2, 3, 1, 0]
nca = [1, 1, 3, 2, 0]
 .
But if for exampleHowever, if the array of patients in reality was:
nca = [1, 1, 3, 10,1 0], 
wWe will obtainhave:
.

Input variables
The simulation engine argument that the RL agent can modify discreetly after running an episode is the infection_rangeinfection range, which is defined as the range surrounding a sick patient that where infections can take place between the entities (additional arguments are described inat the further investigation chaptersection).	Comment by Susan: See comment about entities.
Minimal Check
In order tTo formulate the problem given to the conceptual world of the reinforcement RL agent, it is necessary to give a score on each episode run by the agent according to the matching ofa comparison of the output data at the end of the simulation to with the real-world data that occurred in the past.
To illustrate, note We will see a simplified example with a single argument: the infected range between 2 two objects from which there is a greater chance than 0 of being infected.
The maximum infection range will is be defined arbitrarily to 10 meters, and at each step, the RL agent can advance 1 meter. Since Because the correlation to the truth data can be 100% 100% in the case of a full match, we will define that the target score of the agent is 1as 1.
Thus, wWe will accept the following parameters in Fig. 11  for the reward of the agent’'s study.:
Actions
MOVE_LF = 0
MOVE_RT = 1
MAX_STEPS = 10

Rewards
REWARD = correlation factor
REWARD_GOAL = 1 


Fig.ure 11.: RL agent attributes.
Running the simulation engine on actual data
After the learning process, the simulation engine receives the proper arguments as input the proper arguments. Current data is now loaded, and a simulation can be run to get a obtain a predictioned data.



Fig.ure 12.: Simulatione expected results.	Comment by Susan: In the figure, why is there a hyphen between Expected and future data? Also, consider placing it on the same line as Today	Comment by Cheryl Baltes: I don't think it's a hyphen. It is to be read this way: "Expected (i.e., future data)"
Classes Description
The sSimulation mManager - Lloads the simulation engine, loads the input data file, sets start values in variables, and runs the simulation in steps. In order to solve the epidemic spread test case, the simulation manager will use the following classes. If the problem is different, classes adapted to the content world of the specific problem must be implemented.
Population: - A This file that contains the matrix of objects as well as their properties.
Infection: - This file deals with the logic of infection logic.: Aa scan is performed on the objects, and according to the geographical distance between them, for the chances of infection and/or recovery and the probability of mortality, is are calculated at each step simulation step. In this case, which of the following objects will be infected, / recover, / and die.

Note that if the problem differs, classes adapted to the content world of the specific problem must be implemented.
The sSystem GUI



Fig.ure 13.: The System GUI.	Comment by Susan: In the figure, vs should not be capitalized unless it’s a screen shot




The system GUI (Fig.ure 13) reflects illustrates the learning process and the results.
In the learning phase (upper section), the user can choose the Aalgorithm and how many learning iterations are going to be performed. Fig.ure 13 demonstrates an example with five5 learning iterations. The user interface bottom section reflects provides a comparison of simulated outputs values produced from the calibrated simulation engine vs with the actual results of true values that didof what occurred on these dates.

Experimental Results
The training data
Fig.ure 14 reflects shows a the real COVID-19 epidemic data that was used to train the algorithm: – new infected population versus recovered population at each day during between June and -December 2020 at Area 115.	Comment by Cheryl Baltes: AUTHOR: This hyperlink may not work in the published format. I'd recommend briefly defining "Area 115" and/or adding a citation.
[image: ]
Fig.ure 14.: Real epidemic Ddata
Area 115
The sSimulated data, before and after the learning  
Figures. 15 and 16 describes the simulation engine results before and after the learning process, respectively. Several disclaimers were takenFor this study, we did notn’t include the influence of hospitalized hospitalization and deaths, the infection range is the only argument that changed, and the simulator has was run against another simulator. As the figure illustrates, before SIM_RL was run, there was a low correlation between the training data and actual data for the rates of new infected and new recoveries, 0.106 and 0.226, respectively. After SIM_RL was run, the correlation increased to 0.779 and 0838, respectively. 	Comment by Cheryl Baltes: AUTHOR: Figure 16 is not included in this file. Did you mean Figures 15a and 15b below?	Comment by Cheryl Baltes: AUTHOR: Can you please provide more detail here? Based on the Figure 15 caption, it sounds like a prior simulation was run before SIM_RL and the 2 sets of results were compared. However, the article does not explicitly state that anywhere. If that is the case, I would recommend briefly providing detail about the prior simulation. If not, please clarify.
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	Figure 15a – before SIM_RL the simulation results
are in low correlation with the training actual data
training_new_infected/sim_before_learn_new_infected
Correlation: 0.106
training_new_recoveries/sim_before_learn_recoveries
Correlation: 0.226
	Figure 15b – After SIM_RL the simulation results
are in high correlation with the training actual data
training_new_infected/sim_after_learn_new_infected 
Correlation: 0.779
training_new_recoveries/sim_after_learn_recoveries
Correlation: 0.838


Fig. 15. SIM_RL simulation results. (a) Low correlation with the training data before the learning process. (b) High correlation with the training data after the learning process.
Further investigation
The discussed simulation enables the calibratione of additional arguments in addition to the infection range (Table 2). These can lead to a more accurate correlation to with reality.


Table 2. Input arguments to the simulation engine.
	Field Name
	Description

	infection_chance 
	cChance that an infection spreads to nearby healthy people each tick

	recovery_duration
	hHow many ticks it may take to recover from the illness

	mortality_chance 
	gGlobal baseline chance of dying from the disease



Conclusion
In this paper, we developed describe the SIM_RL,: an innovative generic general purpose approach between that combines simulation and with the strength of Refinement LearningRL to save both computational resources, and reduce the need for physical experiments, and enable prediction future system behavior.
This paper approach is useful for large and complex systems where for which it is a difficult to find the exact and accurate input arguments. Combining the disciplines may be a power multiplier inlead to significant cost savings project budgets.
The proposed method was Ddemonstrateding the idea was done throughby investigating an epidemic spread. and tThus, it could provide a tool to support public policy decisions, and assist both medical authorities (e.g., helping prepareing medical centers for large a significant increase in patient traffic of patient reception), and supporting large-scale economic responsesmeasures.
In addition, because SIM_RL is a general purpose algorithmBecause the idea is generic, it will be possible to use the algorithmcan also be applied to to  a variety of other disciplines.
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