STRENGTHEN
A closed-loop engineering framework for modeling and controlling human Emotion regulation and well-being

[bookmark: _Toc118104637]Proposal Summary 
[Provide a top-level synopsis of the proposed project. The summary should include a description of the key technical challenges, a concise review of the technologies proposed to overcome these challenges and achieve the project’s goal, and a clear statement of the novelty and uniqueness of the proposed work.] 
As we discussed, this is where you 
· briefly define the problem (i.e., explain that studying/understanding/controlling mood is difficult if one wishes to go beyond standard mood induction techniques)
· explain that you are using an engineering approach to overcome this problem
· describe the two phases of your proposed research:
· manipulate mood, then examine neural activity, in order to develop a model of the relationship between specific brain regions and mood, using your mood machine interface
· use this model to control mood using neurofeedback in a more diverse sample
· remind reader of novelty and potential value/outcomes of your approach

[bookmark: _Toc468183787][bookmark: _Toc118104638]Goals and Impact
[Describe what you are trying to achieve and the difference it will make (qualitatively and quantitatively), if successful. Describe the innovative aspects of the project in the context of existing capabilities and approaches, clearly delineating the uniqueness and benefits of this project in the context of the state of the art, alternative approaches, and other projects from the past and present. Describe how the proposed project is revolutionary and how it significantly rises above the current state of the art. Describe the deliverables associated with the proposed project and any plans to commercialize the technology, transition it to a customer, or further the work. Discuss the mitigation of any issues related to sustainment of the technology over its entire lifecycle, assuming the technology transition plan is successful.]

The section you have below does a lot of what of what is outlined above, but you could be more explicit about the links between your proposal and the specific ideas in the call for proposals:
· Mention both CF and ER
· Explain how your proposal will meet the overall goal of the grant programme, which is to “conduct longitudinal studies to optimize an individual’s CF and ER in low risk, at risk, and high risk for suicide populations”
The question and importance:
Decades of studies of mood and emotions have shown their huge influence on multiple human functions, : fFrom our cognitive performance1–4 to, immune responses5–7, and to processes that were needed for our survival such as reward-based exploration and learning4,8–10. Yet, despite thise wealth of knowledge, there are many critical gaps in our understanding of mood. We know very little about the parameters underlying mood dynamics, individual differences in mood dynamics, and what are the neural mechanisms mediating these differences. These questions remain unanswered becausesince existing lab experiments are limited in their capability to evoke different mood dynamics across individuals, andindividuals and can bethey strongly affected by experimental biases. I propose a control-based methodology to tackle these questions from an oppositea unique direction, in which experiments are individualized tailored in real-time to each individual and their mood state and sensitivity, which allows us to modify mood dynamics across individuals and over time.

Individual differences in mood dynamics
Mood shows various dynamics over multiple time scales,. fFrom continuous emotional fluctuations throughoutalong the day— or even within a conversation2—, to stable individual well-being that remains stable doesn’t change over years, even following the most dramatic life events11–15. The symptoms that individuals with clinical depression report areis an example of extreme mood dynamics, wherein low mood is  as they consistently reported, their mood as being low regardless of positive stimuli16–18. These different possible mood dynamics, how they greatly differ between individuals, and the role of neural activity in this variability, are examples for the many open questions in our understanding of mood. Mood has been shown tocan be affected by positive and negative events, which have been represented in laboratory experiments by monetary rewards and losses2,17,19–21. This effect of reward is due to mood guiding reward-based learning and mediating  the changes in behavior according to previous experiences, such that we aim to maximize rewards and avoid unpleasant losses. A key parameter in this mood-based reinforcement relationship is the Prediction Error (PE): the difference between the outcome and the expectation we had for the outcome. Several studies have shown showed that momentary mood changes are related to the PE values, such that mood increases when PE is positive (the outcome is more positive than what we expected to happen) and decreases if PE is negative (the outcome is worse than what we were expecting)8,20. In a recent computational model22, we presented the parameters of this relationship and the influence of previous events on mood reports (showing a primacy effect: that the first events during a task have a stronger effect are most dominant on mood rather than the most recent events, contrary to what has  as wasbeen assumed so far). OurThis model identifiespointed out several candidate parameters that appear to define and underlie individual mood dynamics, such as the initial baseline mood of individuals and, the weighting of previous events. We, and also identified the related neural activity related to mood dynamics in several reward-related brain regions (figures 1 and 2)	
This model could not have been proved and developed without using a novel closed-loop paradigm ewe developed, that enables to control mood,- i.e., it adaptively maintains the influence of the experiment on mood over time and over different individuals to efficiently and parametrically change mood towardsin a desirwanted direction. Without using this novel Mood-Machine-Interface task (figure 3), individuals do not necessarily respond to the presented reward values (and therefore they don’t reach the mood dynamics we want to study), or they stop responding over time due to adaptation or disengagement with the task. We showed that this task techniquemanages to generates an ongoing influence on mood with strong effect sizes of mood change. By combining this task with computational modelling and neurofeedback, we can uniquely test the underlying computational parameters of mood in different, artificially  generated mood states, measure how these mood transitions are related to neural activity, andactivity and examine how modifying the related neural activations causally shiftsaffects mood. There areis multiple lines of evidence to suggesting that neural activity plays a key role in mediating individual difference in mood dynamics. We showed bothfound  a neural correlated neural  activity with the computational model in the ACC region22 as well as a metanalytic finding that activity in the striatum is low in depression29. In a third, recent, study we showed that mood dynamics and mood-based learning models are encoded in a multi-regional network in the brain30, in a unique valence-based encoding regime31. 	 	Comment by Steve Zimmerman: Described? Determined? Identified? Quantified?	Comment by Steve Zimmerman: Either give more detail in the figure caption or here, in the main text.

Also, please check my edits have preserved the intended meaning here	Comment by Steve Zimmerman: Evaluated? Assessed?	Comment by Steve Zimmerman: Missing word? Enables "us" to control mood? (i.e., the experimenters)
Or Enables "one/individuals/people/participants" to control their mood?
Thus, we propose to integrate these findings, and the unique closed-loop mood-interface methodology, to advance the immense efforts that are being invested in trying to uncover our understanding of the mechanisms underlyingof mood and mood dynamics, and into contribute to the developingment of more effective treatments for depression, mood regulation, and suicidality via mood regulation. Our This methodology offers a robust way to finally overcome the challenges of non-linearity and variability in individual mood, which pose multiple analytic and experimental challenges in this field1,2.  The same life event maywill evoke different outcomes in different people, and even in the same person on different days. The outcomeIt will depends on preceding experiences, learning capability, environmental context, brain signals, among other factors and more. As a result, typical experimental mood-induction paradigms often only affect some individuals, address           qualitative stimuli exclusively, and are prone to demand- effect biases (in which participants respond to satisfy the experimental goal)3,4.	Comment by Steve Zimmerman: This is a great paragraph to end this section on, but I am wondering whether you could also preview this same information at the beginning of the proposal (i.e., specify the problems with existing techniques and explain that your novel method offers a superior approach that can effect change in at-risk populations)
[bookmark: _Toc118104639]Technical Plan 
[Outline and address technical challenges inherent in the approach and possible solutions for overcoming potential problems. Demonstrate a deep understanding of the technical challenges and present a credible (even if risky) plan to achieve the project’s goal. Discuss mitigation of technical risk. Provide appropriate measurable milestones (quantitative if possible) at intermediate stages of the project to demonstrate progress, and a plan for achieving the milestones. List Government-furnished materials or data assumed to be available. 
I interpret the above guidelines as requesting a “methods” section. Although you have lots of excellent information over the next few pages, I think it could benefit from a clearer structure and from the addition of details/specifics. You could start this section with an overview (e.g., “First, I will describe the closed-loop mood machine interface in detail, then describe the proposed plan of research to meet the requirements of the two technical areas (TA1 and TA2), along with measurable milestones. I will then discuss risks and challenges, and how I plan to mitigate them.”)
 
 Proposed methodology and why was it selected: 
In this proposal we describe how it is possible to overcome these challenges described above by usingintegrating a closed-loop methodology from engineering5 that has been successfully used to characterize  a wide range of, which is widely used for characterizing other non-linear processes, from flight dynamics, to glucose homeostasis in human physiology6. In this closed-loop approach, a continuous feedback shifts the response of thea systems into any required direction and to any state by tracking the responses in real- time and modifying the the required stimulusi presented to the system. In this way, the closed-loop control 	Comment by Steve Zimmerman: Sometimes you use "I" and sometimes you use "we". I suggest you use the same pronoun throughout.
circuit characterizes the input-output relations, the mechanisms underlying response dynamics  and  

different response states, and also provides a way of applicative and efficient control over the  response. 


We suggest using this control-based methodology and to integrate engineering with behavioral-psychiatric sciences to a for the multidisciplinary study of human emotional regulation and well-being, in both healthy and clinical populationsin psychopathology. We will use this method to The hope is that this study would map the relationships between different environmental parameters and changes in mood.	Comment by Steve Zimmerman: Or "interdisciplinary"?

The project utilizes the technological and methodological advancements in algorithms and computational modeling, to characterize mood dynamics and to move to analyzing itthem within more naturalistic settings26. To this end, Vvirtual reality (VR) settings, already shown to evoke a range of realistic responses in individuals27,28, will be also combined with the closed-loop Mood-machine- interface paradigm, described above to take the experimental strength and effect even much further. . Implementing the task inUsing a multi-modal virtual environment, will allow us to control both add more positive and negative stimuli in parallel, and, therefore, create a context which can be made congruent or incongruent to the influence of the reward-based task, while measuring respective changes in neural activity. This novel experimental design will allow us to characterize the parameters that affectrelation of the identified mood parameters under realistic and complex conditions. In a preliminary study, we recently developed such an experimental setting in which, where participants reported their mood while making choices in a virtual park, with color, sound, and weather changing in real-time between positive and negative values. Such a This experimental paradigm framework will allow us to identify how environmental modalities are integrated toaffect different mood states. By combining the VR task with neuroimaging, we can examine  and the neural mediation of these processes.	Comment by Steve Zimmerman: Add citation 	Comment by Steve Zimmerman: Or "influence"?
[image: ]   










Figure 1: The development of a new model of mood, 	
where events have a strong primacy influence on mood	Comment by Steve Zimmerman: I suggest you add a description of this figure - describe what the equations means and what the chart shows
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Figure 2: The relation between our mood regulation model andto neural activity	Comment by Steve Zimmerman: A more descriptive caption would help, including details of what A B and C represent. What is specified by the equations and what is shown in the brain images (also name the regions of interest)







Figure 3: The Mood-Machine-Interface design (A), and how it can control mood between fluctuating andto stable mood regulation patterns (B) 		Comment by Steve Zimmerman: As with Fig 2, I think some more detail on how this interface works and how it can be used to affect mood/mood regulation would be useful. 
This figure is central to your proposal as is illustrates the process of the mood-machine interface and how it can be affect mood. Also describe how the two sets of data in B were evoked. What is different in the mood machine when you elicit stable vs fluctuating mood?B
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Steps to conduct the research:	

Technical Area 1: Identify computational parameters that characterize individual mood dynamics		Comment by Steve Zimmerman: I only expanded "TA" to "technical area" because, when I first looked at your proposal (before looking at the DARPA docs) I had no idea what TA meant!
There are several different tasks used to study the mood changes induced in response to positive and negative stimuli. Whether viewingFrom images, reading written statements, watching video clips, or receiving and losing monetary amounts, participants are exposed in such experiments to happy and sad stimuli,  and then they are ratinge how they feel. These tasks, however, typically have not been designed to generate repeatedly generate the same mood trajectory in participants, and even more so,thus are not used to maintain a fixed mood value and clamp mood over time. Therefore, the question of the underlying parameters of different mood dynamics couldan not be experimentally studied or answeredidentified. A recent methodology we developed— termed the Mood-Machine-Interface (MMI)—, was designed for these purposes exactly, enabling us to create parametric mood changes with largehigh effect- sizes both across different individuals and within the same individual over time. The MMI The task was so far developed tois able to  recalculate, in real-time, individualized reward and loss and Prediction Error stimuli, such that the stimuliy compensate forvary according to between-individual differences and adaptation ofto individuals alongover the time course of the experiment. To do this tThe taskMMI uses is built from a classic Proportional-Integral (PI) control algorithm, which generates consistent mood changes (Figure 3). 	Comment by Steve Zimmerman: Consider moving this paragraph to the "goals and impact" section, as it provides a good introduction to the problem and how you plan to solve it. You can then refer back to that text at the beginning of this section
Building on ourthis knowledge and expertise in measuring and controlling mood dynamics, we will develop a control algorithm such that it will create additional trajectories of mood dynamics, from multiple frequent mood fluctuations to stable fixed mood clamp eliminating fluctuations, and moreover, this in a virtual reality settings. The experimental design will include six different conditions: one of mood control to repeated mood changes upwards and downwards, one of control to stable trajectory of a fixed mood value, and then both these conditions will be repeated 3 times in participant over 3 different time intervals, several days, several weeks and several months (overall 24 within-subject repeats). The order between the different conditions, the fluctuating-unstable and the stable mood, will be randomized. In this task design (described in Figures 3 and 4), each trial consists of a choice phase (of three seconds3s long) during which participants decide whether to gamble between two monetary values or to receive a non-gamble certain amount. Then a PE value is generated by modifying the values of the gamble possibilities and the outcome amount (showeddisplayed after the choice for one second1s after the choice), and therefore the difference between them is being modified too (the prediction error value). Participants will provide their mood ratings every two-three gambling trials, by moving a cursor along a scale between unhappy and happy (four secondsdisplayed for 4s). After each such mood report there is a delay of a jittered duration before the next trial of a blank screen with a fixation cross, during which the algorithm calculates the next PE value: this is done according to the difference between the mood report and the target mood value the task is set to reach. This mood error value is translated to the next PE value to be received in the next trial, by a proportional-integral (PI) control algorithm, that multiplies the error by a respective gain. PE will be increased by the algorithm when the reported mood is lower than the target mood value, decrease when the reported mood is higher than the target value,  and approach zero as the reportedwill become closer to zero when mood gets closer to the target mood value, and will decrease to a more negative value when mood is too high. 	
We will measure the parameters of mood dynamics by extracting individual computational parameters from fitting the Primacy Mood Model to the task and mood ratings data. The initial version of the model considers a cumulative and discounted impact of the combination of the baseline mood, expectation term and prediction errors on mood. The expectation term is defined as a weighted average of all previous outcomes, with a stronger weight ofgiven to earlier outcomes. From the model we will then receive individual weights of three parameters, extracted for each individualparticipant, which telling usprovide us with the relative how dominantce the influence of each parameter on mood reports offor each individual isthat individual. To these parameters we will also add the Mean Squared Error and IQR values that will provide an estimation of the strength of the fit of the model to the data per individual. Then the stability and reliability of the individual weights of these parameters will be calculated using ICC and variability measures as followsfor the different experimental conditions: within mood trajectory conditionmood control (either controlled to stable or to /unstable), time interval (days/weeks/months), and longitudinally between the different time points across the different short time delays. We can then answer the following questions for each parameter: and across the longer delays (Iis the parameter stable over time?); between the different mood conditions (is Is thise parameter dominant only in certain mood dynamics?); and between individuals (is i Is thet a dominant parameter dominant only in certain individuals?).  	Comment by Steve Zimmerman: This needs simplifying - perhaps to "stable moods", "fixed moods", or "clamped moods" with minimal fluctuation.	Comment by Steve Zimmerman: Consider representing the design in a table or diagram. Also, I recommend describing it as a 2 (mood control: stable vs changing) x 3 (time interval: days vs weeks vs months) x 3 (session) mixed design, wherein each participant is assigned to one of the six mood/interval conditions, then assessed longitudinally over three sessions (repeated measures). 
Note how long the interval is (see comment below), how many participants you will recruit, and whether this number is derived from a power analysis or from some other consideration (e.g., limitations from using fMRI where you can only run x participants per day)

Also, specify who your participants are - e.g., a low-risk community/student sample, drawn from Bar-Ilan (or other Tel Aviv institutions). How will they be recruited? Will they be compensated for their time?	Comment by Steve Zimmerman: Be more precise - how many days/weeks/months?	Comment by Steve Zimmerman: Give an example of the types of values here: is it something like a gamble between 0 and 100 shekels, with a fixed value of 50? Or will you use less "symmetrical" amounts?

There is, I believe, literature on how people respond to different ratios/quantities/gambles, along with studies on personal characteristics such as risk-aversity.

Are your initial values/settings determined randomly, or by using "standard" amounts from existing research?	Comment by Steve Zimmerman: Will it always be 2? Or 3? Or does it vary randomly?	Comment by Steve Zimmerman: "Variable"? What is the range? (e.g. 1 - 5 s)?	Comment by Steve Zimmerman: Or "gain value"?	Comment by Steve Zimmerman: This is the first time you have referred to the Primacy Mood Model. What is it?	Comment by Steve Zimmerman: Ae these three items the computational parameters referred to in the previous sentence? If yes, then explain that these are those parameters. If no, then what are the parameters?	Comment by Steve Zimmerman: What are these three parameters?	Comment by Steve Zimmerman: ?	Comment by Steve Zimmerman: This section was hard to follow, so I have made substantial edits - please check that I have not altered the intended menaing	Comment by Steve Zimmerman: ?

We willexpect to be able to identify the underlying overarching parameters that are related to both the stable and unstable mood dynamics, within and between individuals. Moreover, mood is represented here by a subjective mood report. AlthoughWhile subjective mood reports are the basis for the clinical diagnosis of mood disorders, clinical assessment of the treatment, and are used in our daily social livesfe, they have thebare limitations and biases of subjective reporting. However, we have shown before that these mood ratings significantly correspond to participant’s’ depressive symptoms scores, where we found a strong correlation betweenof thissubjective mood report estimate to and the Mood and Feelings Questionnaire [MFQ] measure (CC = −0.62, p < .001= 2.62e-8, CI = [−0.75,–0.44]). The subjective mood reportIt also showed a strong concordance with the gold standard psychiatric interview (KSADS) by distinguishing between patients with depression and healthy volunteers (t = −3.36, df = 69, p = 0.0012, Cohen’s d effect size = 0.97). We have also tested and showed that this experimental paradigm is not subject toprotects from the typical demand effect, whereby participants realizeperceive the aim of the task and respond so as to comply with the experimental goal (e.g., rating that they are happy following an explicit instruction to imagine happy memories). When asking participants whether the task was unfair with a follow-up questionnaire, we found that more than 90% of participants were unaware of the control manipulation and rated the task as unrigged. This point will be validated again in the two new mood control regimes.	Comment by Steve Zimmerman: Reference?	Comment by Steve Zimmerman: I do not understand what this refers to - consider deleting this sentence
We have also already successfully implemented the task in a virtual park setting. Virtual reality has been by now alreadyis used extensively for implementing behavioral experiments and have been shown to allows tothe measurement of responses which that otherwise could annot be evoked in laboratory settings28,35,36. For example, previous research has shown behavioral, endocrine, physiological, and neural responses to virtual experiences, that resemblinge responses measured in real situations. In other fields, virtual reality experiments have already allowed researchers to experimentally study integration across modalities and identify how different modalities they are integrated into a unified experience35. We will therefore create a realistic immersive environment (Figure 4A) in which we can parametrically manipulate the different stimuli along a scale of positive to negative values. Participants will play the same decision-making game described above, in which  where they experience wins and losses, but in a virtual park where colors, sounds (birds versus crows), weather (sunny versus rainy and dark), and nature features (flowers, leafylet trees, and butterflies versus concrete and bare trees) can change. The virtual park features will be either congruent to the direction of mood change intended by the reward-based control algorithm (i.e., the features of the park described above appear in their positive values when control is aimed to increase mood); or incongruent to the direction of the mood controller (i.e., negative, less happy values of the virtual features are presented when the mood control is intended to increasinge mood to a happier value). Each participant will be tested three times in one repeat either of the designs and the twoof the six between-participants experimental  conditions, and we will analyze our data both across time (within-participants) and different mood (stable/unstable) and delay interval (days/weeks/months) conditions (between-participants) will be compared across-individuals, as well as across time. 	Comment by Steve Zimmerman: Is the congruent/incongruent manipulation within or between participants?

This means--I think--that you have a 2x2x3x3 design:

1) Mood stability (stable vs unstable)
2) Congruence (congruent/incongruent)
3) Delay/time interval (days/weeks/months)
4) Session (1/2/3) 

I believe that 1 and 3 are between-participants, and 4 is within-participants, but what about 2?	Comment by Steve Zimmerman: Please check that this description is accurate

Also, at some point in your proposal you should describe your data analytic plan - i.e., which statistical (or other) tests will be performed to analyse your data. 

Lay these out clearly, and align them to research questions which you should also lay out earlier in the proposal.

[image: ]We willould use the Virtualizer setup (Figure 4A), which allows a full 360 degrees movement on a smooth space while also tracking movement parameters. This unique device provides an unlimited walking possibility  in the virtual space.	

Figure 4. (A) The upper image shows the setup which allows high immersion while freely walking and turning. Below is a single gambling trial in the virtual setting. (B) The mood ratings of 18 pilot participants completing the MMI virtual task, with positive and negative blocks.	Comment by Steve Zimmerman: Describe what this graph shows us - are there identifiable trends or are the fluctuations random

Also, at some point, you could consider describing how you characterize individual trajectories across time - e.g., do you fit them to a curve or a (non-linear) function? Do you measure variability or entropy? Or look at each point as a function of the recent stimulus, or all the previous stimuli and other parameters?


The findings from the research described above TA1 developments and computational modelling will also open new directions forinform clinical interventions as addressed in TA2 below, first by directing towardsidentifying the relevant parameters for measuring and predicting individual mood dynamics, and second, by moving towards individual modulation of these neural and behavioral parameters for improving mood and well-being. 	

Technical Area 2: Controlling the identified neural correlates of mood dynamics parameters
We will continue from determining the neural correlates of the mood parameters in TA1, using a model-based neural analysis, followed by a reliability analysis of these correlations across two visitssessions in a within-participantsindividual design, to a neurofeedback closed-loop modification of these neural correlates to influence mood. The sample size for data collection will be based on the effect size and reliability of the behavioral and computational parameters in the preceding aimexperiment, but we will recruit a minimal sample of at least 70 participants from each population, under risk and depressed. Participants will complete the closed-loop mood control task, as described above, during an fMRI scan. As in experiment one, participants will be assigned to one of two mood stability conditions:  in its unstable, in which  mood version where the control algorithm generates repeated mood fluctuations, or stable, in which the control algorithm [tries to maintain a consistent mood pattern]. In the virtual setting wireless EEG will be used to measure neural activity. Moreover, physiological signals will be continuously measured with Empatica watches (heart rate, skin conductance, temperature). After the neural and physiological mechanisms underlying changes in mood will be have been identified, while controlling mood using the closed-loop controller, neural activity canwould be modified with a non-invasive reward-based neuro-feedback protocol. 	Comment by Steve Zimmerman: You have not yet described, in section TA1, how you will identify the neural correlates of mood dynamics. Therefore, before moving onto to TA2, I recommend adding a section describing how you will do this (which would mean moving this first section of TA2 up to TA1).

SO: is it the case that the *identification* of neural correlates is part of TA1? If yes, then move this section up to TA1. 

If I understand correctly, there will need to be two experiments: VR and fMRI (obviously, the experimental setup illustrated in fig 4 cannot be conducted in a scanner!)

Therefore, I suggest breaking TA1 up into two subsections:
Experiment 1 (or Study 1): VR
Experiment 2: fMRI
The sub-headings will make it clear to the reviewers that you are first using the VR technique to identify then relevant mood control parameters, then using fMRI to identify their neural correlates. These two experiments should also be introduced early on in the proposal (a brief description of each as part of the overview of how you will address the problem).	Comment by Steve Zimmerman: Three populations are described in the documentation: low risk, at risk, and high risk - will you recruit from all three? Or just two? Later on, you can explain in detail how you will access the clinical sample(s), but here you could make a brief mention of where they will be recruited (e.g., via hospitals in Tel Aviv)	Comment by Steve Zimmerman: Is this rewrite accurate?	Comment by Steve Zimmerman: Rewrite as appropriate to give a short description of the stable condition	Comment by Steve Zimmerman: Now I'm confused: Will all participants in the VR setting described above wear EEG caps under the VR headset? Or are there three experiments (VR, fMRI, EEG)?
First, we will measure and extract the correlation between average activations (whole-brain and also an Region Of Interest (ROI) analysis based on the three Regions-Of-InterestOIs that we and others previously found to relate to subjective mood and to the encoding of positive and negative PE values:, the ACC, the iInsula and the sStriatum), and the observed mood dynamics parameters. Moreover, we will measure the connectivity between regions which is reflected by the correlation between different regions2. We will conduct this analysis first in an ROI approach. Then we will also run a whole-brain level connectivity analysis without restricting it to specific regions, a priori regions. We will correlate these regions to the weights of the computational mood model parameters. We will also zoom in to test the correlations at the level of individuala trials-wise level, asnd well as zoom out to test correlations with connectivity measures across several predefined regions and across the whole brain.  	
We hypothesize that there will beto find stable and reliable neural connectivity, across the frontal ACC region that was previously found to be related to computational changes in subjective mood, and also in the two regions previously shown by us to encode positive and negative PE values (striatum and insula). We also expect that the connectivity between these regions will be found to be mediatinge the influence of characteristic the individual parameters that underlie mood dynamics. 
This will allow two important developments, that will become feasible only due toafter the completion of this part of the project : First, studying the neural correlates of mood dynamics while completing the virtual task including the congruent and incongruent backgrounds in the scanner (in a reduced 2D setting).; And sSecond, we willould repeat the neural analyses as described above with a mobile EEG neural recording, simultaneously to doingconducting the task and moving in the full virtual reality environment, including full freedom of movement.		Comment by Steve Zimmerman: This sentence needs rewording for clarity. If I understand correctly, it should be something like:

First, we will study the neural correlates of mood dynamics using fMRI. This technique necessitates using a simplified version of the VR task, but we will still compare responses to congruent and incongruent backgrounds because [insert explanation here]
(This seems to me to be the point where “TA2” starts)

Finally, our goal is to establish the neural modification ofin participants using a widely- used neurofeedback protocol, but specifically targeted aton the mood- related neural networks. We will assess the respective changes toin mood while the networks change their activity and connectivity in response to the neurofeedback.
This multi-modal closed-loop feedback approach used first for mood states, and then followed by non-invasive perturbation of specific brain networks, will allow us to finally test the causal relationships between the identified neural networks identified in the experiments described above and different mood dynamics and transitions. This neural perturbational will provide direct evidence regarding the function of these neural networks and mood states. This will allow us to test new avenues for clinical intervention, using either fMRI or EEG, and establish a general framework for improving mood in a firstusing neurofeedback in virtual settings. The clinically importance of this intervention is hugesignificant, and, as it has the  developing the potential to model, integrate, and modulate these processes, couldan be critical for the  depression and suicidality, diagnosis and treatment of depression and suicidality. 	Comment by Steve Zimmerman: How is this done?	Comment by Steve Zimmerman: Which?
We will be usinge thea two-point connectivity neurofeedback training method reported in previous papers. A control region will be selected where feedback will be uncorrelated to the targets. Participants will complete the assessment battery for depression, prior to beginning neurofeedback training. They will then undergo a baseline scan, four neurofeedback training sessions, and two follow-up scans 1 week and 3 months following the end of training. We will assess the change in mood dynamics during the training with respect to the change in both the trained networks and untrained networks for each group.	Comment by Steve Zimmerman: References?	Comment by Steve Zimmerman: Which one?	Comment by Steve Zimmerman: fMRI? Or some other type of scan?	Comment by Steve Zimmerman: What are the groups?

All the described experiments will be submittedapproved toby the IInstitutional Review Board  board at Bar-Ilan University for ethical approval, and all participants will be asked to providegive written informed consent. 	Comment by Steve Zimmerman: Proposers are
encouraged to include a draft IRB protocol for initial test investigations and/or a plan for
submission to and review by an Institutional Review Board (IRB) with proposals as an appendix
to Attachment D: PROPOSAL TEMPLATE VOLUME 1: TECHNICAL & MANAGEMENT to show feasibility of the regulatory approval timeline; this paperwork will not count against the page limit

This research plan is based on our extensive interdisciplinary research experience, which spans from electrophysiology and neural networks control to human-machine-interfaces and fMRI in both healthy participants and in patients with clinical depression. 	

This study will uniquely address and tackle one of the fundamental challenges in understanding human mood and well-being:  - individual variability. Measuring and identifying the parameters that define mood dynamics and their representation in the brain is a crucial step towards understanding whatich elements in our environment and neural responses underlies individual differences in mood regulation and well-being. Our unique closed-loop approach will us allow to generate different mood patterns, repeatedly quantitatively and parametrically, which will us enable to test the mood parameters across different mood dynamics, and across different virtual contexts. With this approach it is feasible to directly measure the consistency and repeatability of parameters of mood dynamics, both from the subjective feeling and from the neural activity aspects. 

Implementing a closed-loop control strategy in human mood and behavioral studies brings a conceptual shift to current experimental paradigms and research by creating individualized and dynamic experiments that can uniquely assessexpose the full individual response range and its boundaries. Therefore, this proposed research plan provides a new and crucial direction for studying human mood and mental health and a novel type for medical devices and individualized treatments of mental disorders.	Comment by Steve Zimmerman: ?	Comment by Steve Zimmerman: ?

I am planning to approach two main collaborators to be mentioned as co-PIs (or collaborators, or advisors, depending on the regulations of this study)- Yael Niv from Princeton for part 1 of the modeling, and Talma Hendler from Tel-Aviv University for part 2 of neural modulation.  	Comment by Steve Zimmerman: I would think you need to have your collaborators in place before you submit the proposal

[bookmark: _Toc118104640]Management Plan 
[Provide a summary of the proposed team, including any subawardees/consultants and key personnel who will be executing the work. Identify a principal investigator (PI) for the project. Provide a clear description of the team’s organization including an organization chart that illustrates, as applicable, the relationship of team members; unique capabilities of team members; task responsibilities of team members; teaming strategy among the team members; and key personnel with the amount of effort to be expended by each person during the project. Provide a detailed plan for coordination including explicit guidelines for interaction among collaborators/subawardees of the proposed project. Include risk management approaches. Describe any formal teaming agreements that are required to execute this project.]	Comment by Steve Zimmerman: Obviously you need to know who your collaborators/team members are, and what they offer.

Things to think about: whether to include your contacts who have access to at-risk/high-risk populations as collaborators or whether they are 'resources' you have access to in order to recruit participants.

Are you planning on using undergraduate/graduate students and/or post-docs to collect data (or do data analysis, work on computational models, neuroimaging etc.)?
If these are people you have to recruit then obviously you cannot provide names, but you can state that you will recruit n research assistants, and that they will be recruited based on specific skillsets (e.g., experience in working with clinical populations, experience with VR, fMRI, EEG, etc.)
[bookmark: _Toc118104641]Personnel, Qualifications, and Commitments 
[List key personnel (no more than one page per person), showing a concise summary of their qualifications, discussion of previous accomplishments, and work in this or closely related research areas. Indicate the level of effort in terms of hours to be expended by each person during each contract year and other (current and proposed) major sources of support for them and/or commitments of their efforts. DARPA expects all key personnel associated with a proposal to make substantial time commitment to the proposed activity and the proposal will be evaluated accordingly. It is DARPA’s intention to put key personnel conditions into the awards, so proposers should not propose personnel that are not anticipated to execute the work.]	Comment by Steve Zimmerman: This is essentially to show that you (and any collaborators) have the skills/expertise/experience to carry out the research.
List all work you have done that involves the relevant topics, methods, or populations (i.e., all your work on mood dynamics, neuroimaging, computational modelling, mood disorders)
[bookmark: _Toc118104642]Capabilities
[Describe organizational experience in relevant subject area(s), existing intellectual property, or specialized facilities. Discuss any work in closely related research areas and previous accomplishments. Identify other Government solicitation(s) to which this concept has been proposed. If applicable, state whether funding or a positive funding decision has already been received, and from which agency.]
[bookmark: _Toc118104643]Statement of Work (SOW) 
[Provide a detailed task breakdown by Contractor Fiscal Year citing specific tasks and their connection to the interim milestones and metrics, as applicable. Do not include proprietary information. 
For each defined task and subtask, provide:
· A general description of the objective.
· A detailed description of the approach to be taken to accomplish each defined task/subtask.
· Identification of any tasks/subtasks that will involve human subjects or animals.
· Identification of any tasks/subtasks that will be performed on campus at a university.
· Identification (by name) of the primary organization (prime contractor, subawardee(s), consultant(s)) responsible for task/subtask execution.
· A measurable milestone (e.g., a deliverable, demonstration, or other event/activity that marks task completion).
· A definition of all deliverables (e.g., data, reports, software) to be provided to the Government in support of the proposed tasks/subtasks.]
· Identification of the proposed classification for each task/subtask.  
· For all tasks and subtasks proposed to be unclassified, identify if the task/subtask is proposed as fundamental research or controlled unclassified information (CUI).
· Provide a short explanation for why each task/subtask should be categorized as fundamental research or CUI.
[bookmark: _Toc118104644]Schedule and Milestones  
[Provide a detailed schedule showing tasks (task name, duration, work breakdown structure element as applicable, performing organization), milestones, and the interrelationships among tasks. The task structure must be consistent with that in the SOW. Measurable milestones should be clearly articulated and defined in time relative to the start of the project.] 
[bookmark: _Toc118104645]Novelty of Proposed Work 

[bookmark: _Toc118104646]Bibliography (Optional)
[Provide a brief (no more than 5 pages) bibliography with links to relevant papers, references, reports, etc.]  
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Important and relevant details and descriptions provided by the grant call: 
STRENGTHEN aims to build on recent advances in neuroscience and clinical practice to increase wellbeing, and prevent and mitigate the effects of traumatic stress leading to behavioral health disorders and suicidality in warfighter and civilian populations. STRENGTHEN will accomplish this goal through enhancing the behavioral health protective factors of cognitive flexibility (CF) and emotion regulation (ER).
STRENGTHEN will strive to optimize the protective mechanisms of CF and ER through two goals:
· Development of individualized brain network models of CF and ER.
· Design of hybrid interventions to induce adaptive neuroplastic change in the functional connectivity and/or structure of CF and ER brain networks to optimize an individual’s CF and ER.
The problem: 
The brain regions responsible for CF and ER are widespread and implicated in numerous interrelated executive control and emotion processes. It is difficult to isolate and measure the neural mechanisms of CF and ER with ecological and construct validity. 
In addition, research indicates a high degree of individual variability of neurobehavioral network activation patterns, which means population-based studies are inadequate for individualized treatments. Furthermore, it remains unknown how changes in specific neural mechanisms of CF and ER within an individual lead to improved mental health outcomes. CF and ER are complicated, dynamic functions, which presents challenges both for their measurement, as well as for identifying the constituents of CF and ER that are most likely to lead to improved mental health outcomes
TA1: Neuro-Mechanistic Models: Performers will develop individualized brain network models of CF and ER.
TA2: Neuroplastic Interventions: Performers will design hybrid interventions to induce neuroplastic change in the functional connectivity and/or structure of CF and ER brain networks to optimize an individual’s CF and ER.

A grant that identifies individual-specific CF and ER brain networks using validated psychometric testing and neuroimaging (e.g., resting state or task-activated functional connectivity). 
That develops individualized neurobehavioral models linking brain network activity and connectivity with CF and ER behavioral outcomes (e.g., error rates and response). 
That designs hybrid interventions targeting individualized neurobehavioral models to improve CF and ER behavioral outcomes via neuroplastic changes to brain networks that support CF/ER. That establishes dose response, time to onset, and effect duration curves linking changes in CF and ER behavioral outcomes to Impact Assessments of validated measures of wellbeing (e.g., Emotional Scale Questionnaire), clinical symptoms (e.g., Clinician Administered Post Traumatic Stress Disorder for DSM-5 Scale, Beck Depression Index), and suicidality (e.g., Self-Injurious Thoughts and Behaviors Interview) in low risk, at risk, and high risk for suicide populations.

That develops and validates novel multi-dimensional models of CF and ER in longitudinal studies to assess the relationship between these models and behavioral outcomes. Data collection for longitudinal studies should, at a minimum, be throughout each phase.

That assesses CF and ER as a function of the Triple Network Model.

Individualized brain networks should be activated and imaged to capture individual brain network activation patterns

That describes brain imaging methodology and technology, including equipment and scan time

Uses decoding and analytic methodology to model brain networks and measure neuroprotective mechanisms of CF and ER.
Describes how it will iteratively refine the model to achieve greater predictive precision across the phases. 
How it will ensure and/or assess generalizability of developed brain network models relative to human diversity (e.g., race, ethnicity, age, gender, disability, language).

The questions it should answer:
What neurocognitive tests (1) are most strongly associated with trauma-related symptoms and/or wellbeing, (2) activate the targeted networks during imaging, and (3) have greatest potential for transition to clinical use? 
 What aspects of CF (salience detection and attention, working memory, inhibition, task switching) would have the greatest protective, transdiagnostic, and well-being impact? 
 Optimization of which networks of CF (shifting, updating, inhibition) would have the greatest protective impacts on wellbeing across behavioral health disorders? 
 What set of C2E2MU intervention techniques will target specific interrelated networks associated with cognitive rigidity and/or repetitive negative thinking (mid-cinguloinsular, medial, and lateral frontoparietal)? 
 What combination of spatial temporal neuroimaging techniques best balances targeting and scalability for low risk, at risk, high risk, of suicide populations?

 Proposals must include methodology for developing dose response curves as impact assessments. The dose response curve must quantify the relationship between CF and ER neurobehavioral models and the following three behavioral health outcome categories: 
o Psychological wellbeing (e.g., measures of mental resilience such as the emotional styles questionnaire [ESQ]) 
o Suicide and self-injurious thoughts and behaviors (e.g., as captured by the selfinjurious thoughts and behaviors interview [SITBI]) 
o Mental health distress, symptoms, and/or diagnoses (e.g., measures of specific relevant diagnoses like the beck depression inventory [BDI] or validated, comprehensive assessment of behavioral health) 
 Proposers should clearly identify measures for each category of behavioral health outcomes and provide justification for their choice of measures.

TA2:
Description of each C2E2MU intervention that will be included through Phases 1 and 2, and are anticipated to continue in Phase 3, including a description of the specific brain network impacts targeted by each intervention. 
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