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Learning Objectives
This Applied Research course provides you with the key concepts and methods of applied empirical research. Alongside this, you will acquire a deep understanding of how to evaluate the quality and the limitations of different empirical research methodologies. Initially, the essential theoretical foundations of empirical research and the primary process steps of empirical research projects are presented. This enables you to also become sensitized to the relevant ethical and legal challenges. As the course progresses in deeper detail, it explores the application of key qualitative and quantitative research methods, discussing each respective method’s primary goals and decision areas, their strengths and weaknesses, and practical recommendations for application. This course equips you with the knowledge to develop an empirical study for an applied problem in your field or professional environment, as well as critically evaluate the quality of the empirical findings and their validity.



Unit 1 – Fundamentals of Empirical Research

Study Goals
On completion of this unit, you will be able to …
... evaluate the type and quality of empirical research, as well as concrete empirical research results, using relevant criteria.
... identify suitable data and research methods to empirically address a specific problem or research question.
... name and critically compare the process steps, as well as the potentials, goals, and limitations of various quantitative and qualitative research methods.
... recognize and consider the underlying ethical and legal issues relevant to conducting empirical research.
... design an empirical study, independently and guided by theory, to adequately address a specific application-oriented research problem.


1. Fundamentals of Empirical Research
Introduction
What do PISA studies, Corona dashboards, and unemployment statistics have in common? They are all based on scientific findings. But what exactly is science? How does science differ from everyday activities and what goals does it pursue?
The following unit aims to provide an overview of these questions and demonstrate the relevance of science to practical application. Many inventions of our time would not exist without science. For this reason, it is particularly worthwhile to take a closer look at this term and its background.

1.1 Goals and Underlying Approaches of Empirical Research
Science is a complex phenomenon that cannot be easily encapsulated in a few sentences. Philosophers have been debating the characteristics of science for many years (Eisend & Kuß, 2017, p. 2).
The philosopher Immanuel Kant (1724–1804) wrote: “Knowledge, as science, must be arranged according to a method. For science is a whole of knowledge as a system and not merely an aggregate of separate cognitions (knowledge). It therefore requires a systematic knowledge, that is, a knowledge formulated according to considered rules” (Jäsche, 1800, p. 216).	Comment by Translator: Mary: It appears that many translations of Kant's Erkenntnis are translated as cognition(s), which is used in this quote as acknowledgement of the term. Outside this, Erkenntnis is generally translated as the more commonly used knowledge  throughout the Course Book.	Comment by Translator: Mary:  Erkenntnis may also be translated as findings in some contexts.
In some definitions, science is synonymous with the search for truth; in others, the emphasis is on knowledge gain through rational, understandable, and explanatory methods (Rost, 1966, p. 26).
Fundamentally, science is characterized by the following three aspects (Eisend & Kuß, 2017, pp. 1–3):
· The focus of science is the generation of knowledge.
· Scientific assertions must be substantiated.
· Science is based on a system with an argumentative structure.

Differentiation Between the Terms Science and Everyday Knowledge
There is a distinct difference between science and everyday knowledge. While the focus in both instances is on knowledge gain, it is accessed in different ways.
People’s personal experiences and perceptions form the basis for everyday knowledge. Everyday knowledge helps people navigate and adapt more easily to the world. Typical subjects in this context are the weather, diseases, or feelings. In contrast, science involves assumptions and assertions that are verified before being presented in the form of universally valid rules. This verification is conducted using specific methods. Specific criteria, such as objectivity or intersubjectivity, must be met and will be discussed in greater detail later in the course (Perrez, 1991, pp. 227–230).	Comment by Translator: Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
The figure below (Kromrey et al., 2016, p. 23) is intended to provide an overview of the differences between science and everyday experience.
Comparison of Scientific Experience and Everyday Experience
[image: ]
[bookmark: _Hlk133917534]Source: Kromrey et al., 2016, p. 23.	Comment by Kiviniemi, Leena: Please only translate graphics in the separate graphics template, not in the translated document 

Functions and Tasks of Science
Science aims to produce provable results. Among other things, these results can serve as justifications for social actions. Additionally, they can be used as decision-making aids, for example, by policymakers (Kromrey et al., 2016, p. 16). Science is intended to contribute to progress.

The Goals of Science
Science is a fact-based structure that ...
· ... pursues the most objective possible description and classification of phenomena within the real world.
· ... strives to create universally valid rules to explain occurrences and predict categories of occurrences (Kromrey et al., 2016, p. 22).
The epistemic goal of science is illustrated in the figure below (Eisend & Kuß, 2017, p. 14):	Comment by Translator: Mary:  Consider including a further explanation of this term. Knowledge goal can also be used instead.
The Goals of Science
[image: ]
Source: Eisend & Kuß, 2017, p. 14.
As indicated in the figure above, the epistemic goal is based on the following epistemological assumptions (Eisend & Kuß, 2017, pp. 13–14):
· Minimal empiricism: Assertions are obtained and verified using empirical methods.
· Minimal realism: In order to speak of truth, the empirical facts should be objectively and correctly represented. All decisions should be factually and methodically based.
· Logic in the broad sense: Precise definitions, assertions, and arguments are necessary to arrive at a verisimilitude (closeness to the truth).
· Objectivity and intersubjectivity: Assertions and results must be free from the opinions, attitudes, and values of the observer.
· Fallibilism and critical stance: Findings should always be critically questioned in order to come closer to the truth by confronting them.
When considering the figure above, the individual assumptions are related to each other as follows (Eisend & Kuß, 2017, p. 14):
· A: Critically questioning results leads to a more intense approach to the truth.
· B: Empirical methods allow a theory to be verified in reality.
· C: Closeness to the truth can only be achieved through objectivity, in which individual opinions, attitudes, values are eliminated. In addition, methods must be adequately applied and results carefully documented.
· D: Accuracy is the foundation for valid results. Precise definitions are necessary to establish agreement between theoretical presumptions and observations.
The relationship between empiricism and theory
The relationship between empiricism and theory is a subject of lively discussion in science. Essentially, there are two approaches: One group of scientists classifies empirical work as a path to a theory, while the other considers a theoretical reflection as the basis for empirical work. Accordingly, the groups mentioned here see themselves as empiricists or theorists (Humme, 2015, p. 7).
Definition of the term empiricism
In empiricism, experiences regarding facts are collected, systematically classified, and applied to a specific subject area. The procedure is documented and is intersubjectively reproducible (Brosius et al., 2016, p. 3).
Definition of the term theory
The term theory generally means that a system is formed based on concepts and definitions, as well as assertions, to classify, explain, and predict knowledge regarding facts in specific subject areas. If the term theory is examined with a scientific attitude, then the formed system is also intersubjectively verifiable and the assertions are methodically obtained and are in an uncontradictory relationship (Kraus, 2022, p. 5).
Both empirical research and theory formulation are necessary cornerstones in knowledge gain in science. In theory formulation, three scientific methods of inference play an essential role: inductive, deductive, and abductive (Eisend & Kuß, 2017, p. 60).   
These practices are explained below: 
Deductive procedure
During deduction, conclusions are drawn from the general to the specific (Döring & Bortz, 2016, p. 35). In the case of a deductive procedure, a theory is first sought that could provide possible answers to a research question or could provide explanatory approaches for the phenomena under investigation. Hypotheses are derived from theories. They serve as provisional answers to be empirically tested. If a hypothesis is indeed true, the theory is confirmed. If it is not, the hypothesis is discarded and subsequently revised and reexamined as necessary (Wichmann, 2020, 27ff).
Since the deductive procedure can be linked to existing theories that have already been verified, it is more efficient than the inductive procedure described below. The disadvantage, however, is that it is unlikely that completely new perspectives that offer a different perspective on the matter will emerge (Eisend & Kuß, 2017, p. 99).
Inductive procedure
During induction, conclusions are drawn from the specific to the general (Döring & Bortz, 2016, p. 35). Knowledge is gained from experience and specific individual observations. The more often something is observed, the more likely it is to be true. This procedure is often used in practice. Individual observations lead to a theory or to the further development of already existing theories. In contrast to the deductive procedure, data collection is the first step and the work of theory formulation follows (Wichmann, 2020, p. 30).
Induction has an advantage over the deductive approach because it is significantly more open. Results are reached based on the respective data or experiences and are therefore not so strongly influenced by previous ideas (Eisend & Kuß, 2017, p. 99). The disadvantage, however, is that theories developed in this way initially appear to be isolated (Eisend & Kuß, 2017, p. 99).
Abductive procedure
Abductive reasoning, which has received little attention in literature thus far, should also be noted here for the sake of completeness. Abduction involves inferences from observations in relation to their (presumed) causes (Eisend & Kuß, 2017, p.99). As a further distinction, selective abduction refers to a set of already known hypotheses, while creative abduction allows an entirely new, plausible hypothesis to be developed. In contrast to deductive and inductive logic, the abductive procedure takes underlying meanings, motives, and intentions into account (Wichmann, 2020, p. 31).
The figure below presents an overview of the scientific methods of inference:
Induction, Deduction, and Abduction Summary
[image: ] 
[bookmark: _Hlk133917568]Source: Eisend & Kuß, 2017, p. 99.
Empirical testing of theories – the selection of suitable methods
Quantitative or qualitative methods can be applied to empirically test theories. In principle, a mix of methods is also possible. According to Wichmann (2019, p. 7), the division into quantitative and qualitative approaches arose from the debate, among other things, as to whether the natural and social sciences can use the same methods of obtaining knowledge.
The distinction between quantitative and qualitative research approaches is based on fundamentally different ways of thinking and conceptions of the human being. The figure below illustrates the differences between the two approaches with regard to the conception of the human being:
[bookmark: _Hlk139884727]Comparison of Quantitative and Qualitative Approaches
[image: ]
Source: Schumann, 2018, p. 148.
Quantitative approaches are based on the natural sciences. They assume that a separate range of methods to study people is not required. The principles – standardized procedures, quantification, frequency and distribution of occurrences, accuracy, delimitation of cause-effect relationships, establishment of universally valid laws, and objectivity, as well as the possibility of controlling conditions – can be applied (Wichmann, 2020, p. 7).
Qualitative approaches assume that humans cannot be studied with the same principles and research methods as applied to natural sciences. Since human beings are not only bodies, but also minds and souls, a separate range of methods that is independent of the natural sciences is needed (Wichmann, 2019, p. 7). The human being is viewed holistically. This means that the person themselves, the situation in which they find themselves, and their history are analyzed (Schumann, 2018, p. 149)	Comment by Translator: Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
Qualitative and quantitative methods are also based on different scientific theoretical positions (Wichmann, 2019, p. 7).
Positivism is seen as the foundation of quantitative methods and is based on the assumption that a truth exists. It also assumes that human behavior follows certain regularities and runs along cause-effect relationships. Learning about these relationships, e.g., by means of experiments or questionnaires, is the researcher’s task (Wichmann, 2019, p. 8).
In contrast, interpretivism and constructivism are the basis for qualitative methods. Proponents of interpretivism and constructivism see the human being as an actor and reject the stimulus-response (cause-effect) model. Rather, humans attribute meanings to their actions and therefore act according to meaning and intention. The environment is used for social exchange and thus influences the personal attribution of meaning. According to the proponents of interpretivism, not only one, but rather several truths exist. Which truth is considered correct depends on the respective experiences of individual people (Wichmann, 2020, pp. 9–10).
The figure below illustrates the differences between qualitative and quantitative approaches in detail:
Comparison of Qualitative and Quantitative Approaches

[image: ]
Source: Schumann, 2018, pp. 1–3.
Despite the differences in these two approaches, researchers must decide which one to take. 
The most important decision criterion is the scientific question. Not every method is suitable for every question. Qualitative methods are only suitable when a small amount of knowledge on a specific matter exists and background factors are to be researched. In contrast, quantitative methods are useful when extensive knowledge is already available. In practice, aspects of time and budget also play a major role in the decision (Brosius et al., 2016, pp. 4–5).
The terms explorative, descriptive, and explanatory are also to be noted here. The distinction between explorative, descriptive, and explanatory studies is based on a study’s interest in a particular knowledge:
Explorative studies address new or little-researched subjects with many open research questions. These studies aim to describe the subject matter and formulate hypotheses and theories. Both qualitative and quantitative methods are used for this purpose. Descriptive studies address characteristic expressions in larger samples with a focus on precision. Standardized quantitative measurement methods are often used for this purpose. Explanatory studies are essentially hypothesis testing. They aim to test and further develop theories derived from hypotheses. Explanatory studies use quantitative, as well as experimental or quasi-experimental designs (Döring & Bortz, 2016, p. 149).
The practical examples below are intended to further clarify the differences between the terms:
· Exploratory study: analysis of the population’s fears and concerns related to the food supply at the beginning of the Covid-19 crisis.
· Descriptive study: satisfaction with the current political situation within the population as a whole.
· Explanatory study: verification of the cause-effect relationship of individual people’s character attributes and leadership positions.

Self-Check Questions   
1. Complete the sentence:
A distinction is made between science and everyday knowledge. In comparison to everyday knowledge, assumptions and assertions are verified in science. Quantitative and qualitative methods are used for this purpose.
The underlying conception of the human being in quantitative approaches is referred to as positivism and as constructivism in qualitative approaches.

1.2 Objectivity, Reliability, and Validity of Empirical Research
Objectivity, reliability, and validity are traditional quality criteria in quantitative research (Wichmann, 2020, p. 39). These criteria are of central importance as they ensure the accurate and precise measurement of the variables under investigation. This is relevant because research conclusions are often drawn from, e.g., individual samples representative of the larger population. Strict quality criteria must be met if the results are to hold significant meaning to the general public (Kromrey et al., 2016, p. 375).

Objectivity
Objectivity means that the results of a study are independent of the investigators. There are three types of objectivity: implementation objectivity, evaluation objectivity, and interpretive objectivity (Braunecker, 2016, p.73). 
Implementation objectivity: The implementation of a test must not vary from study to study. This means that the conditions under which a study is to be conducted must be precisely defined. The personal interactions between researchers and research participants should be as standardized as possible (Braunecker, 2016, p. 73).
Evaluation objectivity: Evaluators must arrive at the same results independently (Braunecker, 2016, p. 73). This requires precise evaluation rules.
Interpretive objectivity: Each researcher should arrive at the same interpretation of the study, if possible. The interpretation should be free of personal biases. (Braunecker, 2016, p. 73).

Reliability
Reliability signifies the dependability or consistency of a survey instrument’s measurements. Reliable results are those that yield the same result when measurement is repeated. However, 100 percent reliability is not possible, since all measurements are susceptible to random errors. This means that circumstances can change minimally and result in the generation of different answers. The second reason for not achieving 100 percent reliability is that both the researchers and the participants involved in the study are human beings who are subject to variability (Brosius et al., 2016, 51ff.).	Comment by Translator: Mary:  The terms subjects or objects are avoided throughout the Course Book as much as possible since these terms suggest a limited autonomy and dehumanization of the participants. This appears to be a general trend within the field of research.
Reliability refers to intertemporal, intersubjective, and inter-instrumental stability (Kromrey et al., 2016, p. 243). Intertemporal stability is achieved when identical results occur at two points in time while measuring the same phenomenon. However, verification is problematic here since opinions can change over time or the survey situation itself can be influenced by other external factors. Therefore, testing and improving instrument reliability is feasible only if the same conditions (e.g., for certain observations or content analyses) exist during the measurement.
Intersubjective stability implies that different researchers measuring the same phenomenon with the same instruments arrive at the same results. In other words, the results should be independent of the researcher using the instrument (Kromrey et al., 2016, p. 244).
Inter-instrumental stability means that the same characteristic dimension can be measured with different instruments. In this context, specific claims can be confirmed using methodologies divergent from those applied in the first measurement scenario (e.g., verification of the participants’ age by evaluating available file data in a first step, then verification using surveys in a second step) (Kromrey et al., 2016, p. 244).

Validity
The quality of a measurement is directly linked to its validity (Eisend & Kuß, 2017, p. 146). Validity represents the extent of measurement accuracy of the actual element to be measured. An example would be determining whether an intelligence test actually measures intelligence. The focus is on content accuracy as well as factual validity (Brosius et al., 2016, 56f).
Eisend delineates the following types of validity:
Validity Test Criteria
[image: ]
Source: Eisend & Kuß, 2017, p. 152.
These are further explained below (Eisend & Kuß, 2017, 147ff.).
Content validity
Content validity evaluates whether a measurement instrument is suitable and complete concerning the constructs. For example, it ascertains whether a questionnaire, as a measuring instrument, encompasses all crucial aspects in the form of questions or items.	Comment by Translator: Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
Criteria validity
Measuring content validity is considerably more concrete compared to verifying criteria validity. Criteria validity implies that the result of one criterion’s measurement has a known correlation with the measurement of another criterion. For example, attitudes toward an issue such as environmental protection correlate with behavior in this context. It is therefore possible to verify whether certain criteria correlate with each other.
Convergent validity
Convergent validity involves measuring the same concept with two measurement instruments that should have minimal methodological similarities; otherwise, the similarity of the measured values could be an artifact created by these very similarities. To claim convergence, the results must be similar. 
Discriminant validity
Discriminant validity is present if the measurements of different constructs vary when using the same measurement instruments (e.g., Likert scale). If a correlation were to occur, no differences in the concepts can be depicted.
Construct Validity
According to Eisend & Kuß (2017, p. 146), construct validity refers to the conformity between a theoretical construct and a corresponding measurement. It is an indicator of how effectively a measurement actually captures what it claims to measure.
Qualitative research, as outlined above, is based on an entirely different perspective of human beings and different thought processes compared to quantitative research. This very distinction precludes the straightforward transfer of quality criteria.
While numerous attempts have been made to establish a concrete quality criteria catalog for qualitative research, none have yet succeeded. Nevertheless, the issues of meaningfulness and reproducibility are indeed at the center of these drafts. From the very beginning – as in quantitative research – emphasis must be placed on precise goal orientation, the production of meaningful results, and the maintenance of various quality dimensions during the research process. The most frequently cited set of criteria in qualitative research in the literature is that of Lincoln & Guba (1985), which is presented below (Döring & Bortz, 2016, 106ff.).
According to Lincoln and Guba (1985), good qualitative research must satisfy the upper criterion of trustworthiness. This means that the findings of the specific qualitative study are genuinely meaningful and present a commentary on the social reality under scrutiny. Lincoln and Guba (1985) propose four criteria of trustworthiness: Credibility, Transferability, Dependability, and Confirmability.
(Döring & Bortz, 2016, 108ff.):
· Credibility: The study’s results and data from are trustworthy.
· Transferability: The results can be applied to other contexts.
· Dependability: The reproducibility of the entire research process is ensured.
· Confirmability: The results are free from the subjective opinions and interests of the researchers.

Psychologist Ines Steinke (1999) compiled a catalog of seven core criteria for assessing qualitative research, based on the quality criteria of quantitative research and their potential transference to qualitative research.	Comment by Translator: Mary:  This appears to be somewhat contradictory to the content at the bottom of P. 18 above. Qualitative research, as described above, is based on an entirely different view of human beings and different ways of thinking than quantitative research. And it is for this very reason that quality criteria cannot simply be transferred.
There have been numerous attempts in the past to establish a catalog of concrete quality criteria for qualitative research, but none have yet to succeed. 
These core criteria include:
· Intersubjective reproducibility: reproducibility of the entire study process by third parties.
· Indication: justification for the method selection.
· Empirical anchoring: verification of hypotheses and theories based on empirical data.
· Limitation: discussion on the generalization of the results’ limitations.
· Reflective subjectivity: researchers’ self-reflection on their subjective roles.
· Coherence: consistency and non-contradiction of a theory or interpretations based on data.
· Relevance: significance for the scientific advancement of knowledge in terms of subject matter description and theory formulation.
Based on comprehensive discussion and first drafts, it can be assumed that authoritative criteria will also become established in qualitative research over the medium to long term. This would be advantageous as both approaches would then be perceived on the same level, since there would be more specific conditions that scientists must adhere to.

Self-Check Questions
1. Complete the sentence:
Objectivity, reliability, and validity are central quality criteria in quantitative research.
Objectivity means that assertions, methods, and results are independent of the researchers’ opinions and other influences. Reliability means dependability. Validity involves the accuracy of a measurement.
Various criteria catalogs have been drafted in qualitative research, but none have yet achieved general acceptance.  

1.3 Causality
The investigation of causal relationship is one of science’s central concerns (Eisend & Kuß, 2017, p. 181). This involves the explanation of relationships between cause and effect. The search for relationships is essential to science. Of course, if these relationships are known, then future occurrences can be better predicted and influenced. Many everyday considerations in life involve causality. For example, the extent to which careless parenting is the cause of their children’s poor grades. Similarly, physicians handle the question of what causes the occurrence of symptoms in their patients on a daily basis (Eisend & Kuß, 2017, pp. 181–183).
However, it is to be noted here that the linking of two things does not necessarily mean that one occurs because of the other (Brosius et al., 2016, p. 219). There are particularities that are characteristic of causal relationships and accordingly provide clues in empirical studies as to whether or not a causal relationship exists (Eisend & Kuß, 2017, pp. 181–189):

1. Common variation – cause and effect: If the cause changes, the effect also changes (e.g., increased blood pressure is more likely to lead to a heart attack). However, one must bear in mind that correlation does not necessarily imply causality. Thus, cause and effect are necessary conditions, but they are not automatically sufficient for a causal relationship.
1. Intervention or manipulation: When a causal relationship is established, the cause can be designed to achieve or prevent a particular effect (e.g., therapy to prevent a disease). The manipulation of independent variables to affect dependent variables is employed in experiments. This will be discussed in detail as the course progresses.
2. Temporal sequence: The identification of which variable is the cause and which is the effect must be predetermined. The temporal sequence can provide information in this regard. In causal relationships, a change in the cause precedes a change in the effect.
3. Exclusion of alternative explanatory possibilities: In this context, certain explanatory possibilities are disregarded when a particular cause for an effect is anticipated.
4. Meaningful theoretical connection: Causal relationships must be systematic and well-substantiated. A causal chain is often developed in social sciences to illustrate cause and effect step by step.
A distinction is made between singular and general causal relationships, depending on whether these relate to individual cases or the general public. Aside from exceptional cases, general causal relationships play a greater role in science. (Eisend & Kuß, 2017, p. 184).

The Measurement of Causality
Theories that claim to explain causality must always be validated to determine whether they are actually subject to a cause-effect mechanism or whether they merely confirm relationships whose origins are unclear. Validating causality involves hypothesis-testing studies. Experimental designs are the most suitable method for this approach (Döring & Bortz, 2016, p. 50).
In scientific experiments, a distinction is drawn between independent and dependent variables. Variables are essentially characteristics capable of assuming different forms. While independent variables are purposefully altered by the researcher, dependent variables are used to control measurements (Brosius et al., 2016, pp. 220–221) (Kromrey et al., 2016, p. 209).
Example: A scientific experiment can examine the influence of horror films (independent variable) on the level of aggression (dependent variable) exhibited by a viewer (Brosius et al., 2016, p. 218).

Types of Causal Relationships
There are different types of causal relationships, as clearly depicted in the following figure: 
Types of Causal Relationships
[image: ]
Source: Eisend & Kuß, 2017, p. 191.

The explanations are provided below (Eisend & Kuß, 2017, pp. 190–192):
· A direct, simple causal relationship (a) is, for example, when employees’ participation in further training has an effect on their work performance.
· In indirect causal relationships (b), entities referred to as mediators play a role. These are indirect relationships between variables. An example here is that a high proportion of women on a company’s board of directors not only directly impacts the company's reputation, but also amplifies its social responsibility through a mediator. This is illustrated by the figure below (Eisend & Kuß, 2017, p. 192).
Example: Mediator in an Indirect Causal Relationship
[image: ]
Source: Eisend & Kuß, 2017, p. 193.

· Modified causal relationship means that the influence of an independent variable on a dependent variable is influenced by another independent variable. This situation necessitates the role of a moderator. The direction of the influence on the effect increases or decreases depending on the influence of a specific moderator. In the example above, the motivation for a training measure (V) would serve as a so-called moderator and influence the direction of the influence of the training measure (X) on the work performance (Y).	Comment by Translator: Mary:  Which example is being referred to here is unclear.
· A spurious relationship describes what appears to be a causal relationship but is incorrectly interpreted and does not actually exist. This can occur when a common variation of X and Y is caused by another variable, W. An example would be interpreting a causal relationship between net income (X) and use of print media (Y), where education (W) significantly influences both variables, leading to a misinterpretation of the causal relationship. 
As previously noted, the application of experiments is typical for the establishment causal relationships.
In an experiment, several independent variables are manipulated to observe how they affect the dependent variable. The manipulation and control are systematic. The focus is only on variables of interest while excluding other influencing factors (Brosius et al., 2016, pp. 219–220) (Eisend & Kuß, 2017, p. 192).
Of course, this also has an effect on the analysis. Thus, the establishment of statistical parameters begins with the planning of the experiment.	Comment by Translator: Mary:  This is somewhat elaborated upon for the sake of clarity.

Self-Check Questions
1. Complete the sentence:
Causality involves causes and effects.
The most suitable method for establishing causal relationships is experimentation.
Care must be taken not to misinterpret causal relationships.

Summary  
The primary goal of science is knowledge generation. In contrast to everyday knowledge, scientific assertions are empirically validated before they are generalized. Quantitative and qualitative methods are applied for this purpose. The selection of a method primarily depends on the research question. However, the quantitative field starts from a completely different conception of the human being than the qualitative field. While quantitative methods are standardized and search for a truth, qualitative methods attempt to holistically investigate the human being and their environment. Objectivity, reliability, and validity are central criteria in quantitative research that must be adhered to. In qualitative research, there are only starting points for the fulfillment of criteria, but no exact specifications. However, transparency and reproducibility are essential in this context.	Comment by Translator: Mary:  Meaningfulness and reproducibility, along with credibility, transferability, dependability, and confirmability in qualitative research are particularly mentioned within Unit 1. Transparency is not mentioned.
The search for causes plays a major role in science. Causality involves causes and effects. By ascertaining and analyzing causes, not only can recent occurrences be better categorized, but future occurrences can also be better predicted. However, causality can also be misinterpreted. Experiments are used to determine whether cause-effect relationships actually exist or are merely correlations.


Unit 2 – The Process of Empirical Research

Study Goals
On completion of this unit, you will be able to ...
... describe the path toward the formulation of a research question.
... formulate hypotheses for a research question.
... select the suitable research design for different research problems.
... characterize qualitative and quantitative observation methods.
... describe the advantages and disadvantages of different data collection methods.
... understand central evaluation steps of quantitative and qualitative data analyses.
... identify ethical principles of scientific research.	Comment by Translator: Mary:  Considering including legal aspects/principles to remain consistent with Section 2.5.


2. The Process of Empirical Research
Introduction
Every scientific endeavor begins with an interest in knowledge, regardless of whether it is a master’s thesis, dissertation, or practical study. The pursuit of contributing to scientific progress is at the heart of one’s own work. But what is the ideal process for arriving at scientific findings? There is no strict guideline for this, neither in quantitative nor in qualitative research, since each research project is individual. Nevertheless, a general process structure is available for guidance. The better the design of a project, the more efficient its implementation. This applies to research projects undertaken for master’s theses and dissertations, as well as practical projects.	Comment by Translator: Mary:  This is somewhat repetitive when compared to the first sentence in this paragraph.
The following unit explains this process structure and offers an overview of common approaches to research projects. It aims to provide a common thread for the development of research projects, although in practice, this cannot be identically implemented for every project.
Individual aspects are explored – from defining the research goals and selecting the research design up to data collection and analysis. In addition, guidance is provided on how results can ultimately be interpreted and presented. The unit concludes with a discussion on the ethical and legal aspects of empirical research.	Comment by Translator: Mary: While  Untersuchungsziel can be translated as study goal, the more common phrasing in English and in this context appears to be research goal. 
Schirmer (2009, p. 16) provides an overview of the individual aspects of the research process, which are discussed below:
1. Research question: What should be investigated? Theories/Hypotheses
2. Operationalization: How should this be conducted? Sample? Strategy? “Instruments”?
3. Data collection: observations, surveys, document coding; artifact analyses	Comment by Translator: Mary: Translation of the term Befragung is heavily context-dependent throughout the Course Book.  Generally speaking, the term is translated as survey within the research context. Exceptions include qualitative research contexts with explicit instances of in-person, one-on-one contexts, in which case the German term is translated as interview. There are also 102 instances within the German Course Book where the English word  interview is used, but may be translated as survey within the English version of the Course Book when following the guideline mentioned herein.
4. Data analysis/interpretation: data management, static analysis, transcriptions
5. Publication: lectures, essays, books, discussions, criticism (back to Point 1.)
In this unit, the research question in Point 1 is addressed within Section 2.1, Determination of the Research Goal, while operationalization/planning is covered in Section 2.2, Selection of the Research Design. Data analysis/interpretation and publication are then summarized in Section 2.3, Interpretation and Presentation of Results. 

2.1 Determination of the Research Goal 
At the beginning of every research project, a research topic must be selected and a research question must be formulated. It is very important to clearly define what is to be investigated. After all, a substantial amount of time is spent on a research project. In addition, it should be meaningful and practically relevant. Furthermore, it should contribute, at least in a small part, to the advancement of the particular discipline (Karmasin & Ribing, 2017, p. 17).
Once the topic has been selected, the first question is how to obtain further information about it. Initially, an overview of the state of research should be obtained by reviewing the literature and reading existing studies on the topic of interest. But asking around in general to get ideas and impressions about the research topic can also be beneficial (Schirmer, 2009, pp. 132–134). Exchanging ideas with colleagues, friends, and mentors can provide inspiration to refine the topic. This is because a topic can be viewed from different perspectives depending on how it is considered.
Once an overview of the topic is obtained, the research question is then formulated. This must be guided by theoretical and empirical principles, i.e., it should be based on existing theories and findings (Döring & Bortz, 2016, p. 144). The goals and purpose of the work are thus clearly defined and form the basis for any empirical survey. Research questions are ideally formulated as open-ended questions. For example, rather than asking, “Does a relationship exist between two parameters?”, the question should be, “What relationship exists between two parameters?” (Braunecker, 2021, pp. 15–16) (Karmasin & Ribing, 2017, p. 25). For topics that already offer numerous findings, it is advisable to formulate the research question as detailed as possible.
A distinction is generally made between the following main types of research questions: WHAT questions, HOW questions, and WHY questions. The three types of questions refer to different research goals (Wichmann, 2020, pp. 18–19):
Main Types of Research Questions
Explanation
Example
Question type

WHAT questions
Discovery and description of patterns and characteristics of individuals and groups
What activities do employees perform to achieve an optimal work–life balance?
WHY questions
Explanation and understanding of reasons for frequency of characteristic attributes and regularities
Why is work–life balance becoming increasingly important for employees?
HOW questions
Demonstration of the relevance of potential change processes
How will the relevance of work–life balance develop in the group of employees in the next 5 years? 

Source: Sabine Beinschab, 2021.
WHAT questions are closely related to the scientific activity of describing. They require descriptive answers. WHAT questions also aim to discover patterns and characteristics of, e.g., social phenomena (Wichmann, 2019, p. 19).
WHY questions serve explanation and understanding, as well as form the basis for possible predictions. According to Wichmann (2019, p. 19), they aim at elaborating the reasons for the existence of characteristic attributes and regularities.
HOW questions are asked when change is the goal (Wichmann, 2019, p. 19).
Research activities can thus pursue the goal of describing the subject matter of a study, developing and testing theories or theses, as well as evaluating projects and deriving predictions. Several goals are typically pursued in the course of research projects. It is essential here that these are clearly defined and made known (Schirmer, 2009, p. 134).
Survey goals are to be distinguished from research goals. They concern the question of which aspect of the subject matter of a study should be investigated because it best represents the topic (Schirmer, 2009, p. 134). Survey goals are decisive for the selection of the subject matter of a study and survey methods. For example, if personal experiences are to be investigated, a standardized questionnaire would not be a suitable method.
With regard to the survey goals, a distinction must be made between the individual and collective levels. In some projects, the focus is on individual people’s opinions and attitudes and the goal is to discuss their background (individual level). In other projects, the goal is to discover how many people engage in a particular behavior (collective level) (Schirmer, 2009, pp. 134–135).
· Example of a survey goal at the individual level: What are individuals’ attitudes toward the topic of electromobility?
· Example of a survey goal at the collective level: How many commuters use electric cars to get to work?
Once the research questions have been formulated, the next step is formulating the hypotheses. According to Kromrey et al. (2016, p. 47), a hypothesis is initially no more than speculation about a factual finding. Nevertheless, this definition must be clarified in the context of empirical theory. In the realm of social science theories, a hypothesis is conjecture regarding a relationship between at least two facts and circumstances (Kromrey et al., 2016, p. 47). Hypotheses thus provide a preliminary response to the formulated research questions.
Hypotheses should be formulated briefly and concisely. They should articulate what is to be investigated as an empirically supported theoretical assertion. Hypotheses are probabilistic and therefore do not claim to be accurate. Hypotheses consist of two variables that are interconnected. They can be directional or non-directional. The directional hypothesis employs conditional and comparative propositions (if/then and the more/the…). Non-directional means that a relationship is presumed but makes no claim regarding whether it is negative or positive (Braunecker, 2021, pp. 17–18).
The following practical examples are provided for clarification:
· Directional hypothesis: An increase in temperatures results in increased dairy consumption.
· Non-directional hypothesis: There is a relationship between the consumption of dairy products and the weather.
As previously mentioned, the research questions, hypotheses, research goals, and survey goals are indicative of their respective research methods.

Self-Check Questions
1. Complete the sentence:
Research questions are the basis for every empirical study. They are formulated based on open questions. A distinction is drawn between WHAT questions, HOW questions, and WHY questions.

2.2 Selection of the Research Design
Before conducting any scientific study, the research design itself must be determined. This includes the selection of the method, the target group, and the sample.
Method selection depends on various factors. During this selection process, it is crucial to use data that are as ideal as possible and best meet the requirements of the respective question. It is also significantly influenced by what is feasible within the framework of a specific project (Schirmer, 2009, p. 136). Financial, material, and human resources are typically limited, so naturally it makes a difference whether 500 people or 1,000 people are surveyed. Method selection also depends on the time available for a scientific study. This is because the processing and analysis of the data, as well as the publication of the results, involve a great deal of effort and expense. Therefore, extreme caution must be exercised when selecting the method to ensure the project’s feasibility. Furthermore, the method applied offers a particular perspective on the data, which could be viewed from an entirely different aspect depending on whether the data are collected quantitatively or qualitatively (Schirmer, 2009, pp. 136–137).
To clarify this, the differences between the two approaches are discussed below:
In quantitative methods, observations regarding a few selected characteristics are systematically assigned numerical values. According to Brosius et al. (2016, p. 4), a characteristic feature of this method is the reduction of complex relationships to a few assertions, which are typically expressed in numbers, percentages, or mean values. Large samples (or complete surveys) are used for this purpose. This means that a large number of people are surveyed. Quantitative methods offer limited flexibility in a survey as they are bound to standardized measuring instruments, such as questionnaires with primarily closed questions that are presented to the respondents in an identical form. The aim is to determine how frequently certain opinions, attitudes, behaviors, etc. occur.
In contrast, qualitative methods seek to understand which opinions, attitudes, behaviors, etc. exist in the first place. In comparison to quantitative methods, qualitative methods do not focus on the numerical surveying of characteristics but strive to understand the meaning behind what is said. Qualitative research delves deeply into phenomena and analyzes individual motives and content. This allows for open-ended questions, in which, e.g., an interview guideline can be consulted. Compared to a standardized questionnaire used in quantitative research, the researcher has greater flexibility when using an interview guideline. For example, the choice of words or the order of topics can be varied depending on the interview. Findings are not presented in numbers, percentages, or mean values, but are verbally described. Qualitative methods use smaller sample sizes due to the high effort and expense involved (Braunecker, 2021, pp. 22–25) (Brosius et al., 2016, p. 4).
If, e.g., the acceptance of an advertisement is to be examined, the data can be collected quantitatively or qualitatively, allowing for different perspectives. Quantitative data can show what percentage of respondents like the advertisement. In contrast, qualitative data can reveal which aspects of the advertisement the respondents like and the reasons they give for this.
In some studies, it proves beneficial to combine quantitative and qualitative methods. For example, a company could conduct a quantitative survey on customer satisfaction as a first step. Subsequently, a qualitative study can be conducted to understand why customers are satisfied or dissatisfied.
If foundational research on a particular topic is quite limited, the opposite approach is also feasible. A qualitative study can collect general parameters on a topic, which are then quantified. For example, considering the current inflation, it is possible to qualitatively ascertain the worries and fears prevalent among citizens. To discover the extent of individual worries and fears in the population, a quantitative study could then be conducted to show the distribution as a percentage.
However, there are different opinions among researchers as to how the combination of methods can be meaningfully integrated into the overall research process. Depending on whether the researchers are primarily quantitative or qualitative, the other method is seen as playing a complementary role (Döring & Bortz, 2016, pp. 72–73).
Nevertheless, researchers must be aware that both quantitative and qualitative methods generally have limitations.

Self-Check Questions
1. Complete the sentence:
Quantitative methods involve the systematic counting of observed characteristics. Qualitative methods analyze meanings. While quantitative methods use standardized questionnaires, qualitative methods use interview guidelines.

2.3 Data Collection and Data Analysis
At the beginning of each study, the group of people to whom the study will be meaningful must be determined. In other words, identification criteria must be used to precisely define the totality of items about which the study aims to provide findings. This defined group is also referred to as a population (Fröhlich et al., 2020, pp. 33–34). Determining a population is necessary because not every research question is relevant to every target group. For example, if a study on the topic of baby food is to be conducted, it would hardly make sense to survey people without children. Instead, e.g., the entirety of all fathers and mothers in Germany who have a child of baby age can be classified as the population here.

Distinguishing Criteria
A fundamental distinction is made between complete surveys, partial surveys, and individual case studies. In a complete survey, all persons in a population are surveyed. Partial surveys refer to only a portion of all relevant persons. Individual case studies involve a single item (Fröhlich et al., 2020, p. 33).
Complete surveys and individual case studies are rarely implemented.
The majority of social science studies aim to make generalizable assertions about the subject matter of a study (Schirmer, 2009, p. 174). This is true for both quantitative and qualitative research. Nevertheless, quantitative and qualitative studies have different approaches to selecting cases, with each following their own principles of representativity (Schirmer, 2009, p. 174).

Relationship between Population and Sample
[image: ]
Source: Fröhlich et al., 2020, p. 35.
In quantitative methods, a subpopulation, also known as a sample, is selected from a population and used to investigate the characteristics of interest. If the sample is drawn using a comprehensible system, this is referred to as a sampling method (Brosius et al., 2016, p. 66).
For a sampling method to meet scientific requirements, it must ensure that the sample drawn reflects a reduced image of the population that it represents. This is absolutely essential because assertions about the entire population are to be made on the basis of the subset investigated.
Among the many forms of sampling methods, a fundamental distinction is made between random sampling, purposive sampling, and arbitrary sampling. Random sampling is the most significant sampling method (Brosius et al., 2016, p. 66). In this method, each element of the population has an equal chance of being included in the sample, which ensures that the sample is representative (Brosius et al., 2016, p. 66).
In purposive sampling, the elements are selected based on logical considerations. According to Brosius et al. (2016, p. 72), the centrality of studying these elements in answering the question is examined. Purposive sampling occurs when respondents who can provide specific input on a topic, e.g., intensive users of a particular product or relevant experts, are selected (Brosius et al., 2016, pp. 66–67). 	Comment by Translator: Mary:  Elements is used here in order to remain consistent with that within the paragraph above as well as to avoid the use of object, which is actually a human being.
The problem with this sampling method is that representivity is not guaranteed, since the selection is not based on the principle of probability (Brosius et al., 2016, p. 72). The same applies with regard to representivity for arbitrary sampling. In this case, elements are selected based on availability without any particular systematic approach (Brosius et al., 2016, p. 67). Arbitrary sampling applies, e.g., to bystander interviews often used by journalists. These interviews do not reflect the entire population.
As already noted, representivity means that the structure of the respondents corresponds to the structure of the population. To assess this, it is necessary to understand the structure of the population. For example, to assess whether the proportion of women to men in a partial survey is correct, it is necessary to know their proportions in Germany. Here, the most recent census results can be used. Since the census is a complete survey, it provides an accurate picture of the distribution of characteristics within the population (Brosius et al., 2016, pp. 61–62).
The figure below illustrates the interpretation of representivity concerning gender and age. The population column shows the distribution of gender and age in Austria. The respective samples refer to different surveys, demonstrating which samples are representative and which are not:
[bookmark: _Hlk133920562]Explanation of Representivity of Samples	Comment by Translator: Mary:  Here, the term representativity in the Graphics document should be changed to representivity.	Comment by Translator: Mary:  Here, the term interviews in the Graphics document should be changed to surveys.
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[bookmark: _Hlk133915705]Source: Braunecker, 2016, p. 45.
Among numerous other aspects, representative surveys play a major role in political polls. For example, the media or political parties seek to estimate how the population will vote in an upcoming federal election. To this end, representative surveys are often conducted with the population aged 18 and over. In the first step, researchers determine the characteristics for which representivity should apply. In election surveys, gender, age, level of education, and federal states are often considered traditional characteristics. Thus, the distribution of these characteristics in the population are examined and conclusions are drawn regarding how many people within the total sample are to be surveyed for the study.
When determining the sample size, the extent of the confidence interval plays a role in addition to representivity. This involves determining how precise the results of the sampling should be or the confidence probability with which the determined result is accepted (Fröhlich et al., 2020, p. 36). In most cases, empirical social research accepts an error probability of five percent. This means accepting that results may contain a random error. In this context, the more people surveyed, the lower the error probability (Fröhlich et al., 2020, p. 36) (Brosius et al., 2016, pp. 65–66).
In contrast to quantitative studies, qualitative studies do not claim to be representative. They are typically based on very small samples in the one to two-digit range and are rarely in the three-digit range. This is due to the great amount of time and thus also the monetary expenditure required by these methods. While quantitative methods with large samples are often based on a random sampling, qualitative methods are based on a deliberate sampling. Thus, groups of people are selected from whom a meaningful result is expected with regard to the research question. In qualitative research, a fundamental distinction is made between theoretical sampling, case selection based on a qualitative sampling plan, and targeted selection of cases (Döring & Bortz, 2016, p. 302). 
Theoretical sampling means that a decision is made during the ongoing research process about which additional participants should be included in the study. In a study with relatives of dementia patients, e.g., three daughters can be surveyed first. Depending on the findings of the study, the further selection of individuals is then refined. For example, if it is found that the frequency of visits or the respondents’ socioeconomic status influences the answers, these aspects are incorporated into the subsequent selection of respondents. If the researcher gets the impression that no additional insight is generated after a certain number of surveys, the data collection is terminated. This phenomenon is referred to as theoretical saturation. Thus, unlike in quantitative research, a final sample size (e.g., a case number of 1,000 persons) is not the goal. Instead, surveys are conducted until the findings become repetitive and nothing new is contributed. However, some approaches in qualitative research work with a fixed number of respondents. In instances where the number of cases is based on a fixed sampling plan, cross tabulations are created to clearly define how many people from which groups should be surveyed (Döring & Bortz, 2016, pp. 303–304) (Kromrey et al., 2016, p. 269). For example, in a study on the topic of sweets, three children aged three to six years, three children aged seven to ten years, and three children aged eleven to thirteen years, with two-thirds girls and one-third boys per age group, are surveyed. Accordingly, a total of nine clearly defined people are to be surveyed.
[bookmark: _Hlk106288718]Sampling Plan
	
	Boys
	Girls
	TOTAL

	3–6 years
	1
	2
	3

	7–10 years
	1
	2
	3

	11–13 years
	1
	2
	3

	TOTAL
	3
	6
	9


Source: Sabine Beinschab, 2022.
Targeted sampling of individuals means selecting a small group of individuals for the study who, for example, correspond to a specific target group. This type of selection is useful if these individual cases hold special significance (Döring & Bortz, 2016, pp. 304–305) (Kromrey et al., 2016, p. 270).

Surveying Observation and Content Analysis
Data collection is an essential part of any empirical study (Döring & Bortz, 2016, p. 322). During this stage, data material is generated and collected in order to answer research questions and test hypotheses. Various methods are used to collect data (Döring & Bortz, 2016, p. 322) (Schirmer, 2009, p. 163).
While this unit has already addressed the differences between quantitative and qualitative research, the three basic methods used in empirical social research are explained below:
· Surveying
· Observation
· Content analysis
The Survey
The method of surveying (questioning) is familiar from everyday life and is characterized by two-way communication. For example, a salesperson might ask what a customer wants, parents might ask their children about their day at school, or two people might engage in a conversation on public transportation. Participants in these interactions are expected to adhere to certain rules, such as allowing their conversation partners to finish speaking and maintaining a level of politeness.
Surveys in social science have particular characteristic features. They are designed with a scientific goal in mind, and are therefore planned (Häder, 2019, p. 200). They are not spontaneous or accidental occurrences, such as a conversation on a train, but are instead artificially induced. Furthermore, the survey scenario is asymmetrical or one-sided, since it is only directed by the surveyor (Häder, 2019, p. 200). Questioning can occur among strangers and remain inconsequential, which is not necessarily the case in a questioning situation between parents and children, for example (Häder, 2019, pp. 199–200).
The survey is the most commonly used method in the social sciences. However, it can be applied in entirely different ways. Among other things, there are different forms of surveys. They can be conducted in person, by telephone, online, or in writing (Ebster & Stalzer, 2017, p. 200).
Due to the population’s increasing online affinity, there is a discernible trend toward online surveys. All survey situations have their advantages and disadvantages.	Comment by Translator: Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
[bookmark: _Hlk106288762]Comparison of Advantages and Disadvantages of Survey Situations
	
	Advantages
	Disadvantages

	Personal survey (interview)	Comment by Translator: Mary:  See comment on P. 29.
	· Can be used for all topics
· Templates (e.g., guideline cards or product samples) possible
	· Low willingness of the study participants to participate
· High implementation costs 
· Potential influence of interviewers

	Telephone survey
	· Shorter field time
· Possibility to control the surveyors
· Use of considered sampling strategies, since quotas can be controlled
	· Shorter duration compared to face-to-face surveys due to the respondents’ lack of patience 
· No templates possible
· High costs

	Online survey
	· Quick and easy to implement
· Quotas can be controlled
· Cost-effective
	· Only internet-savvy target groups are reached
· Click-through risk

	Written or postal survey
	· Not influenced by the surveyor
· Lower overall cost
	· Not possible to estimate who will participate in the survey
· Not possible to estimate what the response rate will be
· High effort and expense for address database preparation


Source: Sabine Beinschab, 2022.
The degree of standardization of a survey can also vary. There are fully standardized surveys, partially standardized surveys, and non-standardized surveys (interviews). Fully standardized surveys are based on questionnaires with specific questions (closed or open). It is necessary to strictly adhere to the sequence and formulation of the questions. Fully standardized surveys are used in quantitative research (Ebster & Stalzer, 2017, p. 201). An example of a fully standardized survey is on that explores the consumption habits of dairy product brands. Questions can be asked here about brand recognition, frequency of consumption, and customer ratings on a predetermined scale, e.g., on a school grade scale.	Comment by Translator: Mary:  See comment on P. 29.
Non-standardized surveys (interviews) are flexible in both sequence and wording of questions. The basis for this is provided by an interview guideline, which serves as a rough orientation for the interviewer. It contains only open questions. Non-structured interviews are used in qualitative research and are primarily to collect complex patterns of attitudes or motives (Ebster & Stalzer, 2017, p. 201). An example would be the collection of reasons for opposition to the Covid-19 vaccination.
In partially standardized surveys, the surveyor is involved in the construction of the questionnaire. This means that the surveyor has the opportunity to ask more detailed questions about certain topics (Ebster & Stalzer, 2017, p. 201). Partially standardized surveys are used, for example, in packaging tests, in which the acceptance of new packaging is assessed in a standardized and scaled manner, but the surveyor can also ask what has led to a respective opinion.
Surveys can be categorized into one-off surveys and panel surveys. As the name suggests, one-off surveys are conducted only once. In panel surveys, the same respondents are surveyed on the same topic at several points over time. Panel surveys are used, e.g., to measure advertising effectiveness For example, this means determining whether the level of awareness or popularity of a brand changes over time when certain advertisements are placed (Ebster & Stalzer, 2017, p. 203).
The observation
Just as we are familiar with questioning from our everyday lives, we are also familiar with observation. In everyday life as well as in scientific observations, the actual focus of the observation must be defined, followed by an interpretation of the observation (Häder, 2019, p. 320). Irrespective of whether the speed of service of waiters in a coffee shop is observed or the payment behavior of shoppers at a supermarket checkout, both scenarios involve evaluation and classification. 
Scientific observations must meet the following criteria (Häder, 2019, p. 321):
· Observations are based on hypotheses that are to be tested for their validity.
· Scientific observations adhere a control principle. This means that observations can be carried out by several observers and the results are compared. In addition, precise documentation of the observed is required to ensure reproducibility.
· Scientific observations are goal-oriented. The units (participants) to be observed are clearly defined – thus the units that are not to be observed are also implicitly defined.
· Scientific observations strive to be systematic and intersubjectively reproducible.
In observation, the subjective perception and attitudes of the observer(s) influence the results more so than in any other research method (Braunecker, 2016, p. 24). To avoid this, an observation sheet delineating what is to be observed and what is not, is created. Furthermore, parameters such as the time and place of observation must be listed. In addition to the observation sheet, audio recordings are also useful in some studies to ensure that information is not lost.
An observation sheet or observation protocol is the basis for the evaluation of an observation. An example is provided in the figure below:

Example: Observation Sheet
[image: ] 
Source: Braunecker, 2016, p. 25.
A fundamental distinction exists between field observation and laboratory observation (Braunecker, 2016, pp. 24–27). Field observation means that the observation occurs in a real situation, e.g., people are observed in a supermarket. Laboratory observation refers to an observation in an artificial situation, e.g., a supermarket can be reconstructed in a test studio in which the study participants are to buy something. Laboratory observations have the advantage that boundary conditions can be controlled and the influence of confounding variables can be prevented (Häder, 2019, p. 325). Thus, according to Häder (2019, p. 325), it is easier to determine the effect of the independent variable on the dependent variable; however, the disadvantage of this isolation is an artificial situation that may be far removed from practice. This also calls the generalizability of the results into question.	Comment by Translator: Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
The observer’s role can also vary during fieldwork. They can either observe the events from the “outside,” meaning that the observer does not directly engage in the study participants’ situation, but rather merely observes how they behave. In contrast, during participatory observation the observer is part of the group being observed (Häder, 2019, p. 324). The advantage of participatory observation is that it provides the observer with more detailed insights into group life (Häder, 2019, p. 324). However, the fact that the participant to be observed may be influenced by the observer’s activity within the group can be a disadvantage.
Furthermore, there are overt and covert observations. With overt observation, unlike covert observation, the interviewee is aware that they are under observation (Häder, 2019, p. 325). With covert observation, the disadvantage that the survey situation could have an influence on the behavior can be avoided. However, according to Häder (2019, p. 325), ethical problems in the research design must be considered with covert observations.
Content analysis
Content analysis involves the systematic collection and preparation of content in various media. In particular, it plays a major role in communication science. Compared to the survey, the focus is not on communication with other people, but rather on analyzing existing informational content. This content can be images, films, texts, websites, etc. (Häder, 2019, p. 342) (Brosius et al., 2016, p. 139).
The examples below aim to provide an overview of the areas in which a content analysis can be conducted:
· Representation of whether the media report on a specific topic (e.g., the number of reports on the topic of AIDS in the last 20 years).
In this context, it is important to note that content analyses collect manifest and latent content. For example, a content analysis of newspaper articles can reveal the information contained therein (= manifest content), as well as that which is not contained therein (= latent content) (Häder, 2019, p. 342).
· Representation of the reporting tone on certain topics (e.g., analyzing positive and negative reports about politicians).
· Representation of what content images seek to convey (e.g., analysis of aspirational marketing).
Content analyses, like surveys and observations, follow certain rules to qualify as scientific. Every evaluation should be systematic, objective, and intersubjectively reproducible. This means that the results are independent of the researcher(s) (Brosius et al., 2016, pp. 141–142).
Content analyses often combine quantitative and qualitative elements. In addition to a quantitative count of elements (e.g., the frequency of a certain word in a text), they also analyze the meaning of the content. As an example, this would mean determining how often the topic of military conscription appears in daily newspapers over a specific period of time and whether it is presented using a positive or negative tone. The basis for every content analysis is a coding scheme in which all dimensions and characteristics to be analyzed are clearly defined (Braunecker, 2021, p. 19).
An example of a coding scheme is shown in the figure below:
[bookmark: _Hlk106288855]
Example: Coding Scheme
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Source: Braunecker, 2016, p. 20.
An overview of the data collection methods presented, which have both advantages and disadvantages, is provided in the figure below:
Elements of Surveying, Content Analysis, and Observation	Comment by Translator: Mary: Here, the term Interviewing within the title and interview within the table in the Graphics document should be changed to Surveying and survey, respectively.	Comment by Translator: Mary:  Consider switching the wording order to Observation, and Content Analysis to remain consistent with the order of the temporal process as described within the preceding content.  Naturally, this switch would apply to the Graphics document as well.
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Source: Brosius et al., 2016, p. 196.
Once the data has been collected, the next step is to process it. Data preparation varies depending on whether the study is qualitative or quantitative.
Data preparation can be roughly divided into the following steps (Döring & Bortz, 2016, p. 580):
· Dataset creation: This includes sorting, classifying, formatting, and structuring the raw data. In some cases where a paper-pencil survey is involved, these must also be digitized. For qualitative studies, transcripts must be prepared for analysis. This means that the conversations are written down.
· Dataset annotation: Both quantitative and qualitative datasets are supplemented with meta-information (e.g., survey period, method documentation).
· Dataset anonymization: Any information that could lead to the identification of respondents is removed or replaced.
· Data cleansing: This means checking datasets for completeness and plausibility in quantitative studies; post-processing transcripts (e.g., removing dialect words) in qualitative studies.
· Data transformation: This includes verification of the compliance of samples as well as weighting complex samples to increase representivity, if necessary. This means that certain statistical methods are used to arrive at representative results, e.g., when specific quotas have not been met.
Data preparation is followed by data analysis, which varies depending on the method. The goal of the analysis is to answer the research questions systematically and comprehensibly on the basis of the data obtained, or to test hypotheses or formulate new ones (Döring & Bortz, 2016, p. 598). There are a variety of analysis methods, and thus, the choice of method depends on various factors such as the research topic, research goals, interest in the research, and other circumstances. The more analysis methods a researcher knows, the better the research is. According to Schirmer (2009, p. 217), only their knowledge can reveal aspects that may be pertinent to a research question but that are not (initially) captured by the researcher’s own instruments.
[bookmark: _Hlk142005368]Broadly speaking, data analysis can be summarized in the following steps: Data analysis begins with a classifying and descriptive stage, followed by the interpretation of the case under study. The next step is a comparison of individual cases with each other or a comparison with theories. These comparisons then lead to the formation of theses. A distinction is made between item-analytical and interpretive-analytical methods. While item-analytical methods tend to be based on descriptions of dimensions or frequencies, interpretive-analytical methods involve the interpretation of attributions of meaning (Schirmer, 2009, pp. 216–218). For example, the investigation of the purchase frequency of yogurt in a weekly comparison would be item-analytical, whereas the consideration of the reasons for the purchase frequency would be interpretive-analytical.
Different methods for data analysis are applied depending on whether qualitative (non-numerical) or quantitative (numerical) data material is available (Döring & Bortz, 2016, p. 598). Generally speaking, evaluations of qualitative methods are significantly more time-consuming than those of quantitative methods.
Typical data analyses conducted in the quantitative domain include (Braunecker, 2016, pp. 123–125):
· Frequency counts: The absolute and percentage frequency of each characteristic expression is determined.
· Calculation of mean values: Values are added and divided by their number.
· Cross tabulations to render assertions regarding subsets, such as age groups or federal states: This is a combined frequency count of two characteristics.
· Correlations: Two values are correlated with each other and verification of whether one value increases when another one increases is carried out.
The method of data analysis depends on the research questions and the response options.
Typical analysis methods are clarified in the figure below:
Typical Methods of Quantitative Research Analysis
[image: ] 
Source: Braunecker, 2016.
The table contains ten different datasets, i.e., data per survey participant.
· Frequency count: Codes are assigned for the place of residence so that the evaluation can be carried out numerically in a simple manner. Codes are understood to be categories. This means that those who live in the city were assigned Code 1 and those who live in the countryside were assigned Code 2. The frequency count shows that 70 percent of the respondents live in cities, since Code 1 was given in 7 out of 10 cases.
· Mean value: To discover how often respondents go on vacation on average, the information in the “vacations per year” column is added up and then divided by the total number of 10. The result here is that respondents go on vacation an average of 1.6 times per year.
· Cross tabulation: Cross tabulation can be useful in examining the distribution of urban and rural residents with regard to vacation behavior. The two characteristics are crossed with each other.
· Mean comparison: This involves a comparison of the average vacation behavior of urban and rural residents.
· Correlation: An investigation is conducted to determine whether there is a correlation between the age of the respondents and the frequency of vacations.
Qualitative data analyses involve non-numerical data material, e.g., texts or images. The goal of qualitative data analyses is to derive relevant assertions from a quantity of material. Transcripts often form the basis for qualitative data analysis. Transcripts are the written recordings of interviews that have been conducted. In principle, there are different procedures for analyzing the data material (Döring & Bortz, 2016, p. 599) (Braunecker, 2016, p. 121).
An overview of the different analysis procedures is provided in the figure below:

Qualitative Data Analysis Procedures
[image: ]
Source: Döring & Bortz, 2016, p. 599.
[bookmark: _Hlk106289090]Among others, category-forming analyses are very common. Here, the data material is divided into meaningful analysis units, such as sentences or paragraphs. The individual analysis units are assigned codes that are ultimately grouped into overarching categories. These are response dimensions that are independent in terms of content and can be described. The identification of specific result categories is an extremely intensive process due to the scope of the data material (Döring & Bortz, 2016, p. 599) (Braunecker, 2016, p. 121).

Allocation of Codes and Categories in Qualitative Research
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Source: Döring & Bortz, 2016, p. 599.
In qualitative data analysis, a fundamental distinction is made between two levels of analysis: case-related and cross-case analysis. In case-related analysis, transcripts are worked through from front to back. In this way, the meanings of individual text passages are revealed step by step in the overall context. Then the data material deemed to be important is segmented into meaningful units. These analysis units are examined with regard to content and/or formal characteristics. What processes or phenomena lie behind them and what overarching concepts of the research problem they exemplify are verified. The text passages are assigned a code that stands for specific characteristics. At the end of the case-related evaluation, a code list and a summary case description regarding the sociodemographic description of a person, as well as the summary of the most significant interview assertions, is produced.
The cross-case evaluation is based on the fact that all qualitative data material has been processed as previously described. The code list is ultimately revised, since it is to be applied to different cases. Ideas for linking codes in the form of overarching categories also emerge. The overarching categories are further developed, divided into subcategories, and described with their respective characteristic values. Thematic analysis is an example of cross-case evaluation. Here, a summary of all central aspects of the phenomenon under investigation occurs in connection with the research problem (Döring & Bortz, 2016, pp. 603–605).
Qualitative analyses can be carried out either manually or with the aid of computer programs.
Self-Check Questions
1. Complete the sentence:
The methods primarily used in empirical social research include surveying, observation, and content analysis.
Cross tabulations are often created in quantitative research. They are used to make assertions about subsets such as age groups or gender.
1. Complete the sentence:
In representative samples, the structure of the respondents corresponds to the structure of the population.
Qualitative studies do not claim to be representative. Compared to quantitative studies, these work with smaller sample sizes.

2.4 Interpretation and Presentation of Results
The presentation of the results largely depends on the intended audience. Depending on whether the results are published in a scientific journal or presented to the general public, it is important to consider how they will ultimately be presented. In all instances, it is important to pay attention to clarity. This means that results must be presented in clear, understandable language, and that ambiguities or uncertainties must not be concealed. Any issues that arise during the study must also be communicated. Thus, truthfulness is an absolute requirement. Alongside this, it is advisable to present information as comprehensively as possible. Intersubjective reproducibility plays a key role, especially in the presentation. Exact documentation of all research steps from the very beginning is extremely helpful in this regard (Schirmer, 2009, pp. 140–141).	Comment by Translator: Mary:  In this context, target group within the Graphics document, as well as in the editable graphic below, is changed to intended audience.
[bookmark: ZOTERO_ITEM_CSL_CITATION_{"citationID":"]Häder (2019, p. 478) suggests including the following information in scientific publications:
Key Data for Scientific Publications
Key data for scientific publications
      Study Sponsor
Study goal
Questionnaire and survey standards used
Intended audience
Sample
Fieldwork method/procedure
Data cleansing
Manner of presenting the results

Source: Sabine Beinschab, 2022.
Diagrams are often used in quantitative research to depict the results as clearly as possible. Generally, they should include the following elements (Braunecker, 2016):
· Precise research question
· Presentation of the foundation (who was surveyed/the results of all or those of subgroups are presented)
· Number of respondents
· Display of values in percentages or absolute numbers
· Meaningful headline/interpretation
[bookmark: _Hlk106289187]Example: Diagram with Complete Data
[image: Ein Bild, das Diagramm enthält.

Automatisch generierte Beschreibung]
Source: Statista, 2023.
Interpretive texts are easier to grasp when they are detached from numbers.
In qualitative research, quotes are often used to make results even more tangible. Rather than “55% of 16 to 29 year-olds read an e-book in 2020,” the headline can be phrased as “More than half of 16 to 29 year-olds read e-books.”
Results are verbally described in qualitative research. The multitude of individual texts that have been included in the analysis are clearly delineated from each other in terms of meaning and summarized in clear dimensions. Particularly meaningful notations are added to illustrate the results (Braunecker, 2016, pp. 140–141).

[bookmark: _Hlk106289216]Example: Qualitative Evaluation
[image: ]
Source: Braunecker, 2016, p. 140.

Self-Check Questions
1. Complete the sentence:
The form in which results are presented depends on the intended audience. In the quantitative field, diagrams are used to better illustrate results. In the qualitative field, quotations are used to present results in a more tangible manner. 

2.5 Ethical and Legal Aspects of Empirical Research
Researchers must adhere to ethical guidelines throughout an empirical study. This means responsible management of participants, as well as the data at all stages.
However, it should be noted here that scientists often find themselves in a field of tension. On the one hand, they strive to discover findings that align with the truth. On the other hand, they face extreme pressure in their work due to various factors. The figure below clearly illustrates this area of tension:
[bookmark: _Hlk106289247]Requirements for Ethical Behavior and Incentives for Unethical Behavior
[image: ]
Source: Eisend & Kuß, 2017, p. 225.
Scientists recognize that truthfulness, objectivity, and diligence are important criteria for their research. Simultaneously, the pressure on researchers is growing, since fast, clear, and original results are expected. This pressure leads to blurring. It should be noted that cases of falsification and plagiarism are extremely rare. Nevertheless, science must address minor, as well as major, ethical problems related to the elimination of data (outliers), incomplete presentation of results, or incorrect information about authors. Scientists must therefore reflect on their actions (Eisend & Kuß, 2017, p. 219–222) (Braunecker, 2021, p. 62).
Scientific ethics begins with the research questions. Scientists must ask themselves which research questions are ethically defensible and when the boundaries are crossed. This is an important point, since scientists have a considerable responsibility. In practice, for example, studies are conducted with children aged five to eight years with the goal of developing influence strategies for this target group concerning the consumption of sweets (Eisend & Kuß, 2017, p. 228). Here, too, scientists are caught between two conflicting priorities: they want to generate new findings – albeit in the interest of companies. Alongside this, they are aware that their findings and the potentially derived strategies contribute to negatively influencing children’s health behavior.
Besides responsibility, scientists also have power. They can intentionally design questionnaires in a way that yields a desired result. This context refers to suggestive questions, i.e., questions that influence the respondents’ behavior (Döring & Bortz, 2016, p. 403).
Introductions before questions are often used for this purpose. An example of this is provided below:
“Company XY has been operating successfully in the market for 30 years. How do you feel about the company?”
The introduction creates a positive association with the company, potentially causing the respondent to evaluate the company more favorably. 
In addition to the wording of the questions, the sequence of questions in a questionnaire also plays a role (Eisend & Kuß, 2017, p. 231). For example, during a customer satisfaction survey, the order in which overall satisfaction is inquired – either at the beginning or following detailed aspect inquiries – can make a difference.
The manner in which the research is conducted is ultimately particularly important in its connection with research ethics. However, compared to research in the natural sciences or medicine where animal experiments are used, the ethical problems in this context are minor. In marketing research, this issue especially comes into play in experiments, particularly when people are unaware that they are part of an experiment, and the question of ethical correctness arises. As a general rule, the personal freedom and self-determination of study participants must not be compromised (Brosius et al., 2016, p. 225). An important aspect of quantitative and qualitative studies in this context also involves handling study participants’ sensitive data. There are clear rules for this, which are anchored in the ICC/ESOMAR Code (e.g., stress when filling out questionnaires) (Kreis et al., 2021, pp. 323–324) (Braunecker, 2016, p. 63). 	Comment by Translator: Mary.  As per the Esomar website. https://esomar.org/code-and-guidelines/icc-esomar-code
The principles for working with study participants are summarized below (Döring & Bortz, 2016, p. 123):
· Participation in studies should be voluntary on the part of the study participants.
· Study participants should be protected from any stress/impairment as much as possible (e.g., stress caused by uncomfortable questions).
· All data must be anonymized and treated confidentially.

After the survey has been conducted, data preparation and data analysis follow. Erroneous data and outliers are identified during this stage. Interventions of any kind can affect the results and be perceived as manipulation. However, statistical data analysis can also involve interventions that are ethically questionable. For example, scientists can use different statistical tests until they achieve the desired result. This is possible because statistical tests have different characteristics and therefore also produce different results (Döring & Bortz, 2016, p. 136) (Eisend & Kuß, 2017, p. 237).
When it is time to publish the results, all the criteria on research ethics mentioned at the beginning of this unit must be included. Only interpreting and publishing portions of study results is problematic, since this can also result in a completely different interpretation.
Scientific publications should cite who is responsible for published studies. Authorship, however, can sometimes be a contentious issue. This is because the number of publications is the currency in science. The more publications a scientist has, the more successful they are deemed. With larger groups, the selection of scientists to appear on the publication is increasingly more difficult. Agreements on author citation should therefore be made at an early stage. It would be ethically incorrect to list individuals who have not contributed to a study’s publication. The order in which authors are named reflects the share of authorship – truthfulness should be maintained here as well (Eisend & Kuß, 2017, p. 241).

Self-Check Questions
1. Complete the sentence:
Researchers should reflect on their behavior in order to meet ethical standards. Clear rules on ethical standards for market and social research are anchored in the ICC/ESOMAR Code. 


Summary
Empirical research adheres to a structured process. First, the research goal must be defined and the essential research questions are formulated from this. These research questions shape the hypotheses, i.e., the preliminary assertions or assumptions based on previous observations.
Formulating a hypothesis is an important step in scientific research because it guides the research process and allows specific assertions to be validated. Hypotheses are often used in conjunction with empirical studies to collect and analyze data to determine whether a hypothesis is confirmed or refuted.
This is followed by an appropriate selection of the research design, which outlines how the data will be collected, and then the data analysis is conducted using suitable analysis methods of quantitative research.


Unit 3 – Qualitative Survey Research

Study Goals
On completion of this unit, you will be able to ...
... describe the procedure for formulating theoretical concepts in qualitative survey research.
... outline the key data collection methods used in qualitative survey research.
... list the techniques used in qualitative content analysis.
... describe the quality criteria of qualitative survey research.


2. 
3. Qualitative Survey Research
Introduction
Qualitative research methods have played a significant role in empirical social research for decades. Even though scientists vigorously debate their existence, these methods can still offer insight into certain questions that would not otherwise be revealed by pure quantitative surveys. This is because qualitative research offers more than just data and facts. These methods investigate behavior, attitudes, and opinions and thus reveal deeper underlying issues.
Qualitative research is applied to ascertain why people behave the way they do, and how they form their opinions. For example, consider a company that sells premium mineral water. To design appealing packaging for their intended audience or use the right messaging in advertisements to promote sales, it is necessary to understand how consumers think. In this example, qualitative research can help discover what generally leads consumers to buy a premium product, i.e., to pay 70% more than usual for mineral water. It analyzes which desires and demands consumers have in connection with mineral water and which desires can be satisfied by the product. Many consumer decisions occur in the subconscious. Qualitative research uses methods to collect unconscious opinions and attitudes. In this example, consumers are unlikely to spontaneously respond to a survey and express that they look forward to buying mineral water every week because it is such a wonderful product that makes them feel better. Thus, it is the task of qualitative researchers to delve deeper and show sensitivity to ascertain the true motives for the interest in premium mineral water. Qualitative research is complex and requires a great deal of experience and expertise from scientists. However, a familiarity with the methods and procedures can lead to achieving astonishing results, since they provide entirely new perspectives, as well as the basis for the formulation of hypotheses. If these approaches are applied in combination with quantitative methods, they can contribute to a comprehensive understanding of a topic, since numbers, data, and facts are supported with compelling arguments.

3.1 Fundamentals, Goals, and Process Steps
When beginning qualitative research, scientists face a very different starting point than they do in quantitative research. Their goal is not to test hypotheses, as is usual in quantitative research, but rather to generate hypotheses, since there is typically little or no basis for the phenomena under investigation (Zepke, 2016, p. 13). An example of this is an exploration of consumers’ motives for buying photovoltaic systems in times of inflation. This is because the topic is quite current and no existing studies can be used as a basis for hypothesis formulation. Therefore, the generation of hypotheses for these consumer decisions through qualitative research is pursued. While these hypotheses can be validated afterward using quantitative research, the qualitative research is the basis.
Additional study subject matters from practice are provided below to illustrate what can be collected on the basis of qualitative research (Zepke, 2016, pp. 29–30):
· Analysis of meanings (e.g., the perception of particular products or brands is analyzed).
· Analysis of actions (e.g., the behavior of mothers with children while shopping at the supermarket is surveyed).Case vignette
Is an exemplary representation depicting the  reality of life.

· Analysis of episodes and case vignettes (e.g., the process by which couples agree on television programing is shown).	Comment by Kiviniemi, Leena: For all side notes, please identify the coordinating term in the body of the text using bold. 
· Analysis of roles (e.g., the understanding of roles in professional life is analyzed).
· Analysis of groups and teams (e.g., success factors and problems is explained).
· Analysis of programs (e.g., the reception of a new leadership development program by an organization is evaluated).
· Analysis of organizations (e.g., the actual organizational culture within a company is revealed).
· Analysis of trends in society as a whole (e.g., diversity topics and their implementation in companies are analyzed).
Qualitative research is characterized by the following aspects (Kreis et al., 2021, p. 53):
· It seeks to understand human behavior holistically, rather than simply testing individual hypotheses.
· Multiple sources of information are used (e.g., observations and surveys) to shed a more comprehensive light on the subject matter of a study. 
· The conditions under which behavior occurs are incorporated.
· The research process is flexibly designed to permit individual responses to new aspects.
· Fieldwork is to be conducted in a natural environment, and interviews should reflect everyday life as closely as possible. Researchers immerse themselves in the respondents’ real world.
· Due to the flexible survey methods, the researchers’ expertise and social competence are required. 
· Data collection, analysis, and hypothesis generation are closely interlinked because the focus is on understanding phenomena.
· Sample sizes are small.
· Results are verbally described and interpreted.
Nevertheless, qualitative research also has its limitations and as previously noted, qualitative research is highly debated among scientists.
[bookmark: _Hlk140137178][bookmark: _Hlk108894972]Qualitative Research Points of Criticism	Comment by Kiviniemi, Leena: Please recreate any editable tables in the translated document. They are not included in the graphics template. 
Small sample sizes
· The number of respondents is low due to the intense effort and expense involved in fieldwork
Sampling
· Due to the small sample size, true random sampling is typically not carried out
No metric variables
· Open questions are predominantly used
· Data extrapolation is therefore not possible; the evaluation is primarily verbal
No statistical analyses in the evaluation
· [bookmark: _Hlk142130137]Statistical analysis methods are barely possible due to small sample sizes and open questions

Source: Sabine Beinschab based on Lamnek & Krell, 2016, p. 16.
Selected principles of qualitative research are discussed below
[bookmark: _Hlk108893573]Principles of Qualitative Research	Comment by Translator: Mary: Here, the term subject on its own should be changed to subject matter, as in the Graphics document.

Field contact 
Refers to contact with survey participants, e.g., an interview situation.
Openness
Research as communication
Process character of research and subject
Reflexivity of subject and analysis
Explication
Flexibility

Source: Sabine Beinschab based on Lamnek & Krell, 2016, p. 33.
The principle of openness applies in qualitative research. Since there are typically no existing hypotheses to draw from, researchers design their work as impartially as possible, remaining open to new ideas. They make no assumptions and engage in fieldwork with a completely open mind. This means that they must be prepared to revise their assumptions and methods at any time as required by the situation. Significant findings only emerge during the field contact (Zepke, 2016, p. 13–14) (Brüsemeister, 2008, p. 46).
Because qualitative research involves communication and interaction between researchers and respondents, it should closely resemble everyday life. The interaction relationship is an important part of the research process. The research process itself serves the scientific recording of how social phenomena arise. The goal here is to understand how reality is reconstructed from the respondents’ perspective (Lamnek & Krell, 2016, pp. 34–35). Researchers must adapt to the respondents and build trust within a short period of time to generate open and honest answers.
The researcher therefore plays an important role throughout the process. It is crucial for them to maintain a reflexive attitude and adapt well to varying situations. Reflexivity involves assigning meaning to all assertions and understanding them in context. Thus, individual assertions are not interpreted independently, but are always considered in the context of the circumstances. Methods for adopting a reflexive attitude during conversations include, e.g., principled doubt, feigned ignorance, and the pragmatically disinterested researcher approach. A circular process emerges from critically questioning assertions and individually responding to specific answers. The ultimate goal is to understand the emergence of the overall phenomenon (Schirmer, 2009, p. 79) (Lamnek, 2005, pp. 46–47). Flexibility on the part of the researchers is absolutely essential, as new aspects continually emerge during the research process and must be incorporated. The study can therefore develop in an entirely new direction that was not considered at the beginning (Lamnek & Krell, 2016, p. 37).Feigned ignorance
Interviewers pretend to know nothing about the subject matter and therefore ask detailed questions.

Because flexibility also implies that the researcher has a great deal of freedom of action, it is particularly important to observe the principle of explication. This means that all steps of the research process must be precisely documented and made intersubjectively reproducible and verifiable (Lamnek, 2005, p. 49). Among other things, audio or video recordings, as well as protocols or transcripts must be saved and the evaluation procedure documented.

Self-Check Questions
1. Complete the sentence:
While quantitative research validates hypotheses, qualitative research generates hypotheses. In qualitative research, the underlying conditions under which studies occur are taken into account.

3.2 Key Forms of Data Collection
The selection of a data collection method primarily depends on the research question. In practice, other factors such as the time available to conduct a study or financial resources also play a role. In addition to the factors mentioned above, a researcher’s intuition is also central to method selection. For example, if a decision has already been made to investigate a particular topic, a researcher must decide whether results are more likely to be obtained by surveying people individually or in groups. When considering observations, a researcher decides whether they will participate in an observation or whether the results would be influenced by it. This varies from topic to topic. There is also no clear guideline for this, so a researcher must decide the best way to proceed.   
An overview of qualitative research methods and the selection of survey methods is listed below (Zepke, 2016, p. 42):
· Available data material in the field
· Non-reactive methods: document analysis
· Collect data in the field
· Verbal survey
· Individual interview
· Narrative interview, partially structured interview, structured interview
· Group interview
· Group discussion: large group
· Focus group: interview workshop
· Observation
· Non-participatory observation
· Participatory observation
If the use of a qualitative approach in a study is decided upon, the first step is to clarify whether the required empirical data must be freshly collected or whether it may already be available. Existing data examples include interviews with politicians or social media chats. In order to evaluate these, document analysis can be used, for example. If the data needs to be collected first, a decision should be made on whether observation or surveying will provide meaningful results. Sometimes respondents cannot remember situations in which decisions were made, thus observation will provide a more unbiased survey of the situation here. A fundamental distinction is made between participatory and non-participatory observations. The observations can be participatory or non-participatory depending on whether or not the surveyor asks the respondent questions. Interviews can be conducted with individuals or in groups. Compared to observations, interviews have a major disadvantage, since they can lead to social desirability bias. Particularly in groups, many people do not want to stand alone with their opinion and are consequently reluctant to be truthful (Zepke, 2016, p. 42).
Selected methods are explained in detail below to help understand when to use which method. This is only an excerpt of the existing methods. Qualitative methods are constantly evolving – especially due to digitalization.
Interviews
The term interviews is very broad. It refers to a question-and-answer situation that can occur in different constellations. Interviews include, e.g., individual interviews, group interviews, or expert interviews. Even though these types of interviews are different, the ultimate goal of each of these approaches is to generate new findings. In qualitative research, interviews are designed to be quite open and free. Conducting them is quite challenging, since the interviewer is tasked with finding a balance between the narrative flow and their own detachment while handling specific questions (Schirmer, 2009, pp. 180–181).

Guideline interviews
Guideline interviews differ significantly from structured interviews. They are not conducted on the basis of a questionnaire with predefined answers, but rather on the basis of an interview guideline that provides the participants with the opportunity to openly express their thoughts and independently formulate their opinions. They therefore provide much more precise insight into opinions and attitudes. The interviewer has the opportunity to individually respond to what is said and question it. A particularly important question in qualitative research is ‘why?’ since it seeks background information. Maintaining a rigid order of the topics to be asked during the conversation is unnecessary. It is much more important to create a pleasant conversation situation in which the participants feel comfortable. This is because the interviewer must gain the interviewees’ trust in the shortest possible time to elicit deeper opinions and attitudes from them. If the interviewer succeeds in creating a good conversational atmosphere, qualitative interviews have the advantage that the participants also feel much more comfortable, eliminating the refusal to answer, which can occur in quantitative interviews (Ebster & Stalzer, 2017, p. 210).
Examples of guideline interviews include:
· surveys on the acceptance of a new product and
· surveys on new packaging.
Although guideline interviews seem like a casual conversation to the participant, it is essential that the interviewer is thoroughly prepared in terms of content and therefore drafts a well-considered interview guideline in advance based on the topics that have been researched in the literature beforehand. The interview guideline primarily contains open questions. In most cases, it contains three to four main questions that are divided into topic blocks. These are further subdivided into two to five differentiation questions. The detailed questions are not always formulated in order to allow for a natural conversation situation in which the interviewer uses their own choice of words (Doppler & Steffen, 2019, pp. 30–31).
Example: Excerpt from an Interview Guideline	Comment by Translator: Mary: Here, the term subject in the Graphics document should be changed to topic.	Comment by Translator: Mary: Here, the term Guide in the Graphics document should be changed to Guideline.
[image: ]
Source: Doppler & Steffen, 2019, p. 31.

Narrative interviews
Narrative interviews aim to have interview partners recount relevant events they have experienced personally. The interviewer asks an initial question, and the interviewee talks about their experiences openly and without interruptions. The interviewer adopts a listening role and does not evaluate what is said. This form of qualitative interview is difficult for all participants because there is little structure in the conversation. The interviewer has little opportunity to guide it (Zepke, 2016, p. 49).
Areas of application for narrative interviews include:
· a survey of executives’ biographies, as well as
· a survey of students’ decisions on a field of study, considering their previous life course.

Expert interviews
Interviews are also highly suitable for obtaining information from experts on a specific topic. Experts are people with substantial knowledge on specific topic (e.g., due to their professional status) (Braunecker, 2016, p. 29). The reasons why these individuals are considered experts should be explicitly defined and comprehensibly documented. These interviews are loosely structured and conducted using an interview guideline (Ebster & Stalzer, 2017, pp. 210–211).
Expert interviews may be of interest in the following cases:
· Survey of the future potential of electromobility: Experts can be consulted to provide assessments, since they are deeply involved in the specific topic. For example, experts can be staff members from the German Ministry of Environment, university professors researching mobility, or decision-makers in companies that manufacture electric cars.
· Exploration of the challenges related to immigrant integration: Experts can share their past experiences. Representatives from initial reception centers or social workers can be interviewed as experts. 
Therefore, expert interviews always involve individuals who are directly engaged with a specific topic and have relevant experience.

Group discussions
Group discussions are group surveys in which four to eight people discuss a specific topic. The discussion is led by a moderator, who uses a prepared discussion guideline as the basis for moderation. As in qualitative interviews, this serves as a rough guide as to which topics are to be surveyed. The order and formulation of the questions is flexible. The moderator is responsible for ensuring that the content shared within group remains on topic. Group discussions typically last 90–120 minutes (Döring & Bortz, 2016, p. 381). In contrast to individual interviews, group discussions create a more dynamic conversation situation. The participants stimulate each other through their own statements. The participants’ perspectives are broadened by additional opinions, which also has an impact on individual statements. In general, the survey situation feels more natural, since one’s views on a topic are exchanged with others who share the same concerns. However, this presents a unique challenge for the moderator, who must pay attention to both group dynamics and technical content (Zepke, 2016, pp. 66–67). The choice between individual interviews or group discussions primarily depends on the topic. For example, group discussions are suitable in the following situations:
· Survey of different opinions on military conscription: The discussion can highlight controversial aspects particularly well.
· Evaluation of aspirational marketing: Through the mutual discussion, participants can gain a broader perspective on aspirational marketing and comment on aspects that they would not have noticed in individual interviews.
Observations
Observations tend to be used less frequently in empirical social research than in surveys. Nevertheless, they are an important instrument because they collect data that surveys cannot capture.
Observations are used to collect verbal, visual, or audiovisual data. A distinction is made between external observation and self-observation. External observation involves observing others’ behavior, while self-observation involves observing one’s own behavior. External observation can be participatory observation or non-participatory observation. In participatory observation, the researcher is directly involved in the events and can ask questions in addition to observing. Non-participatory observations (i.e., observations without the researcher being present during a particular process) are particularly useful when a researcher does not want to influence the participant’s behavior. Observations can be conducted either in a natural environment or in an artificial environment. Observation in a natural environment is referred to field observation, while observation in an artificial environment is referred to as laboratory observation (Doppler & Steffen, 2019, pp. 39–41). For example, a field observation could involve observing consumers making a purchase decision in front of a supermarket shelf. A laboratory observation could involve replicating a supermarket in a test studio and observing the behavior there. Observations are recorded in an observation log, and sometimes additional recordings are made using audio or video equipment. 	Comment by Translator: Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
The application of observation can be useful in the following situations:
· Observation of consumers in a supermarket with regard to their behavior at a promotional, since this is often unconscious behavior that is not revealed in surveys.
· Observation of people in the act of paying for newspapers in newspaper racks. People might not honestly admit in an interview whether they pay the requested amount or not. However, the behavior can be accurately determined based on an observation.

Document analysis
Document analysis is the analysis of existing materials without the need for new data collection. Verbal, audiovisual, and multimedia documents or recordings serve as the supporting material. Examples here are websites, work reports, letters, and the like. The interpretation of old content is also referred to as archival research. It is a non-reactive method, which means that a researcher has no influence on the data collection itself. The content is evaluated by means of interpretive-qualitative data analyses. Among other things, quantitative analyses can also appear, e.g., by calculating the mean values of data that appear in reports (Doppler & Steffen, 2019, pp. 41–42; Döring & Bortz, 2016, pp. 533–534).
Document analysis can be used for the following purposes:
· Analysis of perceptions of experiences during wartime based on existing diaries.
· Analysis of the use of particular words, language styles, and images within industry-specific websites.

The list of qualitative research methods is long. The approaches mentioned above are among the most commonly applied and aim to provide an overview of a variety of application scenarios.

Several methods exist for data evaluation. The next section, Qualitative Content Analysis Methods, addresses one of these methods.

Self-Check Questions
1. Complete the sentence:
While data are already available in document analysis, new data are collected during interviews or observations. In document analysis, the researcher has no influence on the data material.

3.3 Qualitative Content Analysis Methods
Qualitative content analysis is a commonly applied method for data evaluation. This is because it enables the treatment of large amounts of data by proceeding in a very structured manner (Zepke, 2016, p. 92).
Qualitative content analysis is used to analyze material that has resulted from some form of communication. The procedure is systematic and researchers follow clear rules. This is necessary because it is important to understand how the analysis is conducted. Theory plays a key role in the context of qualitative content analysis. This is because the material is analyzed on the basis of a theoretically directed question. The individual analysis steps rely on theory-guided aspects and results are interpreted against a specific theoretical background. However, qualitative content analyses extend beyond mere interpretations of existing data material. They also involve the effects of messages and the implied meanings of specific assertions (Mayring, 2015, pp. 11–13). For example, when an interview participant talks about their childhood memories in connection with sweets, not only is what is said analyzed, but rather an attempt is also made to understand how the person felt in this situation and what meaning sweets had for them during childhood.
The following four techniques are applied in the course of a qualitative content analysis (Ebster & Stalzer, 2017, p. 219):
· Summarized content analysis
· Inductive category formation
· Explicative content analysis
· Structured content analysis
In summarized content analysis, the goal is to considerably reduce the material while retaining the essential content. The material is paraphrased, i.e., briefly summarized. Generalization occurs at a defined level of abstraction. Passages with less relevance are eliminated and similar passages are bundled or summarized. This is referred to as data reduction (Zepke, 2016) (Ebster & Stalzer, 2017, p. 219).	Comment by Translator:  Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
The figure below illustrates this process using a practical example:
[bookmark: _Hlk108894541]Example: Summarized Content Analysis	Comment by Translator: Mary: Here, Content Analysis Summary in the Graphics document should be changed to Summarized Content Analysis.
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Source: Zepke, 2016, p. 91.
Explicative content analysis aims to render the content being studied as understandable as possible. For this purpose, any material (e.g., explanatory interview passages, background knowledge, etc.) that helps explain content is included. In contrast to summarized content analysis, the material is not reduced, but rather expanded by what is referred to as contextual information. Structured content analysis follows in the final step. The explanative short version of the source text is organized and an outline is created based on the study’s theoretical research question. This procedure essentially corresponds to quantitative content analysis. Categories are defined based on existing theories, anchor examples are determined, and coding rules are formulated (Fröhlich et al., 2020, p. 89) (Döring & Bortz, 2016, p. 542).	Comment by Translator:  Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
[bookmark: _Hlk108894613]The figure below provides a practical example of this (Aguado et al., 2013, p. 146):
[bookmark: _Hlk108894605]Example: Scaled Structuring
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Source: Aguado et al., 2013, p. 146.
The ideal sequence of a qualitative content analysis is presented below (Fröhlich et al., 2020, p. 146):
a) Determination of the material
b) Analysis of the situational origin
c) Formal characteristics of the material 
d) Orientation of the analysis
e) Theoretical differentiation of the research question
f) Determination of the analysis technique(s) and definition of the specific process model
g) Definition of the analysis units
h) Analysis steps by means of a summarized category system – explication – structuring
i) Revalidation of the category system, theory, and material
j) Interpretation of the results oriented toward the primary question
k) Application of the content-analytical quality criteria
Adhering to each of the rules of qualitative content analysis is quite time-consuming in practice. Furthermore, there is criticism because this does not always express profound aspects, since the interpretation heavily concentrates on the manifest content, i.e., content that is obvious, and latent content remains in the background. Aspects that lie between the lines are therefore not always sufficiently taken into account (Zepke, 2016, pp. 91–92).
In principle, computer programs that carry out qualitative content analyses also exist. However, these are sometimes controversial because the level of performance does not come close to that of a manual analysis. Generally speaking, the more practice one has, the more efficient the analysis.

Self-Check Questions
1. Complete the sentence:
Qualitative content analysis uses material that has emerged from communication. The analysis is systematic.

3.4 Quality Assessment
As in quantitative research, the topic of quality also takes on a central role in qualitative research.
However, while quality criteria that reflect high-quality studies in quantitative research are very clear (objectivity, validity, reliability), these are not so clearly defined in qualitative research.	Comment by Translator:  Mary:  The explanatory text box that usually accompanies bold terms is lacking here.	Comment by Translator: Mary:  Consider re-ordering these three criteria to remain consistent with that within other units: objectivity, reliability, validity.  Or vice versa. 

Quality Criteria
However, if the criteria from quantitative research were to be transferred to qualitative research, it would have the following meaning (Doppler & Steffen, 2019, pp. 25–29).
Objectivity
This means that the entire research process is free from any influences and the results are intersubjectively reproducible. For qualitative research, this means:
· All procedures are carefully documented so they can be reproduced.
· All interpretations must be substantiated.
Validity
Validity involves whether the test actually measures what is supposed to be measured. For example, validity in an intelligence test means checking whether it actually measures intelligence. In qualitative research, this term is defined in a broader sense. There are no standardized instruments, such as questionnaires with predefined answer categories. The opinions of the participants are openly expressed. The following applies in qualitative research:
· To check the validity of the results, they can be presented to the participants and then discussed. Valid results are referred to when the participants agree with the results.
· The study can also be reproduced using other methods and the results are subsequently compared.
Reliability
Reliability means dependability. Study results are reliable if the same results are obtained when the study is repeated. In qualitative research, this premise is difficult to implement, since interview partners are strongly influenced by their environment or current events. Reliability must therefore be defined in a different manner:
· The implementation of qualitative study must guided by particular rules. This means that the procedure occurs systematically.  
· To generate reliable results, the study must correspond to the participants’ natural situation as closely as possible. For example, interviews are sometimes conducted in participants’ homes.
A completely identical transfer of the three core criteria to qualitative social research is not possible – as is demonstrated in the explanation above. It is for this reason that the numerous attempts by researchers in the past to create their own catalogs of criteria for qualitative research have yet to be generally accepted. 
[bookmark: _Hlk108894884]For example, Kuckartz et al. (2007, pp. 181–187) list four central criteria for measuring the quality of qualitative studies. Overlaps with the above-mentioned criteria of objectivity, validity, and reliability are quite clear.	Comment by Translator: Mary:  As above, consider re-ordering these three criteria to remain consistent with that within other units: objectivity, reliability, validity.  Or vice versa. 
Methods indication: The goal here is to question whether the method used is suitable for raising particular questions. As an example, qualitative research methods suitable for the respective areas of application are presented in the figure below: 
[bookmark: _Hlk108894745]Qualitative Methods and Areas of Application
[image: ]
Source: Kuckartz et al., 2007, p. 183.
As a general rule, interviews in qualitative research should proceed very openly and flexibly. An overly rigid and structured model will contradict qualitative methods.
· Empirical anchoring: Results must be based on the data collected and must not be contrived. These data must be accessible and reproducible. In addition, no data is to be concealed.
· Generalizability: This involves the extent to which results can be applied to specific groups, situations, etc. The generalizability of the results is a key issue in quantitative research. In quantitative research, the issue of representivity plays a major role. Qualitative studies are rarely representative due to the small number of cases.
· Intersubjective traceability: Third parties must be able to understand exactly how the results came about. The primary basis for this is the documentation of the procedure. For example, methods, target groups, and samples must be precisely specified.
And finally, quality is also reflected in the documentation/presentation of the results.
In addition to a detailed description of the study design (research design, sample, target group, method and other details of data collection, type of data preparation and method of analysis), the content design is also important, i.e., the results are often presented in a continuous text format. This text should be understandable and transparent to the respective reader. Key findings are underpinned with quotations from participants. The answers are presented in anonymized form. The implications of the findings for research and practice must be discussed. Any literature cited must be referenced with sources that meet various citation standards. If the findings are presented visually, care must be taken to present the verbal data in a manner that provides the reader with an overview of what was said. Thus, in addition to mind maps, photos, or video, excerpts are also included in the evaluation (Doppler & Steffen, 2019, pp. 65–68).	Comment by Translator:  Mary:  The explanatory text box that usually accompanies bold terms is lacking here.
Self-Check Questions
1. Complete the sentence:
In qualitative research, there are no clearly defined quality criteria, as in quantitative research. During its evaluation, the fact that the study design is accurately described by citing the method, target group, sample size, etc. must be taken into account.

Summary
Qualitative research differs from quantitative research in its approach to the subject matter. While quantitative research uses standardized survey instruments to collect data and facts, qualitative research applies a much more open and flexible approach and takes the context of what is collected into account. Qualitative research is therefore much more time-consuming, both in terms of implementation and analysis. Qualitative researchers need a great deal of experience and sensitivity. For example, they must decide which qualitative approach is best suited for which research question.
Since qualitative research is hypothesis-generating rather than hypothesis-testing, it plays a particularly central role in foundational research on entirely new topics.
However, qualitative research is also subject to many points of criticism. Frequently discussed aspects are small sample sizes, sampling, and the associated lack of ability to extrapolate or statistically evaluate data. In addition, there are no clearly defined quality criteria. Nevertheless, quality assurance can be achieved through other means. For example, it is important to clearly document and record all process steps so that the results are intersubjectively reproducible.
Qualitative methods can be applied on their own, as well as in combination with quantitative methods. By combining them, data, facts, and numbers can be underpinned with background information.




Unit 4 – Standardized Survey Research

Study Goals
On completion of this unit, you will be able to ...
... name the most important fundamental concepts of standardized survey research.
... explain and apply the main goals of standardized survey research.
... list and apply the essential process steps and stages of a standardized research process.
... explain the difference between standardized and qualitative survey research in an understandable manner.


4. Standardized Survey Research

Introduction
In this unit, the term standardized survey research and its purpose are defined and explained in greater detail. The basic terms and process steps involved are discussed and then followed by an explanation of the data collection forms with a focus on survey research using standardized questionnaires. Particular attention is given to a basic understanding of questionnaire design, sampling, and evaluation, as well as the evaluation of the quality of empirical studies.

Practical example: forbid or not allow
The example below (Rugg, 1942, pp. 91–92) illustrates the sensitivity and manipulability of empirical study research and thus the need for standardized surveying (i.e., ideally non-manipulable and non-changeable or resilient).	Comment by Translator: Mary:  The original English content within Donald Rugg's publication of Experiments in Wording Questions: II on P. 91-92 of The Public Opinion Quarterly, Vol. 5 No. 1 (March 1941), deviates somewhat from the German content.  It is presumed here that the German content reflects a revised iteration published in 1942.
In a 1941 American study, two variants used what appeared to be a nearly identical question. The two variants read:
· Variant A: “Do you think the U.S. should forbid public attacks on democracy?”
· Variant B: “Do you think the U.S. should not allow public attacks on democracy?”
After questioning and evaluating the two variants, the result for Variant A is 54% in favor and 45% against (1% abstention) and for Variant B, 75% in favor and 25% against. Assuming that the underlying data collection is sufficiently comprehensive and of high quality, the example quite clearly demonstrates that a very small and seemingly insignificant change in the question from forbid to not allow increased the percentage of those in favor by 42%, i.e., by 21 percentage points.	Comment by Translator: Mary: A more precise calculation of percentage increase, as well as a brief further explanation is used here for clarity, as well as to avoid overstatement.
It is therefore necessary to achieve standardization in quantitative social research, i.e., to create questionnaires that do not need to be changed after their conception and can be generally applied, but are also resilient when subjected to minor changes in content (Häder, 2010, p. 17).

4.1 Fundamentals, Goals, and Process Steps
As a basis for a solid understanding of standardized survey research, this section discusses the concept of standardized survey research and presents its basic goals, as well as the determination of suitable process steps for the standardized processing of survey studies. For greater detail, the procedure of standardized survey research is divided into selected basic process steps that ultimately contribute to knowledge gain.  

Standardized Survey Research
The standardized survey can be defined as “a special form of planned communication based on a questionnaire. Its goal is to generate numerous individual answers that, in their entirety, contribute to the clarification of a (scientific) question. The form results from the fact that the sequence, topic, and survey partners, as well as the (social) situation are predetermined and are largely kept free of confounding effects” (Möhring & Schlütz, 2013, p. 184).
Standardized survey research accordingly refers to the recording and analysis of quantitative data using standardized methods. According to Kromrey (2016, p. 32), it is essential to standardized survey research that the collected information has a data character that can be statistically evaluated directly in the data analysis stage without further semantic interpretation.
The standardized survey is ideally based on a typically large and representative data base. The research process of standardized survey research, therefore, is carried out in an established, sequential process with a questionnaire that cannot be changed once it has been created. Quite often, however, very large studies are cost-prohibitive with the effect that the budget for the survey study is reduced at the expense of the representivity of the collected data and the respective study.
According to Reinecke (2019, p. 54), the survey is by far the most frequently used data collection method in both qualitative and quantitative social research. Its applications are so diverse that it has evolved into a separate line of methodological research. According to Möhring and Schlütz (2013, p. 185), the survey is the only meaningful method for determining opinions, knowledge, and values.Reactivity
The knowledge of being observed changes the experience and behavior of the subjects.

The particular methodological challenge of the survey – apart from the reactivity of the method, which is primarily due to the interaction between surveyor and respondent, is that the measurement results are based on a cognitive question and answer process, which can be prone to errors (Möhring & Schlütz, 2013, p. 184). The standardization of the survey is intended to help control or exclude confounding effects.
The type of survey research can differ according to its approach. Distinctions are made between non-standardized, partially standardized, and fully standardized surveys. In a non-standardized survey, for example, only a concept that is intended to be used for discussion is conveyed to the respondents. A partially standardized survey combines firmly defined questions with open dialogue. In a fully standardized survey, the sequence is precisely determined; both the questions and the answer options from which the respondents can choose are precisely formulated (Möhring & Schlütz, 2013, p. 185).
Standardized surveys are particularly important because they can be used to make comparative assertions about a large number of study participants – and with a relatively economical use of resources (Möhring & Schlütz, 2013, p. 183).
Since (quantitative) standardized survey research – unlike qualitative survey research that targets a single individual with a broad range of questions – addresses a large number of study participants with its topics and questions, modern technical aids, such as the internet, are required to answer questions.
Recording qualitative data and an individual’s responses to questions with a broad, somewhat undefined initial point of reference requires an experienced approach, such as that used in the context of psychological studies or tests. In such a qualitative study process, findings emerge in terms of content through the recording and analyzing of information and datasets. This forms part of a circular iterative process concerning the number of iterative steps, i.e., during an analytic conversation. The collection and evaluation of quantitative data, facilitated by cutting-edge technologies for statistical data collection or application-oriented market or opinion research, significantly differs from qualitative (non-standardized) survey research. The difference is noted in the approach and preparation of standardizing questions in the interview or questionnaire, as well as in the quantitative measurement and evaluation of the data.
When using statistical evaluation processes, it is possible to obtain reliable, i.e., quantitatively verifiable, assertions regarding the underlying questions in standardized survey research. The standardized survey research procedure follows the fundamental principles or process steps of empirical study research.
The research process begins with the selection of the research problem, followed by theory development, concept specification, and operationalization. This is succeeded by defining a research design and selecting the subject matters of a study for data collection, recording, and analysis. In a scientifically successful study, a final publication of the scientific results and findings is typically included.
The focus of standardized survey research is always the preparatory work for recording data by means of a predefined and non-modifiable questionnaire. According to Reinecke (2019, p. 718), standardization for data analysis ensures that different answers to a particular question can actually be attributed to different information provided by the respondents and not to different conditions during the survey situation.

Standardized Survey Research Goals and Knowledge Acquisition
The focus of standardized survey research is the acquisition of knowledge in the social and natural sciences. This is achieved by answering questions on general, application-oriented, statistically relevant, and specifically research-oriented topics (Döring, 2016, pp. 4–14, Friedrichs, 1973, p. 14, Häder, 2010, p. 17, Schnell, 2013, pp. 2–3).
The goal of standardized survey research is to obtain quantitative assertions regarding the behavior, actions, and aspirations of people within their social organization, thus gaining a better understanding of them. Another goal is to develop theoretical models with high predictive probabilities to describe everyday phenomena of reality (e.g., through scientific models within the scope of approaches using artificial intelligence).
The different techniques of standardized social research serve the validation of theories, and the explanation of observations, as well as the acquisition of knowledge about opinions, facts, and relationships in nature, human beings, and technology in society.

Standardized Survey Research Process Steps
In quantitative survey research, essential work and thought processes occur at the beginning of the study, i.e., when the questions are created with the aid of a questionnaire. Most of the decisions and considerations are made before the data are recorded, and are then only recorded and analyzed using a standardized technique.
The planning and preparation of data collection includes deciding what type of questionnaire will be used, what measurement instruments the questionnaire will contain, what the research design will look like, and what population the sample will refer to. It is also necessary to decide on the form of survey or form of data collection (verbal, written, telephone, or internet-based) (Reinecke, 2019, p. 718).
Organizational questions, i.e., the involvement of suitable contact persons, staff, schedules, premises, and ethical aspects like moral feasibility and feasibility studies, are significant in the planning and preparation of the study. In addition, project boundaries like time frame, costs, and personnel planning must also be considered. Before the survey is actually carried out through a standardized questionnaire, it is also essential to conduct pretests, i.e., advanced tests on the quality, feasibility, scalability, usefulness, and sensitivity of the questions.Pretests
A procedure in which a survey instrument, such as a questionnaire, is tested for practicality.

The process sequence in standardized survey research can be illustrated as follows (Schnell, 2013, p. 4):
· Selection of the research problem
· Theory formulation
· Operationalization of the concept specification
· Determination of the survey forms
· Selection of the units of investigation
· Data collection
· Data recording
· Data analysis (newly formulated theory, if necessary).
· Publication
The research process of standardized survey research is composed of the following steps:
· Definition of a research topic
· Summary of existing research status and theoretical background
· Determination of study designs
· Elaboration of an approach for operationalization
· Declaration of a sampling
· Pretests to verify the practicality of the survey
· Data collection as an essential component of scientific verification
· Subsequent data preparation
· Data analysis
· Final presentation of results
The planning of an empirical study begins with the formulation of the research topic and the research questions. This also includes analyzing and evaluating the research topic while considering the existing state of the research. It is important to use existing results and studies for one’s own research, as well as to assess how one's work relates to current research.
After the research topic has been formulated, the study design is determined. Here, a distinction is made between explorative, descriptive, and explanatory studies. Explorative studies focus on elucidating and describing phenomena, with the aim of developing hypotheses and scientific theories (Döring & Bortz, 2016, p. 192). They are used when there is a need to investigate a general idea or a research question for which no existing knowledge or research paradigm is available. Descriptive studies aim to describe theoretical facts. According to Döring and Bortz (2016, p. 192), they describe entire populations in terms of the prevalence of selected characteristics. The investigation of cancer registries, death registries, or birth registries are examples of descriptive studies. Explanatory studies test established hypotheses, and thus also the theories from which they were derived, for their validity. They serve to explain how and why a phenomenon occurs. 
When planning a standardized survey, it is also important to clearly declare the location of the survey, define the survey’s timeframe, and designate the data’s origin and characterization (e.g., characterization as primary data or secondary data).Primary data
Measured values collected for the first time by a researcher.

Operationalization determines the variables and values that should and can be measured in a study, as well as the scales to be used for evaluating or quantifying the measured values. Operationalization thus determines how a theoretical construct (e.g., gravity, intelligence, or justice) is made observable and measurable. As an essential process step in standardized survey research, operationalization ensures or strives for standardized measurability of characteristics through data collection using samples.Secondary data
Data collected from existing sources.

When establishing a sampling, it is important to ascertain whether it is possible to collect the entire dataset relevant to a research question. This is rarely feasible, and more often, the dataset is represented by defining a new, reduced population with samples that can be characterized and evaluated. The recording of the data (sampling) occurs either in a verbal survey (structured interview), a written survey, or primarily automated (online) document analysis.Outliers
Measured values that are conspicuously higher or lower than the other values. They may be due to natural variability, or may also indicate an experimental error.

Data collection is followed by data preparation. The success of data analysis hinges not only on diligent data collection, but also on thorough data cleansing and preparation (Lück & Landrock, 2019, p. 457). Among other things, data preparation includes the standardization of data formats and the elimination of outliers. Errors in data preparation can distort all findings generated with the corresponding data (Lück & Landrock, 2019, p. 457).
After preparation, data are analyzed using statistical and numerical methods for data modeling. This process initially involves examining individual characteristics, e.g., to define specific relevant groups within the sample. However, according to Kromrey (2016, p. 436), the actual data analysis primarily involves exploring correlations and elaborating relationships between several characteristics. This is carried out with the aid of statistical programs that not only quickly provide datasets in tabular form, but also utilize them to provide all the necessary statistical factors, such as validity and reliability, to determine the merit of these datasets.
The results are presented after the data analysis. This contributes to the advancement of knowledge in a researcher’s respective field. Alongside this, the publication of the results also increases the researcher’s prestige (Friedrichs, 2019, p. 291). According to Friedrichs (2019, p. 291), the publication of the results also facilitates the scrutiny of their interpretation by the scientific community. The presentation of study results can occur either through a verbal presentation or in written form in scientific journals. 

Self-Check Questions
1. What is standardized survey research?
Standardized survey research is the process of designing an non-modifiable questionnaire, followed by data recording through methods such as personal interviews or written and verbal surveys for social research purposes.

2. What are the process steps of standardized survey research?
The main process steps of standardized survey research include defining the research topic, understanding the current research status and theoretical background, determining the study design and variables through operationalization, sampling, data collection, data preparation, and data analysis.

3. What is the goal of standardized survey research?
The basic goal of standardized survey research is to acquire knowledge in the social and natural sciences by addressing questions on general, application-oriented, statistically relevant, and specific social science topics.

4.2 Key Forms of Data Collection
The process of data collection in structured interviewing (Döring, 2016, pp. 221–232; Häder, 2010, pp. 51–66; Popper, 1971, p. 15; Schnell, 2013, pp. 119–126) is more than simply a formal recording and processing of data. Defining variables prior to the actual data collection process through appropriate operationalization and conceptualization is crucial for gathering suitable data for analyzing and evaluating relevant questions.

Survey Forms, Conceptualization, and Operationalization
Selecting the right approach to data collection during the first steps in the process sequence of standardized survey research is absolutely essential.  Variables
Characteristic or property dimensions that are designated with a term and can take on several forms.

Appropriate variables for measurement are determined in the operationalization stage in order to explore the relevant research topic using a suitable study design, i.e., either hypothesis-generating (explorative), population-describing (descriptive), or hypothesis-testing (explanatory), through standardized survey research. Furthermore, the scales on which the measured variables are to be defined and presented are also decided upon.
The population of a data collection defines all items within a set sharing the same characterizing property. After defining a population, samples, i.e., random data collections referring to the same specifications of the properties of the defined population, are drawn during the data collection process using the selected survey instrument.
For high-quality data collection and depending on the methodology, it is also necessary to provide suitable means of choice, such as questionnaires, trained interviewers, etc., or to check their quality and feasibility before data collection. In standardized survey research, the main work involves preparing the data collection and creating a standardized questionnaire including what are known as pretests. This is followed by the actual data collection, where the challenge lies in the standardization, i.e., the generalization of the question-answer characteristics.
Pretests before data collection
Before the actual data collection, pretests must be conducted to assess various elements, including the comprehensibility of the questions, the clarity of the questionnaire, potential difficulties that participants may have in answering questions, the theoretical validity of a questionnaire, and its ethical suitability (Häder, 2019, p. 412).  
A distinction is made here between pretest procedures in the field, cognitive procedures, laboratory procedures, and procedures based on expert opinions (Häder, 2019, p. 412).
Pretests in the field
One of the most commonly used approaches among pretest procedures in the field is the standard pretest, which is a one-time survey under conditions that are as realistic as possible (Häder, 2019, p. 413). The standard pretest aims to observe abnormalities and problems and investigate whether respondents’ responses and reactions to the questions are suitable and can be scientifically utilized. The standard pretest is subjective in nature as the surveyor simultaneously influences and assesses the consistency and comprehension of the questions. 
In contrast to the standard pretest, behavior coding is a more refined procedure, since the behavior of both the surveyor and the respondent is systematically coded by a third, external observer (Häder, 2019, p. 414). The advantage of behavior coding over the standard pretest lies in the more comparable results of this procedure due to the coding scheme used. According to Häder (2019, p. 414), however, the disadvantage is that the causes of any noted abnormalities remain unexplained.
Problem coding is a variant of behavior coding and therefore also a standardized procedure for the evaluation of behaviors in question-answer situations. In this procedure, interview behaviors are systematically coded as either adequate or inadequate. In contrast to behavior coding, however, only the interviewee’s behavior is evaluated (Häder, 2019, p. 416). A reduced code system is used during observation to avoid overwhelming the interviewer. As problem coding is carried out by the interviewer during the interview rather than afterward, it requires interviewers who are well trained and familiar with the technique (Häder, 2019, p. 416).
In random samples, a specific number of questions are selected at random before the interview and additional questions are asked for a better understanding. This method verifies whether the interviewee has really understood the question correctly (Häder, 2019, p. 416). The random sample technique is only used for closed questions.
[bookmark: page46R_mcid4]The intensive interview is used to identify a potential misunderstanding of a question that has been formally answered correctly (Häder, 2019, p. 417). After the interview, the interviewee is asked about their understanding of previously selected questions. This is done in two stages: first, the interviewer reads the question and already available answer again. The interviewee is then asked to elaborate on the thought process behind their answer. In the next step, standardized follow-up questions regarding their understanding of the question are asked (Häder, 2019, p. 417).
Cognitive laboratory methods
[bookmark: page48R_mcid3]Cognitive methods, such as the think aloud method for testing standardized survey research, aim to reveal respondents’ understanding of questions, as well as their approach to arriving at the answers (Häder, 2019, p. 419). Thus, evidence regarding cognitive processes during the response process is collected.
[bookmark: page48R_mcid5]In the think aloud method, the interviewee is asked to verbalize their thought process. Two strategies can be identified: thinking aloud while answering the question (concurrent think aloud), and thinking aloud after answering the question about how the answer was formulated (retrospective think aloud) (Häder, 2019, p. 419). This method is typically applied to a very small number of participants.
In probing – similar to the intensive interview – the interviewee’s answer is questioned with one or more additional questions in order to obtain more information.
The understanding of questions by the participants can also be tested using paraphrasing, in which the participant is asked to repeat the question in their own words.
Expert method
[bookmark: page62R_mcid13]Involving survey experts is also an effective approach. According to Häder (2019, p. 423), these must be persons who are able to assess the developed instruments with the detached perspective of an external expert. It is recommended that they were not involved in the respective questionnaire development.
Measurement scale 	Comment by Translator: Mary:  The content within this section, including the figure, is edited a bit more than usual for the sake of clarity.
Operationalization determines how the characteristics or their expressions are to be measured to ensure that the researchers obtain meaningful quantitative data. Operationalization also determines the measurement scale (Döring & Bortz, 2016, p. 24). In social research, the four predominantly applied measurement scales – nominal, ordinal, interval, and ratio – are sometimes combined into three variants (see figure below) (Döring & Bortz, 2016, p. 233).
Generally speaking, the higher the level of the measurement scale, the richer the information generated by the measured values, and the more diverse the possibilities for statistical data analysis are.
The Four Most Significant Scale Types and Levels including Three Variants

	[bookmark: _Hlk142304122]

	Three types of measurement scales and levels
	Four types of measurement scales and levels
	Permissible transformations
	Possible assertions
	Examples

	1st Level 
Nominal scale
	1st Level 
Nominal scale
	Uniqueness transformation
	Parity, disparity
	Car brands, marital status

	2nd Level
Ordinal scale
	2nd Level
Ordinal scale
	Monotonic transformation
	Larger-smaller ratios
	Military ranks, wind forces

	3rd Level
Cardinal scale = metric scale
	3rd Level 
Interval scale
	Linear transformation
	Disparity, parity
	Calendar period, Settings intensity

	
	4th Level 
Ratio scale
	Similarity transformation
	Parity of ratios
	Length measurement, weight measurement


Source: Döring & Bortz, 2016, p. 233.

Nominal scale
The nominal scale is the lowest measurement scale. It differentiates based on parity and disparity of characteristics between two observational units.
When characteristics are nominally scaled, this refers to a distinction based on characteristics or categories such as citizenship, gender, or the elected party.
Statistical operations are very limited when using nominal scales. Only frequency measurements can be made. For example, the number of women in a sample or the number of individuals within a sample who voted for a particular party can be studied.
Ordinal scale
An ordinal scale allows for a ranking to be established. It provides information about the relationships between characteristics, such as more or less, smaller or larger (Eisend & Kuß, 2017, p. 136). Observations and measurements on an ordinal measurement level can thus be grouped and classified by size in particular. A typical example of an ordinal scale is school grades, which are most commonly in an order from 4.0 (outstanding evaluation) to 0 (extremely poor evaluation) for the quantitative evaluation of school performance.
Cardinal scale
Compared to the nominal and ordinal scale, the cardinal scale, or metric scale, is the measurement scale with the highest information content. Both sequences and quantifiable distances can be formulated with metric-scaled data.
The interval scale and the ratio scale are special classifications, i.e., types of the cardinal scale.
In addition to frequency and ranking, an interval scale can also measure the interval between different elements of a variable. However, an interval scale does not have a natural zero point. For example, dates are interval scaled. The interval between 2003 and 2013 is identical to that between 2013 and 2023. The natural zero point for dates is lacking because it was arbitrarily set due to different time calculations.
In addition to frequency, ranking, and interval, the ratio scale also defines the natural or physical zero points, such as weight.
Thus, the interval scale and the ratio scale are distinguished based on whether the data have a natural zero point (ratio scale) or whether a zero point cannot be clearly defined (interval scale).	
According to Döring and Bortz (2016, p. 233), empirical facts are represented with varying degrees of accuracy by these four measurement scales. Therefore, in a quantification where several types of scales are available, the one with the highest measurement scale should be selected.

Self-Check Questions
1. Why do pretests need to be conducted prior to data collection?
Pretests must be conducted before data collection to check, among other things, the understandability of the questions, test the clarity of the questionnaire, identify any difficulties that participants may have in answering questions, test the theoretical validity of a questionnaire, and test its ethical appropriateness.

2. Name three of the most significant scales.
Commonly used scales are the nominal scale, cardinal scale, and ordinal scale.

3. What is the difference between a ratio scale and an interval scale?
Both scales, ratio and interval, are cardinal scales, but the ratio scale has a natural zero point.

4.3 Questionnaire Design, Measurement, and Operationalization
As previously noted, the essential and truly valuable work of standardized survey research is the preparation of a standardized questionnaire through suitable operationalization, i.e., the determination of questions and quantitative measures that are appropriate for them. The operationalization procedure is described below.

Operationalization Process Steps
Operationalization provides the foundation for the statistical collection and evaluation of data. Observable facts are assigned to theoretical concepts through operationalization (Eisend & Kuß, 2017, p. 132). These facts are related variables. If variables cannot be directly observed, then indicators are defined for them and the characteristic values of those indicators are determined. Operationalization simultaneously determines the measurement scale of the variables and thus the information content of the data, as well as their statistical evaluation possibilities (Döring & Bortz, 2016, p. 228).Indicators
Measurable variables are called indicators. For example, if school performance is a variable to be measured, then the grades on a school report card are an indicator.


Variable definition
Variables are values that describe the properties and characteristics of items and define them qualitatively or quantitatively. A distinction is made between latent and manifest variables. Latent variables refer to values that cannot be directly observed, such as intelligence. In contrast, manifest variables can be clearly and directly observed, such as the height of a study participant.
Variables can also be categorized as discrete, continuous, categorical, or dichotomous. Discrete variables are numeric variables with a countable number of values between any two values (such as number of siblings). Continuous variables are numeric variables with an infinite number of values between any two values (such as length of a component). Categorical variables include a finite number of categories (such as gender), and dichotomous variables are variables with exactly two characteristic expressions (such as dead versus alive).
Furthermore, variables can be classified as independent and dependent variables. An independent variable is the variable that is manipulated in an experiment, e.g., the encouragement of students to improve their performance, measured in school grades. A dependent variable is a variable that is measured. Its name can be explained by the fact that its outcome depends on the manipulation, that is, the independent variable. In this example, performance is the dependent variable.
Indicator selection
Indicators are manifest, directly measurable variables that can be used to measure latent variables. For example, the latent variable of religiousness can be measured by indicators such as the frequency of church attendance or of prayers (Eisend & Kuß, 2017, p. 132). A classic example of a continuous indicator is a pH indicator strip, which can indicate whether an aqueous solution is alkaline or acidic by a change in color. An example of a discrete indicator is a Covid-19 test, which can show the manifest values positive, negative, or invalid.
Several indicators are frequently used to measure a latent variable in its complexity (Eisend & Kuß, 2017, p. 132). This is the case, for example, when measuring intelligence, since the concept of intelligence cannot be meaningfully captured with a single question (such as a knowledge question). Instead, a variety of questions are needed. In surveys, items are often referred to in connection with indicators (Eisend & Kuß, 2017, p. 132). 
The correspondence problem emerges when assigning indicators to a theoretical concept. This refers to the problem of proving that the indicators used in an empirical study actually capture the intended construct in the corresponding theory (Döring & Bortz, 2016, p. 42).
In general, there are always several possibilities for operationalization and the design and questionnaire form for each research project question. Of course, the best definition of indicators in this context cannot be specifically determined and it is precisely this topic that is currently being explored by researchers and staff in the fields of humanities, natural sciences, humanities, and social sciences.Construct
Characteristic or dimension that is not directly observable and must be inferred on the basis of an observation or test.

Questionnaire design and form
When designing a questionnaire (Fowler, 1984, p. 105; Scheuch, 1973, p. 93; Schnell, 2010, pp. 335–338) and in terms of content, it is crucial to ensure that the individual questions are coordinated to create a connection between them for the respondent.
In verbal questioning, the interviewer asks the respondent the questions and fills out the questionnaire on their behalf. Much like to getting to know a person, the first questions and corresponding answers on a questionnaire often set the tone for the interview and therefore influence the respondent’s cooperation throughout the interview process.
The structure of a standardized questionnaire is as follows:
1. Questionnaire title
2. Introduction to the topic and structure
3. Questions on different topics in structured units
4. Numerical data
5. Summary and evaluation
6. Conclusion and acknowledgement
The following is an outline of the requirements for a standardized questionnaire design: 
· Multiple questions for each topic
· Summarize similar topics
· Use transition questions
· Use multiple choice answers
· Formulate questions understandably with attention to brevity
· Specify only a few answer options
· Clearly differentiation between questions and instructions
· Standardized and formal design
These requirements form the basis for a measurement design with homogeneous data collection through a standardized questionnaire.

Measurement
In a measurement, numbers are assigned to observational units based on their characteristic expression using defined rules, such as intelligence in IQ values, performance in school in grades, and weight in kilograms. The rules by which numbers are assigned to observational units are defined in a scale. “In quantitative social research, a measurement means an assignment of numbers to items or occurrences, provided that this assignment is a homomorphic (structure-preserving) mapping of an empirical relative” (Döring & Bortz, 2016, p. 235). Here, a homomorphic mapping is an irreversible, clear mapping of what is observed (empirical relative) in a number (numerical relative). According to Häder (2019, p. 89), a numerical relative, e.g., a scale, represents a set of numbers over which a relation is defined. Homomorphic means that the relations of the numbers in the numerical relative uniquely correspond to the relations of the items in the empirical relative. For example, if Max is visibly shorter than Moritz, this difference should also be reflected in the centimeter scale.
Physically and scientifically, each individual result or each element of an individual measurement is characterized by a reproducible measurement result of a particular measurand, whereby the measured value may vary within a certain error tolerance with each repetition of the measurement. Thus, the measurement results of scientific measurements typically fall within certain error limits, i.e., distributed around a specific calculable mean value of the measurement results and can generally be verified at any time. In contrast, the results of standardized survey research heavily depend on the research question and the selected method, as well as the external influences, which means that the results are generally not clearly reproducible.Mean value
Mean value describes the statistical average value. To arrive at a mean value, all values of a dataset are added together and divided by the number of the values added together.

The primary difference between a measurement in the natural sciences and social research is that empirical and numerical relatives in social research typically cannot be represented by a uniform, clear, and simple scale or physical unit. This is predominantly due to the non-deterministic nature of systems and external influences, rather than their complexity. Thus, social science is based on and functions on the principle of primarily non-deterministic relationships between the research questions and the experiment or the experiment and the survey, whereas natural science is based on the principle of mutual interactions through causality (cause-and-effect principle).
Distribution and evaluation of measured values
Measured values of a measurement are the data of a series of measurements in a survey. These values are always statistically distributed around a mean value.
The dispersion or spread of the data can be calculated with the dispersion measures: standard deviation, variance, and range. Variance indicates how the collected values are distributed around the mean value of all observations. Variance is challenging to interpret, since it represents a quadrat of the deviation from the mean. Standard deviation indicates the average deviation of all collected values from the mean value. And lastly, range indicates the margin between the lowest and the highest collected observation value.	Comment by Translator: Mary:  A research link is attached to this term.  https://www.scribbr.de/statistik/varianz/
Descriptive data analysis, which describes the data by means of samples or by clear key figures or graphical representations, is suitable for the quantitative evaluation of data.
When mapping the values of a surveyed sample, inferential data analysis is based on the characteristics of a complete survey that typically cannot be completely surveyed in reality, as previously noted.Interferential data analysis
Infers the characteristics of an unsurveyed population from the surveyed sample population.

Interpretation problems
Problems in interpreting data from a measurement typically arise when the variables and scales are not correctly or clearly defined during operationalization.

Survey Study Examples
The most significant examples of survey studies are listed below. These can also be found online on the internet portals of the individual providers (Häder, 2010, pp. 292 – 299).
ALLBUS
The acronym ALLBUS stands for Allgemeine Bevölkerungsumfrage der Sozialwissenschaften (General Population Survey of the Social Sciences) and is a survey conducted in Germany approximately every two years with a sampling of approximately 2000 to 4000 respondents. The survey was first conducted in 1980, and since 1986, the ISSP survey has also been conducted in combination with ALLBUS.
ALLBUS is based on personal interviews by means of a questionnaire on the attitudes, behavior, and social structure of the population. The survey has been conducted since 1980 with the aid of a CAPI system (computer assisted personal interview), i.e., by an interviewer with a specialized computer. 
ESS
The European Social Survey (ESS) is a social science survey on social and political issues that has been conducted in over 30 countries since 2002. The ESS is considered one of the best international comparative studies in Europe and aims to make selected social science data publicly available. The ESS survey consists of a short verbal interview of approximately 30 minutes and a written questionnaire test.
Microcensus
The microcensus is a statistical data collection within the framework of a census, focusing on the economic and social situation of the population. The survey is conducted in different households of the population, ensuring representivity within the survey, i.e., a clear relationship between empirical and numerical relatives. This approach secures the statistical validity of the study by mapping a small sample to the entirety of the population.
The microcensus therefore equally serves as a source of information, a basis for decisions, as well as a source of studies for policymakers, academics, and the media, and is also publicly accessible.
Furthermore, the microcensus data are also used to produce projections for official and non-official agencies. Most of the questions in the microcensus are mandatory. However, some questions can be answered voluntarily. The microcensus survey is conducted either by employees of the respective state statistical office in a structured interview or by means of a standardized, written (online) questionnaire of the respective federal state among approximately 300,000 to 800,000 households.
Interested researchers and users can request the data for research purposes from the German Federal Statistical Office as ASCII files on a CD-ROM and have them delivered.
SOEP
The socioeconomic panel (SOEP) is an annual representative survey of households in Germany, conducted by the Leibniz Association since 1984, with a sample size of approximately 30,000 to 40,000 individuals.
The data obtained in the SOEP are used to observe and analyze political and social changes and can be utilized by researchers and analysts to evaluate and answer sociological, economic, and demographic questions. In contrast to the microcensus, participation in the SOEP survey is voluntary. The focus of the SOEP survey varies annually and focuses on objective characteristics such as income, as well as subjective characteristics like personal satisfaction with current living conditions.

Self-Check Questions
1. How is a standardized questionnaire structured?
A questionnaire is structured as follows:
1. Questionnaire title
2. Introduction to the topic and structure
3. Questioning on different topics in structured units
4. Numerical data
5. Summary and evaluation
6. Conclusion and acknowledgement

2. What is meant by a measurement?
In the context of social research, a measurement is defined as a mapping between items and corresponding indicators and numerical values, realized by structurally accurate mapping and a prescribed scale. 

3. What is meant by a scale?
In an abstract sense, a scale defines the properties and quantitative characteristics of the isomorphic or homomorphic mapping between the individual items of an empirical and a numerical relative.	Comment by Translator: Mary:  The term isomorphic (isomorphen) is not referred to within this section.

4.4 Sampling and Sampling Evaluation
Sampling and sampling evaluation, as a statistical procedure (Schnell, 2013, pp. 255–305), is a representative selection of elements from a set that is used to obtain quantitative assertions regarding a specific subject matter of research. A key term in this context is population, which refers to the totality of all items about which a statement is to be made. A distinction is made here in that the population sample consists of the set of all data that can actually be collected. For the most part, it does not correspond to the actual population or a complete survey due to poor data quality. Therefore, it is important to be aware of the different types of samples to enable the formulation, substantiation, and analysis of relevant research approaches, even with an incomplete data basis. In summary, the terms population, complete survey, sample, population sample, and inference population are defined and once again explained in detail.

Population
Population is the set of items or elements of a statistical unit about which scientific assertions are to be made within the scope of a quantitative empirical study (Döring & Bortz, 2016, p. 292). For example, the population of the ALLBUS-1980 survey is defined as “All persons with German citizenship living in private households in the German Federal Republic and in West Berlin at the time of the survey and born no later than 01 January 1962.”
In the given example, a complete survey, i.e., covering all persons living in private households in the German Federal Republic and in West Berlin and born no later than 01 January 1962, is theoretically possible. However, due to effort and expense, it is generally sufficient and preferable to only survey a sample, i.e., a representative segment of the population, rather than conduct a complete survey.

Complete Surveys and Samples
By definition, if all items of a defined population are examined, this is referred to as a complete survey (Döring & Bortz, 2016, p. 293). If the population is manageable and easily accessible, a complete survey is possible. In contrast, a complete survey is necessary if a population is very small and heterogeneous, since a random sample would miss the overall picture (Döring & Bortz, 2016, p. 293).
Since it is typically not possible to cover the entire population, partial surveys or sample studies are carried out instead. And because they can be conducted and evaluated more quickly, they are typically preferable to complete surveys for reasons of research economics (Döring & Bortz, 2016, p. 294).
Samples need to be distinguished based on how the elements from the population are drawn into the sample. Basically, a distinction must be made between random (probabilistic) selection methods, in which the sample is selected according to a statistical random procedure, and non-random (non-probabilistic) selection methods (Döring & Bortz, 2016, p. 294). Random sampling methods can only be meaningfully applied for large samples in the context of quantitative research, whereas non-random sampling methods are primarily applied in qualitative research but are also relevant to quantitative research.

Population Inference and Population Sample 
The distinction between population, population sample, and inference population is important in statistical data collection and analysis.
Ideally, in a statistical data collection, a list of all elements of the population is available from which a sample can be drawn. If this is the case, all elements have a positive probability sampling, which implies a congruence between the population and the population sample (Döring & Bortz, 2016, p. 294). However, due to imprecise definitions or poor data quality of a population, not all intended elements of the population may have a positive probability sampling. This means that the population sample is smaller than the population.
For example, a car repair shop wants to know how satisfied its customers (population) are with their service and uses its customer directory for this purpose. However, since the directory is not kept very tidy, some customers’ contact details, such as telephone or email address, are missing. This means that only a part of the customers (population sample) can be reached. If not all of the contacted customers respond, the results of the survey cannot be related to all of the surveyed customers, but rather only to those customers who have provided information. These are then the inference population.
Another example pertains to the ALLBUS-1980 survey. There are certain individuals with German citizenship who are living in private households in the German Federal Republic and in West Berlin at the time of the survey and who were born by 01 January 1962 at the latest, but who are not or were not yet officially registered at their place of residence. Although they are relevant to the target population, they are not included in the population sample because the records do not actually appear in the collected dataset since the corresponding persons are or were (temporarily) not officially registered.
Ideally, the data quality is at a good level, so that an almost exact matching between the (targeted) population and the population sample is possible. If this is not the case, then a coverage error exists. Undercoverage occurs when elements are missing from the sampling frame, and overcoverage occurs when elements that do not belong to the population appear in the sampling frame, or elements that do belong appear several times (Döring & Bortz, 2016, p. 295).
Furthermore, the types of samples can be classified according to the characteristics of the data structure.

Types of Samples for Quantitative Studies
As previously noted, samples form the data basis of a quantitative study on specific research questions.
The types of samples that can be distinguished in quantitative social research are described in detail below.
Random samples
Random samples, or probabilistic samples, are characterized by the selection of investigation units from the population using a random statistical procedure (Döring & Bortz, 2016, p. 310).
This means that the elements must be randomly selected from the population and the probability with which an element is selected must be specifiable. Random samples can be divided into simple random samples, stratified samples, cluster samples, and multistage samples.
Simple random samples
Simple random samples refer to instances where each element of the population has the same probability of entering the sample and the draws from the population are independent of each other (Schirmer, 2009, p. 175).
However, drawing a random sample requires the availability of a complete list of the population, known as a sampling frame (Döring & Bortz, 2016, p. 310). For example, an enrollment directory represents a complete sampling frame of the population of all students at a university.
Stratified random samples
If random samples of the study items are not directly drawn from the population, but rather from strata (subgroups), this is referred to as a stratified random sample. The strata result when the population is structured according to a characteristic relevant to the research problem (Döring & Bortz, 2016, p. 312). An illustrative example of dividing a population into strata is the division of the ALLBUS-1980 survey population into age groups. Here, when establishing the population, several populations are defined by the respondents’ age using the intervals 0–10 years, 10–20 years, etc. This makes the strata clearly distinguishable and provides the advantage that, e.g., the selection of a surveyor can be more precisely adapted to the needs of the respondent and thus a suitable and more accurate survey can be conducted.
Cluster samples
A cluster sample, or a lump sample, is a random sample from a particular part of a population. It is suitable when a population consists of many groups or naturally related sub-collectives (clusters) (Döring & Bortz, 2016, p. 314). The sampling frame of a cluster sample is thus the complete list of clusters from which randomly selected clusters are each investigated in full.
For example, when studying school children, the cluster sample can be composed of several randomly selected school classes (clusters).
Multistage samples
In practice, the specific data situation is typically so complex that a multistage sampling method is required for statistical evaluation. In the multistage sampling method, a gradation criterion (characteristic) is first determined, according to which the population is divided into subpopulations. Then, a random sampling of the subpopulations is carried out. A random sample of the observational units is then determined from these randomly sampled subpopulations.
Multistage sampling methods represent a generalization of cluster samples or stratified samples with the additional aspect that the division of the population into different subgroups is not through a standard deterministic approach, but rather by a sampling.
Non-probabilistic samples
In addition to random samples (probabilistic samples), there are also non-probabilistic samples that play an important role in quantitative research: convenience sample and quota sample.
Convenience samples
Convenience samples are based on a random sampling of cases that are currently available. It is very commonly used in quantitative academic social research because it involves the least effort and expense. Examples of convenience samples include online public surveys or surveys of passers-by (Döring & Bortz, 2016, p. 306).
Quota samples
In contrast to random samples, quota samples involve deliberate or systematic intervention in the sampling process. The goal here is to achieve a characteristic-specific representivity of the sample by setting quotas for specific characteristics. However, the distribution of the characteristics in the population must be known to achieve this.
Non-response problem
Finally, it is important to note the non-response problem, which describes the phenomenon of non-response or non-participation in interviews and surveys.
It has been found that very specific groups of people or interests often produce what are known as non-responses. These systematic data gaps, which have steadily increased from approximately 5 to up to 25 percent since the first survey years starting in 1950, can lead to non-response bias, i.e., unintentional misrepresentation and interpretation of data.

Self-Check Questions
1. What types of statistical samples are distinguished between in standardized survey research?
A primary distinction is made between simple and stratified random samples, as well as cluster samples and multistage samples.

2. How is the population sample of a statistical data collection defined?
The population sample is defined based on the quality of the population definition and refers to all data of a statistical survey that can realistically be included in a sample by defining the population.

3. What is the difference between a complete survey and a sample of a statistical data collection?
A complete survey is all the data in a statistical data collection that correspond to the population, whereas a sample represents only a selection of data from the targeted population.

4.5 Evaluation of Quality
To close the unit, this final section discusses the evaluation of the merit and quality (Döring & Bortz, 2016, pp. 81–117; Schnell, 2013, p. 491) of empirical studies. Scientific quality is characterized not only by objectivity, reliability, and validity but also, among other things, by the use of objective peer review processes. Peer review refers to an expert appraisal of scientific work by independent experts before it is published in a scientific journal.
After completion of a research project or sub-project within a research project, a goal of the research is to publish new scientific results in a scientific journal that are relevant to the public to allow other scientists to share in the knowledge gain. To this end, a scientific work is summarized in the form of a publication and submitted to a thematically relevant scientific journal. Prior to publication, the work is reviewed by two to three reviewers who assess its form and content in what is referred to as a preprint. The work is either approved for publication or rejected after the reviewers and editors have incorporated further comments and remarks.
The presentation of scientific results serves not only as an instrument for presenting one’s own results to gain scientific prestige and research funding, but it also aims to integrate objective criticism and ideas into current research.
Scientificity Standards
The continuous evaluation, professional discussion and evaluation of the results on a research question or a research topic are paramount in scientific quality management. The targeted research project must align with the overall concept of the research. Both in terms of content and overall context, new findings should develop during the process, or at least existing findings should be clearly confirmed or supplemented.
Alongside the classification in the existing scientific research context, the established research methods and techniques of scientific work must be applied as a further criterion for compliance with scientific quality in the processing of research questions (Döring & Bortz, 2016, p. 85). The methodology selected, in conjunction with the individual methods of data collection and analysis, must be scientifically recognized and fit the respective research problem.
Another very important criterion of scientificity is the orientation toward scientific and research ethics (Döring & Bortz, 2016, p. 86). For example, a study loses its scientific character if ideas are stolen, data are manipulated, or respondents are compromised.
A fourth criterion of scientificity is intersubjective traceability. This means that the individual steps of the research project must be documented in writing and the data material must be archived (Döring & Bortz, 2016, p. 86).

Scientific Quality Criteria
According to Döring and Bortz (2016, p. 89), if these four standards of scientific rigor are met in principle, the next question is whether the scientific study is good, average, or somewhat poor. To evaluate this, the four criteria, content relevance, methodological rigor, ethical rigor, and presentation quality are used to supplement the four scientific standards (Döring & Bortz, 2016, p. 89):
· The relevance in terms of content indicates the extent to which the results of the study contribute to the advancement of scientific knowledge and the solution of practical problems.
· Methodological rigor is a measure of how sophisticated the selected methods are and how well they are suited to address the research problem.
· Ethical rigor indicates how consistently the individual standards of scientific ethics are met.
· Presentation quality is the criterion for the extent to which a study is complete, well-structured, and easy to read.

Standardized Questionnaire Quality Criteria
When conducting a scientific study, it is advisable to orient the individual work steps toward the four criteria of scientific quality from the very beginning. In quantitative research, these are differentiated in a specific way (Döring & Bortz, 2016, p. 93). This particularly includes the methodological rigor criterion with the sub-criterion, validity.
It is essential that the data and results presented can be used to draw conclusions about the theoretical constructs studied, such as intelligence. In addition, evaluations and associated assertions must be valid and reproducible, i.e., for example, the question arises as to whether the research design and the range of responses are based on scientific methods and are actually standardized, i.e., are reproducible, in particular.
Important questions to consider: Are the results transferable to other locations and time periods, or dependent on occurrences in the surrounding area? Were evaluations and statistical methods carried out with sufficient diligence? Are the collected data sufficiently homogeneous and independent of the selection of surveyor and respondent? How much do the results change when the questions are slightly varied?
In general, the more quality requirements (quality criteria) are met in the design of a questionnaire, the more scientific it is (Moosbrugger & Kelava, 2020, p. 15).
When creating a questionnaire, the following quality criteria for standardized survey research must be observed:
· Validity: Does the questionnaire actually measure the characteristic that is to be measured according to the research question? (Moosbrugger & Kelava, 2020, p. 15). If, e.g., employees’ satisfaction with the corporate culture is to be recorded, a valid questionnaire must measure various aspects of the culture, such as handling mistakes, collegial interaction, or lived values, in order to be considered valid.
· Reliability: Reliability refers to the measurement accuracy of a test or the reliability of a questionnaire. A questionnaire is considered reliable if the results are repeatable. For example, repeated completion of an employee satisfaction questionnaire by an employee at different times should produce the same results.
· Objectivity: A questionnaire is objective if the entire procedure, consisting of test materials, presentation, evaluation, and interpretation rules, is so precisely defined that the survey can be conducted independent of place, time, and evaluator and still generate the same result from the study participant with regard to the characteristic investigated (Moosbrugger & Kelava, 2020, p. 18).
· Data quality: Are the collected data complete, representative, and presented without errors? In questionnaires, answers may be missing, e.g., if the respondent does not have an opinion. In the same situation, however, an answer can be overlooked. This is not a problematic issue if the missing values are random. However, this is problematic in instances of systematic omissions, as sometimes occurs with sensitive questions. This can lead to a bias within the results.
· Response rate: The response rate indicates how many completed questionnaires are returned within the specified time based on the total number of respondents. A high response rate is sought to ensure the representivity of the data. Low response rates must be checked for systematic causes, since these could lead to sample bias (Döring & Bortz, 2016, p. 296). According to an example by Döring and Bortz (2016, p. 296), a systematic bias emerges if the non-response bias among employed persons in a telephone survey is significantly higher than among pensioners because the calling times fall within typical working hours.
· Standardization: Are the collected data sufficiently homogeneous and independent of the choice of location, time, and persons, as well as question selection? Standardization is intended to eliminate confounding effects and achieve comparability between respondents.

Self-Check Questions
1. What are the typical methods for scientific quality management?
Scientific quality management is carried out based on standardized procedures such as peer review, mutual assessment, and validation of methods and research designs.

2. Why must low response rates be checked for systematic causes?
Systematic reasons for a low response rate can lead to sampling bias.

Summary
Standardized survey research, a subfield of science and more specifically, a subfield of opinion and survey research, uses a standardizes survey process to make appropriate assertions about previously clearly defined and non-modifiable research questions within specified correlation and measurement error limits as part of a well-defined process sequence.
The measurement process of standardized survey research is defined and characterized by a suitable operationalization with determination of variables and selection of appropriate measurement methods with associated scales and units to quantitatively measure and analyze specific characteristics. The actual attention and the main achievement of standardized survey research, which is always determined by primarily non-deterministic correlations between the original question in the experiment and the final analysis after the process of data collection, is focused on the preparation and design of suitable questions and measurement variables. Unlike in natural sciences, the focus is not on the measurement process and the data collection itself.
In contrast to the natural sciences, the assertions of quantitative social research are not fundamentally based on the causality principle of cause and effect. Instead, they are solely based on suitable, ideally non-subjective correlations between the questions in the standardized questionnaire and the actual experiment, i.e., measurement through audit sampling for statistical evaluation.	Comment by Translator: Mary:  The specific term audit sampling (Stichprobenerhebung) is not used within the body of Unit 4.


Unit 5 – Experimental Research

Study Goals
On completion of this unit, you will be able to ...
... name the most significant fundamental concepts and fields of application of experimental research.
... understand and explain the main goals and tasks of experimental research.
... present the basic experimental process steps in a study.
... design and conduct simple experiments by determining variables and scales.
... evaluate an experimental project in a scientific manner in terms of feasibility and usefulness.






5. Experimental Research

Introduction
“No amount of experimentation can ever prove me right; but a single experiment can prove me incorrect” (Albert Einstein, 1879–1955, German-American physicist).
Experimental research refers to the field of natural sciences that involves the empirical determination and verification or refutation of scientific theories and hypotheses. The principal goal and fundamental achievement of applied natural sciences is the design and implementation of highly complex and scientifically demanding experiments for the collection of quantitative data. Through data analysis, the overall context can typically be inferred in the experiment from one or a few series of measurements or repetitions of an experiment, based on the cause-and-effect principle, without the need for further evidence or measurements. Accordingly, a predictive theory can be formulated with hypotheses that include predictions, which are proven to be true when a series of measurements are repeated.

Example from Experimental Physics: The Galton Board
As an introductory and very simple example of the process steps of a scientific study, let us assume that we want to verify a central limit theorem using an experiment. Lindeberg-Lévy’s central limit theorem is a theorem from the probability theory of mathematics and statistical physics stating that “probability distribution, which describes processes of a set of random variables with random character, becomes Gaussian distributed, that is, normally distributed, in the limit of independent variables with finite variance.”
To experimentally verify the central limit theorem, the corresponding mathematical description must first be mapped onto an experimental system. Let us assume that we are dealing with  variables that are independent of each other and statistically distributed randomly. This is the case when no influence on the measured values of the  variables is possible. A simple experimental structure describing such a statistical ensemble is a collection of identical  balls whose configurations can be randomly, i.e., non-deterministically, arranged by means of a particular random dynamic process, e.g., rolling or dropping.
Experimental Structure of a Galton Board
[image: ]
In the structure of a Galton board, as shown in the figure above, such a random process of the location distribution of variables can be realized in the experiment, assuming the interaction is neglected by approximation and there is an adequate supply of balls. The  balls in this structure are dropped through a slanted board with evenly spaced pegs, and then the location distribution of the balls is determined as a function of the relative distance  from the center of the board by determining the number of balls per unit interval of the collection setting, which is divided into equally sized hoppers for collecting the balls. When counting the balls, a Gaussian distribution is approximated in the limit value of a very large number of balls, which was to be proved experimentally and empirically. The figure below further illustrates this.
Histogram for Galton Board Number of Balls
[image: Abbildung-5.2.png]
Source: Otten, 2019, p. 11.
Each repetition of the experiment approximately results in a similar distribution.

5.1 Fundamentals, Goals, and Process Steps
Now that an introduction has been presented by way of example, the fundamentals of experimental research are described in this unit. Alongside this, the unit defines the fundamental concept of experimental research presents the goals and basic process steps of the same.

Experimental Research
While the experiment initially entered the field of natural sciences under the influence of Francis Bacon in the 17th century, it also found its way into social sciences in the 19th century – via psychology (Kubbe, 2017, p. 88). Social science experiments essentially differ from natural science experiments in that it is not an item, but rather an experiencing participant (subject), i.e., a voluntarily participating human being, who appears as a study participant and carries out specific tasks in a controlled situation (Kubbe, 2017, p. 88). 
A line of experimental research was also established in economics at the beginning of the 20th century and was applied to address the evaluation of economic theories, such as individual behavior in economically relevant decision-making situations (Kubbe, 2017, p. 88).
Experimentation that follows the model of traditional natural sciences is considered the most reliable method for establishing causal relationships in the field of social phenomena. Experimental research involves verifying and developing scientific theories and their measurement results based on the cause-and-effect principle. In this process, the experiment proceeds by varying at least one independent variable under controlled conditions according to an experimental design and subsequently observing and measuring the effects of these changes in a dependent variable.
The procedure is as follows: Based on a theoretical hypothesis, an experimental question is first discussed, through which the initial hypothesis is either confirmed, expanded, or refuted through experimentation and subsequent analysis of the results. The principle of causality is essential to the generalization of experimental evidence for an overall theory. Only when an effect, induced by a cause of a single variable measured in an experiment or a relationship measured in an experiment, is fundamentally consistent in each repetition of the experiment can a generally valid theory be inferred from a single measurement of the result of the measurement (by applying mathematical methods).

Experimental Research Goals
An essential goal of experimental research is to prove and disprove hypotheses of a theory through experiments. According to Döring and Bortz (2016, p. 194), the experiment is considered the “royal road to knowledge” when it comes to testing causal hypotheses. This is because, in an experimental study, the cause-effect relationships assumed in a hypothesis are actively established while eliminating human-related and study-related confounding effects. Here, at least one experimental group is compared with a control group (Döring & Bortz, 2016, p. 194).
According to Koch et al. (2019, p. 11), experimental research is characterized by researchers systematically manipulating a potential cause (independent variable/IV) and measuring its effects (dependent variable/DV) while maintaining consistency in the circumstances surrounding the experiment.
According to Roth (1995), experimental research primarily pursues three goals that contribute to the advancement of scientific knowledge in addition to demonstrating causal relationships between variables:
· Testing and further development of causal theories.
· Systematic acquisition of empirical data material.
· Dialogue with political decision-makers.
Verification and further development of causal theories
The extent to which theories and formal models can be verified and further developed depends on how well experimental research can be applied to specific political science, social science, or economics questions and how valid the implementation is (Kubbe, 2016, p. 32). Theories and hypotheses must be transferred as accurately as possible to the corresponding experimental designs.
The systematic acquisition of empirical data material
The goal of systematically acquiring empirical data is to generate new findings based on this material (Kubbe, 2016, p. 32). Various explanatory factors, as well as contradictory empirical results from previous studies, are verified and new hypotheses are formulated as a result. Alternative explanations or mediating effect mechanisms of existing findings are tested, or the boundary conditions for already proven causal relationships are specified (Kubbe, 2016, p. 32).
Dialog with political decision-makers
According to Kubbe (2016, p. 33), the third goal involves testing assumptions under specific environmental conditions or the effects of, e.g., policy innovations, to verify theories, as well as to derive concrete policy recommendations or policy advice. For example, policy instruments, such as the introduction of laws, can be 
examined under deliberately artificial conditions to determine their functionality in different contexts, such as in different federal states.

Requirements for an Experiment
According to Kromrey (2016, p. 86), the focus of the traditional experiment is the endeavor to create conditions for data collection in which only the cause-effect principle between action and effect comes into play. In addition, conditions where the type and intensity of the assumed causal effects can be clearly established and measured must be ensured.
To fulfill the first requirement, the influencing variable presumed to be the cause is introduced into the investigation situation by the researcher in a controlled manner. As much as is possible, all other influencing variables must be rendered ineffective (Kromrey et al., 2016, p. 86). 
To fulfill the second requirement, a comparison situation, in which the presumed cause does not act but is otherwise identical to the experimental situation, must be created parallel to the experimental situation (Kromrey et al., 2016, p. 86).

Experimental Variables
An experiment is conducted to explore the relationship between variables. Variables are values that can change while conducting an experiment. They are distinguished according to their role or function within the experiment (Kubbe, 2016, p. 34). The variables that are manipulated by the researcher are the independent variables (IV). Their value is independent of other variables in the investigation. According to Kubbe (2016, p. 34), the IV represents a cause in terms of discovering the causal relationship intended by an experiment. Depending on whether one or more independent variables are simultaneously manipulated, a distinction is made between single-factor and multi-factor experiments.
In a scientific experiment, the effect of the variation of the independent variable on at least one other variable is observed and recorded. This variable is called the dependent variable (DV), since its value depends on changes in the independent variable. Thus, in the context of the causal relationship under investigation, the dependent variables represent the effect. Depending on the number of dependent variables observed in the experiment, reference is made to univariate experiments if one DV is observed, and multivariate experiments if there are multiple (Kubbe, 2016, p. 35).
Three necessary conditions must be met to prove a causal relationship between the independent variable and the dependent variable (Kubbe, 2016, p. 35):
· The cause must chronologically precede the effect.
· Cause and effect must covary, which means that the two must vary together.
· Other explanations for the relationship between the cause and the effect must be excluded.
Thus, when investigating whether and how the different characteristics of the independent variable X affect the dependent variable Y, researchers must eliminate or control potential effects that can emerge from other variables. These are referred to as confounding variables (ceteris paribus clause) (Kubbe, 2016, p. 35).
Experimental Variables	Comment by Translator: Mary: Here, the term disturbance variables in the Graphics document should be changed to confounding variables.
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Control Techniques
The control of an experiment’s research procedure plays an important role in the success of the investigation. The key explanatory variables that are manipulated are controlled. Additionally, confounding factors are controlled through randomization, which means that the study participants from a complete study sample are randomly assigned to individual experimental study groups. Randomization is considered one of the most important defining characteristics and hallmarks of a well-conducted experiment (Kubbe, 2016, p. 37).
The purpose of randomization is to ensure an equal distribution of known and unknown confounding factors across all groups to allow a comparability of individuals in experimental groups. Therefore, by randomly selecting participants and randomly assigning them to either the experimental or the control group, the goal is to ensure that possible confounding variables are equally distributed among the different experimental groups so the groups only differ with respect to the independent variables.
Random procedures include, e.g., the lottery procedure (e.g., 50 draw lots are assigned to Group 1 and 50 draw lots to Group 2), the coin toss procedure (e.g., a study participant is assigned to Group 1 if the coin lands on heads, otherwise they are assigned to Group 2), or the generation of random numbers (e.g., with a pocket calculator, if the random number is even, the study participant is assigned to Group 1, if it is odd, the study participant is assigned to Group 2). For example, to obtain groups of equal size rather than a larger group when tossing a coin, it makes sense to always divide two study participants at the same time using the random principle. Then they can be divided according to the following rule: If the coin shows heads, the next participant is assigned to Group 1 and the one after that to Group 2 (Huber, 2019, p. 106).
Despite the random principle, unequal groups can occur in terms of the known and unknown influencing factors, similar to a roulette game where red is landed on ten times in a row, even if this is rather unlikely. Even with the random principle, the risk of unequal groups occurring proportionately increases as the sample size to be divided decreases (Huber, 2019, p. 107). The group size should be at least 20 to 30 people to ensure that all variables are evenly distributed among the groups (Kubbe, 2016, p. 39).

Self-Check Questions

5.2 Research Design Types and Designs
In terms of experimental research design, there are two basic types: the between-subjects (participants) design and the within-subjects (participants) design.
A between-subjects design is applied when different groups are compared with each other at one point in time. The subjects of the different groups – the experimental group and the control group – each undergo only one condition (treatment) during an experiment. The goal is to investigate group differences between participants with different treatments.
A within-subjects design refers to studying the same person under two different conditions. This involves measuring the effect of a treatment on the same person (before-after measurement). The manipulation takes place within the group at several points in time.
An example of a between-subjects design: Group 1 is given a placebo (Treatment 1), and Group 2 is given a drug (Treatment 2). The two groups are then compared regarding their different effects.
Example of a within-subjects design: All study participants are first given a placebo (Treatment 1), after which the effect is examined. In the second treatment, they are given a drug (Treatment 2) and the effect is examined. The observed effects of the two treatments are compared to see if they produce different effects.

Types of Experiments
In addition to classifying experiments based on the number of variables (IV: unifactorial, multifactorial; DV: univariate, multivariate), experiments can also be distinguished, among other aspects, according to their goals, the environment, and whether true or quasi-experiments are involved.
Distinction according to goals
When considering which goal an experiment pursues, a distinction is made between three main groups: Test experiments, exploratory experiments, and preliminary experiments (Huber, 2019, p. 74).
Test experiments aim to test one or more hypotheses. Exploratory experiments are used to collect data that enable the formulation of new hypotheses. Preliminary experiments, which are conducted as part of the planning of a test or exploratory experiment, are used to test or improve experiments and their implementation (Huber, 2019, p. 74).
Distinction according to environment
The distinction according to environment concerns the question of whether an experiment should be performed in the laboratory or in the field. The laboratory is an artificial or controllable environment, while the field is a natural and less controllable environment (Döring & Bortz, 2016, p. 205).
Laboratory studies have the advantage that confounding variables, such as noise level, temperature in the room, or the presence of other people, can be influenced or controlled. However, a disadvantage is that the laboratory situation influences the study participants toward exhibiting behavior that is atypical to everyday life. Therefore, generalizing these results to natural situations can be problematic (Huber, 2019, p. 75).
Field studies offer the advantage of replicating everyday conditions as closely as possible (Döring & Bortz, 2016, p. 206). Nevertheless, controlling confounding variables in the field is typically more difficult. This means that the naturalness of an environment might compromise the ease of interpreting the causal relationships in the findings. 
True experiments and quasi-experiments
A true experiment must meet the following two conditions (Huber, 2019, p. 78):
The researcher is able to …
· actively modify at least one independent variable and
· eliminate the effects of relevant confounding variables.
The second condition mentioned above, which involves eliminating the effects of relevant confounding variables, is not fulfilled in a quasi-experiment. In such an experiment, the researcher typically cannot determine which study participant is exposed to which level of the independent variable (Huber, 2019, p. 78).

Self-Check Questions
1. What three necessary conditions must be met to demonstrate a causal relationship between the independent variable and the dependent variable?
· The cause must chronologically precede the effect.
· Cause and effect must covary, which means that the two must vary together .
· Other explanations for the relationship between the cause and the effect must be excluded.

2. What is the purpose of randomization?
The purpose of randomization is to ensure an equal distribution of known and unknown influencing factors across all groups to allow comparability of individuals in experimental groups.

3. What is the difference between a between-subjects and within-subjects design?
A between-subjects design is applied when different groups are compared with each other at one point in time. A within-subjects design is applied when the same person is studied under two different conditions. This means that in the between-subjects design, group differences between participants with different treatments are examined, and in the within-subjects design, the effect of different treatments on the same person is examined.

5.3 Measurement and Manipulation of Variables
In experimental manipulation, a researcher creates the cause, i.e., the independent variable, such that the study participants are presented with at least two manifestations (Koch et al., 2019, p. 81). The varying experimental conditions that result depend on the particular manipulation. When the manipulation is implemented, it is also referred to as a treatment. The carrier of the manipulation is the stimulus, which triggers or initiates a reaction or behavior.
There are four types of manipulation (Koch et al., 2019, p. 82): instruction-based manipulation, environment-based manipulation, social manipulation, and manipulation using stimuli.
In instruction-based manipulation, the variation is in the instruction that the study participants receive. For example, one group can be instructed to read a text as quickly as possible, while another group is instructed to read it as accurately as possible. The advantage is that the degree of standardization is relatively high – particularly in the case of written instructions – and thus also the internal validity. A potential disadvantage is that not all study participants may understand the instructions or interpret them in the same way (Koch et al., 2019, p. 83). 
In environment-based manipulation, the study participant’s environment is modified. For example, lighting, temperature, or background noise can be manipulated in laboratory experiments (Koch et al., 2019, p. 83).
Social manipulation is induced via third parties. For example, the experimenter might engage with study participants from one group in a friendly and approachable manner and in a curt and harsh manner toward the study participants from the other group (Koch et al., 2019, p. 83).
In manipulation using stimuli, experimental variation is achieved by presenting different verbal, audiovisual, or written content. This can be any form of media content presented to the study participant, such as pictures, texts, movies, or audio recordings. In contrast to instruction-based manipulation, where the instructions differ but the stimulus is often identical, study participants are exposed to different versions of the media content in a stimulus-based manipulation (Koch et al., 2019, p. 84).
To ensure the effectiveness of the manipulation, its suitability should be tested in a separate investigation (pretest) before conducting the experiment. For example, if the aim is to show that a cheerful film improves the study participants’ mood and thereby increases their appetite for risk in investments, it must first be proven that the film indeed improves mood. Typically, this is examined on a different sample before the actual experiment.
Self-Check Questions

5.4 Experimental Research Process Steps
The process chain of experimental research is structured as follows:
· Determination of a specific experimental question
· Formulation of a hypothesis
· Operationalization
· Experimental design
· Control of confounding variables
· Sampling
· Implementation
· Data evaluation
· Interpretation and documentation of results
· Presentation of results

Research Question
Like other scientific investigations, an experiment begins with the research question, which is somewhat vaguely formulated in the beginning, but becomes more precise with advanced investigation of the research literature and empirical research results.

Formulation of the Hypothesis
Once the research question has been determined, the hypothesis is formulated, in which an assumption is made regarding a possible relationship between circumstances. Previous research results from the literature and empirical observations, as well as theoretical considerations, serve as the basis for this. Since it is an experiment, it is crucial to define the independent variable – the variable manipulated or varied in the experimental study, and the dependent variable – the variable that changes as a result of the independent variable’s manipulation. For example, if the influence of packaging design on consumer purchasing behavior is to be studied, the package design is the independent variable, and the purchasing behavior is the dependent variable.
A hypothesis for this scenario might be formulated as follows:
The more customers like a product’s packaging design, the more likely they are to select it from the shelf.
In the context of experimental research with statistical evaluation, the null hypothesis is an important concept. It represents a counter-assumption to the expected observations or verifications of the assumed hypotheses of the underlying theory and laws. The null hypothesis thus asserts the opposite of the research hypothesis or negates the postulated effect (Döring & Bortz, 2016, p. 53). In the example above, it would refute the effect of packaging design on purchasing behavior.
Experiments in which the null hypothesis occurs with a probability of more than five percent are referred to as non-significant. In this case, the research hypothesis – also known as the alternative hypothesis – is rejected. If the null hypothesis occurs with a probability of less than five percent, the experiment is classified as overly random or statistically significant, and the research hypothesis is accepted and considered to be provisionally confirmed. If the probability of a null hypothesis is less than one percent, the experimental design is referred to as highly significant.

Operationalization
Operationalization is based on the question of how the theoretical assumption made in a hypotheses can be formulated in such a manner that it can be statistically tested with measurable characteristics. That is, observable phenomena are associated with the hypothesis concepts. Variables are defined, indicators for the variables are determined to make them measurable, and the characteristic values of the indicators are determined.

Experimental Design
Experimental design refers to the structure of the experiment. According to Döring and Bortz (2016, p. 194), the simplest form of experimental design works with a two-step independent variable, resulting in a two-group design (e.g., experimental group versus control group). For example, if the hypothesis that children learn English vocabulary words more effectively with a cell phone learning program than with a conventional textbook (independent variable: learning form with the characteristics cell phone learning program vs. textbook) is to be tested, the learning success must be measured as the dependent variable (e.g., number of vocabulary words learned after one week) (Döring & Bortz, 2016, p. 194). The experimental design could then emerge as follows. First, a sociodemographically homogeneous group of study participants is recruited. These can be students from the same grade level who have not yet had experience with cell phone learning. These recruited participants would then be randomly assigned to either the control group or the experimental group. Those in the control group are provided with a textbook and those in the experimental group are provided with a cell phone learning program. Then, the number of English vocabulary words learned (dependent variable) in the two groups are counted after one week to measure learning success (Döring & Bortz, 2016, p. 194).

Control of Confounding Variables
Confounding variables those not included as independent variables in the hypothesis, but nevertheless influence the dependent variable. Thus, a confounding variable that can arise in the example above may be parents who encourage their children to varying extents, the time at which the students learn (in the morning when they are well-rested, or in the evening when they are tired), the environment in which they learn (quiet or noisy), or even how much they sleep. The confounding variables must be neutralized to truly attribute the effect on learning success to the manipulation of the independent variable – in our case, the use of a cell phone learning program or textbook (Döring & Bortz, 2016, p. 196).
There are two types of confounding variables: person-related and environmental or study-related confounding variables. Person-related confounding variables refer to systematic differences in the personal characteristics and prerequisites of the study participants (Döring & Bortz, 2016, p. 196), e.g., different motivation levels. Environmental or study-related confounding variables refer to differences in the treatment of the various study groups that have no bearing on the independent variable, e.g., if one group is more strongly supervised by the researchers (Döring & Bortz, 2016, p. 196).
In order to control person-related confounding variables in an experiment, sociodemographically similar participants must be involved from the outset and randomly assigned to experimental and control groups. For example, the participants can be divided between the two groups using the coin toss procedure. It is extremely unlikely that, after randomization and with sufficiently large groups, highly motivated participants are predominantly in one group and the less motivated participants are predominantly in the other group (Döring & Bortz, 2016, p. 196).
If possible, environmental or study-related confounding variables are eliminated in the experiment, kept constant, or recorded during data collection. Experiments often take place in the laboratory to control these confounding variables (Döring & Bortz, 2016, p. 196).

Sample Selection
The sample size needs to be determined before the selection process begins. The size of the sample indicates how large the sample must be, at minimum, to make assertions about the totality of the values investigated. Among other factors, it depends on the size of the expected differences between the groups and the variation among the study participants (Huber, 2019, p. 82).
Among other reasons, estimating the required sample size is important because too large a sample means an unnecessary waste of time and resources, and too small a sample will produce results with too much variability (Ebster & Stalzer, 2017, p. 193). According to Ebster and Stalzer (2017, p. 193), the sample size primarily depends on circumstantial (e.g., accessibility of study participants), personnel, time, and financial considerations. The desired accuracy of the results also plays a role.
Nevertheless, when determining the sample size, the following questions must be considered from a scientific perspective (Ebster & Stalzer, 2017, p. 193):
· What is the variability of the population under investigation? Is it rather homogeneous or heterogeneous? If it is quite heterogeneous, a larger sample must be taken in order to capture this variability.
· With what accuracy must a result be examined? The greater the requirement to obtain the true result for a population from the sample, the larger the sample must be.Variability
In statistics, this refers to the difference in the observed values of a metrically scaled characteristic or in the values of a random variable.

· How many sample subgroups are desired for data analysis? The more subgroups desired, the larger the total sample must be to obtain a sufficient number of study participants per subgroup, enabling reliable assertions about their characteristic values.

Implementation
The implementation refers to the specific procedure of the experiment, which must be precisely defined. This includes the tools and equipment are used, how the data are collected, and how the study participants are treated or instructed. The instruction is akin to a manual for the study participants. The most important criterion of the instruction is that it should always be provided in the same manner as much as possible.
When implementing an experiment, it is also important to ensure that the measurements and measurement structure can be objectively reproduced by anyone.
Data Evaluation
The hypothesis is tested with the data from the empirical study, which are evaluated using a suitable statistical procedure. Depending on the result, the hypothesis is either accepted or rejected. Since the collected data are realizations of random variables, the truth of a hypothesis cannot be definitely determined in most cases. Therefore, attempts are made to control the probabilities of incorrect conclusions that correspond to a test at a given significance level. These tests are also known as hypothesis testing or statistical significance testing (Döring & Bortz, 2016, p. 659). The focus here is on whether or not an empirical research result has become statistically significant.Statistically significant
The result of a statistical test is statistically significant if the sample data deviate from a predetermined assumption (the null hypothesis) to such an extent that this assumption is rejected according to a predetermined rule.

The statistical significance test is an inferential statistical procedure, which means that assertions are made about hypotheses concerning a population based on sample data (Döring & Bortz, 2016, p. 662). This means that a population’s characteristics are postulated in order to then check the extent to which the postulated characteristics of the population (theory) can be confirmed by data collected from samples (empirics) (Bortz & Schuster, 2010, p. 97).
A null hypothesis model is devised for this purpose, i.e., a probabilistic model that assumes that the null hypothesis is valid in the population, and the probability of the sample result found is determined against this background (Döring & Bortz, 2016, p. 661). If the sample result is very unlikely under the assumption of the validity of the null hypothesis, or if it does not align well with the null hypothesis model, then a statistically significant result exists: the null hypothesis is then rejected. The rejection of the null hypothesis indirectly confirms the research hypothesis (Döring & Bortz, 2016, p. 662). 
In the example of the cell phone learning program, the research hypothesis presumes a relationship between the learning method and the learning success. That is, there is a nominal-scaled variable (cell phone learning program or textbook) and a metric variable (the number of vocabulary words learned). The null hypothesis, which must be stated as the opposite of the actual conjecture, postulates that there is no relationship or effect between the learning method and learning success. It therefore states that any differences found in the experimental group and the control group are only due to chance.
A wide range of significance tests exist from which the most suitable must be selected for the hypothesis to be tested.
Among other things, the selection of a suitable significance test or hypothesis test depends on the following aspects (Döring & Bortz, 2016, p. 660):
· What type of hypothesis is to be tested. There are various types of hypothesis. These include difference hypotheses (e.g., “Men and women differ in how they invest their money”); relational hypotheses (e.g., “There is a correlation between gender and the way one invests one’s money”); change hypotheses (e.g., “A workshop on the subject of money can change the way one invests their money”); and individual case studies (e.g., “Mr. Müller wants to start a family and therefore chooses a low-risk investment”).
· How many variables are to be considered, e.g., univariate, bivariate, or multivariate analysis. In univariate analysis, only one variable is statistically evaluated. For example, the body weight of ten people is measured and then a mean value or average is calculated. However, in order to analyze correlations between characteristics, at least one additional variable is needed, such as height. This is then referred to as a bivariate analysis. The presence of more than two variables, such as age in addition to body weight and height, is referred to as a multivariate analysis.
· What measurement scale the variables have (nominal, ordinal, interval, or ratio scaled data).
· What sample size is available.
· What distribution properties the data have (e.g., normal distribution),
· Whether differences within or between groups are measured and whether these groups are independent of each other.
The statistical test selected on the basis of the above criteria is then used to calculate a -value. It indicates the probability with which the measured result of the sample could have occurred if the null hypothesis is true. Consequently, it determines whether discovered differences between groups or correlations between variables may have arisen solely by chance. The smaller the -value, the smaller the probability that the observed data can occur under the null hypothesis. The -value is one of the most important results of a statistical test used to test hypotheses.
Statistical tests
The -value can be calculated with a suitable statistical test that is selected based on the above criteria. Three such tests are briefly outlined below as examples:
· Regression analysis
· T-test 
· ANOVA 

Regression analysis
Regression analysis is used when relationships between ratio or interval-scaled variables are to be investigated. These can be two or more variables. This means that correlation hypotheses are tested. Example: How does a study participant’s frequency of visits to the hairdresser change yearly if their monthly income increases?
Three types of questions can be addressed using regression analysis:
· Causal analysis: It examines whether a correlation between the independent variable and the dependent variable exists – and if so, how close it is.
· Impact analysis: It aims to understand how the dependent variable changes when the independent variable changes.
· Prediction: It examines whether the measured values of the dependent variable can be predicted by the values of the independent variable.
Regression analysis is based on a linear model. This means that the dependent variable is described as a function of the independent variables. A simple linear equation may look like this:


Here,  is the dependent variable,  is the independent variable, [image: ] is the intercept or starting point of the regression line, [image: ] is the regression coefficient, which denotes the slope (change in the dependent variable Y when the independent variable  increases by one unit), and [image: ] denotes the error value, the part of the dependent variable that cannot be explained by the independent variable. The slope can be either positive or negative, depending on whether the symbol preceding [image: ] is positive or negative.
If the relationship between several independent variables and one dependent variable is to be explained, this is referred to as multiple regression analysis. The equation is then extended by a further regression coefficient. For example, when examining how the number of hairdresser visits changes yearly with an increase in income, gender could also be introduced as a second variable (X2). Then the equation would look like this:
 
Regression analyses can be conducted with various statistical programs, such as SPSS, Excel, or Jasp.
T-test
The t-test is used to examine whether there is a difference between two groups with regard to an interval-scaled variable. The mean value X is used for this purpose. To explain this, the example of the two groups of students learning their English vocabulary words in different ways is revisited. One group learns in the conventional way with a textbook, while the other learns with a cell phone learning program. The research hypothesis (H1) is that the group using the cell phone learning program will learn more vocabulary words in the same amount of time than the group of students learning with the textbook. The dependent variable is the metric-scaled number of vocabulary words learned. The null hypothesis (H0) asserts that a relationship between the learning method and learning success does not exist.
Thus, the hypotheses tested by the t-test are abstract:
H0: There is no difference between the two test groups
H1: There is a difference between the two test groups.
The goal now is to discover whether the cell phone learning program has an effect. To accomplish this, the average number of vocabulary words learned in the cell phone learning group is compared with the average number of vocabulary words learned in the group that learns in the conventional way with a textbook. Assuming the average number of vocabulary words learned per week is X1 = 20 for the experimental group and X2[image: ]  = 14 for the control group, it can be descriptively seen that the number of vocabulary words is higher in the experimental group. However, to ensure that this effect did not simply occur by chance in this sample, but rather is also to be expected in the population – i.e., in all other students in the same grade – the t-test is calculated. This test provides the likelihood of finding such a difference of six learned vocabulary words in one week, assuming no difference in the population. Consequently, the t-test calculates the probability of the mean difference’s occurrence, under the assumption of the null hypothesis. If the probability of the difference occurring – the six vocabulary words in our example – is sufficiently low, the null hypothesis can be rejected and a significant difference between the two learning methods can be assumed. In other words, it is very unlikely that the result found is only due to chance. This therefore indicates a significant, i.e., statistically significant, result.
ANOVA
ANOVA can also be used to compare the mean values of several groups. ANOVA stands for analysis of variance. It is an extension of the t-test, which compares the mean values of a maximum of two groups. ANOVA examines whether at least two of the three groups differ from each other in an overly random manner (Bortz & Schuster, 2010, p. 709).
In the abstract, the hypotheses is as follows:
H0: There is no difference between groups (also called factor levels) on the dependent variable.
H1: There is at least one difference between groups on the dependent variable.
To explain the ANOVA, the vocabulary learning example is extended to include another group. This group learns vocabulary words by listening to them while being read out loud. The goal is to discover whether the different learning methods have different effects by comparing the mean values of the three learning groups to evaluate whether they differ significantly from each other. Analysis of variance now examines whether the overall mean value across all three groups (also referred to as the grand mean value) or the individual group mean values are more predictive of the collected data.
[image: ]In this example, the ANOVA thus examines whether the three group mean values[image: ] X1 = 20 (cell phone learning program), X2[image: ] = 14 (book), or X3 = 12 (listening) better predict student learning, or the sample mean value of = 15.3 by adding the group mean values divided by the number of groups. If the group mean values provide a better prediction or a better estimate, then the analysis of variance becomes significant. That is, if the individual group mean values predict the true values significantly better than the mean value across all groups, then the group mean values must also be significantly different.

Interpretation and Documentation of the Results
Once the data have been evaluated, the result of the hypothesis testing is then analyzed and discussed in terms of content. The researcher also incorporates it into the theoretical context. If the results found do not correspond to what was expected before the experiment, the reasons for this are explained in the discussion section of the research results. The theory is modified, if necessary. The discussion section also includes further considerations, new questions, and hypotheses. The researcher must also provide indications as to how the experiment can be improved (Huber, 2019, p. 149).	Comment by Translator: Mary:  Added for clarity.
The precise documentation of the research project – in addition to recording key findings – should also help other researchers in preparing similar experiments (Kubbe, 2016, p. 148).

Presentation of Results
A very important empirical quality criterion is the reaction of other scientists to the content and results presented through external publication in a scientific journal. As part of an ongoing research project, it is always advisable to publish ongoing and partial results in specialized presentations.
By publishing scientific findings, questions, and project designs in the form of discussions and presentations, the researcher or research group gains further motivations, as well as objective points of criticism, thereby avoiding the risk of only pursuing their own goals and motivations.

Key Implementation Challenges
Despite many evident ideas and approaches, some research projects fail due to feasibility issues. First, there is the obstacle of clarifying the contradictions of theoretical questions or defining them in such a manner that fundamental questions have the potential to actually be answered by the results of an experiment. If all contradictions within the theoretical foundations are clarified or if an experiment is planned to clarify a theoretical contradiction, then the questions regarding the extent to which an experiment is truly implementable with the available resources must be discussed.
The feasibility of experiments in applied research with regard to technical aspects is determined through what is known as a feasibility analysis. The aspects of a feasibility analysis characterize the feasibility of studies, the benefits for science and society, and the direct and indirect dangers arising from the experiment under evaluation.
Before conducting an experiment, the costs to be incurred and the cost-benefit ratio must also be estimated. In foundational research, the practical benefit of a research project has a somewhat minor influence on the decision-making basis of projects. However, in the context of technology-driven applied research projects, it is noteworthy that the results of the research work can or should also have relevant benefits for the technological development of companies and technical projects (Otten, 2019; Hawing, 1993; Krauth, 2006; Slama, 2020; Susskind, 2015; Susskind, 2018).


Self-Check Questions
1. What is meant by a confounding variable?
Confounding variables are variables that were not included in the hypothesis as independent variables, but nevertheless influence the dependent variable.
2. When is regression analysis used in data analysis?
Regression analysis is used when relationships between ratio or interval-scaled variables are to be investigated. These can be two or more variables. This means that correlation hypotheses are tested.
3. When is ANOVA used and what does it examine?
ANOVA is used to compare the mean values of several groups. It examines whether at least two of the three groups differ from each other in an overly random manner. 


5.5 Quality Evaluation
As with standardized survey research, specific quality criteria must be observed in experimental research. The quality criteria applied are indicative of the quality of the measurement process, which is ultimately decisive for the success of a study and the informative value of the results (Kubbe, 2016, p. 61). The decisive quality criteria of a scientific experiment are validity, reliability, and objectivity.	Comment by Translator: Mary:  Consider re-ordering these three criteria to remain consistent with that within other units: objectivity, reliability, validity.  Or vice versa. 

Validity
Validity is the most important quality criterion of experiments. According to Kubbe (2016, p. 62), in the context of experimental research it denotes “the degree of truth about the causal relationship under investigation” and is centrally important to whether the results of a study are generalizable. According to Döring and Bortz (2016, p. 96), four types of validity are distinguished in the tradition of the U.S. psychologist and methodologist, Donald T. Campbell: internal validity, external validity, construct validity, and statistical validity.
The individual types of validity cannot be considered independently of each other. The prerequisite for external validity is that the other three validity criteria are met (Huber, 2019, p. 145).
Internal validity
Internal validity refers to the quality of the research design. If the results intended to be measured are actually measured, the experiment is considered internally valid. To fulfill this requirement, a significant difference between the experimental and control conditions must be clearly attributable to the manipulation of the independent variables. This means that no other possible factors – the confounding variables – have an influence.
External validity
External validity is the criterion of whether the results produced can also be applied to other situations outside the study. This concerns the generalizability of the results. It is possible that a high level of internal validity is achieved through strong control in an experiment, but external validity may suffer as a consequence, since the study situation does not occur at all or only rarely in reality.
Construct validity
Construct validity is understood as the theoretical clarification of what a test measures. For example, an intelligence test is designed to assess the construct of intelligence through measuring specific characteristics. Construct validity makes assertions about the extent to which the measurement instruments used in the experimental study, as well as the study conditions, represent the theoretical constructs in terms of content. It also determines whether valid assertions can be made about the theoretical construct of interest in a study on the basis of the study’s data (Döring & Bortz, 2016, p. 98).
Construct validity exists when a research work achieves a high correlation with another research work that measures a similar construct and is already established in research theory. Conversely, this means that there should be little or no correlation with research that measures a completely different construct.
Statistical conclusion validity	Comment by Translator: Mary:  The wording in the DE text is phrased somewhat differently than in the introductory text statistical validity (statistische Validität).
Among other things, statistical conclusion validity is indicative of how well the statistical procedure used fits the research question and the experimental design. To establish the validity of statistical conclusion, it is also necessary to check whether the measurement scale assumed for a particular statistical procedure (e.g., interval scale for the t-test) is actually fulfilled, and whether the distribution form of the data does not deviate too much from what is assumed (e.g., normal distribution), etc. (Huber, 2019, p. 147).
If the statistical data analyses meet the requirements and were correctly carried out, then the validity of statistical conclusions is high. Accordingly, this illustrates whether or not a high degree of certainty regarding the correlations or effects examined in the experiment are statistically overly random (Döring & Bortz, 2016, p. 106). 

Reliability
Reliability indicates how reliable a scientific measurement/measuring instrument is. If the measurement is repeated under the same conditions and the same results are obtained, the measurement can be considered reliable.
According to Kubbe (2016, p. 71), reliability comprises three aspects:
· Stability: the equality or similarity of the measurement result when applied at different times.
· Consistency: the extent to which all items that are combined into one characteristic in a test actually measure the same characteristic.
· Equivalence: the equivalence of measurements.

Reliability and validity are interdependent: high validity always presupposes high reliability.	Comment by Translator: Mary:  This last sentence has been split from the three bullet points above.

Objectivity
Objectivity is the quality criterion for intersubjective concurrence. An experimental investigation is objective if several researchers arrive at the same results (Kubbe, 2016, p. 72). Objectivity thus provides information on the extent to which the results of an observation are dependent on or are independent of the observer as a person.

Ethical Issues in Research
Historical experiences – particularly those related to the human experimentation in nationalist concentration camps during World War II – have strongly contributed to shaping ethical aspects of experimental research. This is because, especially in the social sciences, experimentation typically means experimenting with human beings (Kubbe, 2016, p. 121). To ensure that the study participants’ human dignity is not violated during an experiment, the pursuit of scientific knowledge must always be weighed against social values and norms, as well as laws. Researchers are required to act responsibly and according to ethical principles (Döring & Bortz, 2016, p. 122). Research ethics is a key aspect of research work and is the foundation of research design.
Ethical principles primarily concern two areas (Döring & Bortz, 2016, p. 122):
· Research ethics: Study participants should not be abused or harmed for scientific purposes.
· Scientific ethics: Research should follow the rules of good scientific practice. It must be verifiable and critical. Knowledge gain must not be invented and results must not be stolen.
For example, ethical guidelines for the preparation and implementation of medical, psychological, and other experiments on humans were set out in the Nuremberg Code. Since its introduction in the verdict of the Nuremberg Medical Trial in 1946/1947, the Nuremberg Code has belonged among the ethical principles in medical training.
Researchers can turn to ethics committees established by universities, professional associations, or countries for questions regarding ethical and legal matters.

Research Ethics
Ethical problems in experiments with study participants are (Huber, 2019, p. 204):
· Harm to the study participant: Harm implies physical damage, e.g., exposing the study participant to unpleasant stimuli, inflicting injuries, or causing hunger. Harm can also be of a psychological nature, e.g., when the study participant’s dignity is violated, their self-esteem is threatened, or they are placed in a frightening situation.Double-blind experiment
A randomized, controlled experiment in which neither the researcher nor the study participants have knowledge of the respective group membership (control group, experimental group).

· Deception: This occurs when study participants are not told the entire truth about the purpose or design of an experiment. The aim of deception is to keep the purpose of the study hidden from the study participants. This is to prevent reactive tendencies in the study participants. For example, in a double-blind experiment, a study participant is not informed whether they have received an effective substance or a placebo. 
However, if deception is necessary for research reasons, they must be informed of the true epistemic interest of the study after the experiment has been conducted, at the latest. This subsequent clarification is known as debriefing.
· Manipulation of participant attitudes: Some experiments manipulate the attitudes of study participants. For example, by showing a film about the hardships of migrants can result in the study participants’ having a more positive attitude toward migrants after the experiment. Generally, this also raises the question of whether the researcher has the right to manipulatively influence the participants’ attitudes. The questionability of such manipulation becomes even clearer when imagining that attitudes toward migrants could also be manipulated in a negative direction.
· Involuntary participation: This is problematic when individuals are not informed that they are participating in an experiment, such as in field experiments where participants are not informed that they are involved in an experiment in order not to influence their behavior. In some cases, voluntary participation is a problem because their decision-making capacity is limited, such as infants, young children, or debilitated individuals.
· Violations of confidentiality/privacy: Researchers must uphold the participants’ anonymity in an experiment when processing the data and ensure that their identities are not revealed. In cases of non-compliance with these criteria, researchers could come into conflict with data protection norms.

Science Ethics
In addition to the responsibility toward the study participants, there is also a responsibility toward the scientific community and its social function (Koch et al., 2019, p. 234). Science should contribute to societal progress, which is also the reason why society invests in research. Researchers have an obligation to the system of science and to society, the sponsor of the system (Koch et al., 2019, p. 234).
This means, among other things, that studies conducted must also be transparent and comprehensible to third parties. Studies must be evaluated to the best of our knowledge and belief, as well as with care, so that they contribute to knowledge expansion.
The rules of good scientific practice are briefly presented below (Döring & Bortz, 2016, p. 132):
1. Work must be carried out according to the rules of science: the application of established scientific methods based on the current state of research (state of the art); compliance with scientific quality criteria.
2. Scientific results must always be critically scrutinized in the sense of scientific ethics: critical scrutiny of research results aims to protect against the publication of misinterpreted findings, since they may serve as the basis of incorrect decisions; peer review process as collective critical reflection.
3. Primary data must be secured and retained for at least ten years: traceability of the study should then be ensured; data protection must not be neglected.
4. Scientific contributions of competitors and predecessors to one’s own work must made recognizable in research reports: correct citation, determination of authorship.
5. Research activities of competitors must not be sabotaged, e.g., by manipulating experimental structures or destroying documents.
The evaluation and compliance with scientific standards typically occur during the review process of a scientific publication. Once all formal and content-related aspects have been clarified by the reviewers of an article submitted to a scientific journal, a scientific work is then published in the form of a specialized article.
The relevance of a scientific work is evaluated using what is referred to as an impact factor, which is defined as the quotient of the number of references made per year by other researchers to papers from a particular journal and the number of total publications in this journal. High-quality scientific papers typically have a high impact factor ranging from 2.5 to 10.0, whereas articles not cited as often are typically rated with an impact factor of 0.5 to 2.5.
The impact factor does not necessarily reflect the relevance of the work to science, but rather a scientific work’s popularity and temporary influence within the natural sciences. It often emerges over time, though not always, that work truly relevant to the natural sciences actually correlates with initial work that holds a high impact factor rating.
However, there are also some examples of studies that were initially very highly rated and evaluated, but later proved to be false or pseudoscientific. Likewise, there are research studies that were rated very low after initial publication, but were later even awarded very high-ranking scientific prizes.

Feasibility Studies
Within the planning of a scientific experiment for the substantiation and exploration of applied sciences, the possibility of realization is examined and analyzed within the framework of a feasibility study. The technical feasibility, social and scientific benefits, as well as other aspects such as dangerous situations are thereby evaluated.
Technical feasibility of studies
Within the scope of a conceptual framework, the first step is to determine by which methods and boundary conditions a research project can be realized. Conducting extensive literature research to discuss the state of the art and determine suitable, previously developed experimental methods of applied research are essential.
Defining a research design helps to refine ideas for implementing an experiment, thereby establishing basic techniques and decision paths for design and measurement. The initial research question may also change again and be improved during this iterative revision.
Scope of studies
A feasibility analysis also determines the scope of the study, given the funding conditions and research environment. During the planning phase and familiarization with standardized methodologies, it often turns out that the scope must be kept narrower than originally planned.
Important parameters defined in this framework include, e.g., the word count of a study, the research framework such as a bachelor’s, master’s, or doctoral thesis, as well as a definition of the goals and significance of the expected research results.
Goals
If the goals and motivation of a research project are not clearly defined, the risk of not being able to further pursue projects arises. Initially developing foundational research results without defined economic purposes is indeed firmly anchored in the principle of the natural sciences and applied research. Nevertheless, the goals and objectives of the research must not be disregarded.
Establishing a theoretical framework
Insofar as the theoretical framework of a research project is shown to have no contradictions, an experimental project can be established by a theoretical framework and its understanding can be consolidated and combined with it.
It is important to understand existing literature and position the project clearly in the context of existing theories and experiments. If the project turns out to only be interesting as a standalone project and it is difficult to place the project in the overall framework of applied research, it is possible that incorrect basic assumptions and conclusions have been made.
These aspects must also be critically examined and, if necessary, adapted as part of the preparation, especially considering the very high budgets allocated for some experiments in experimental research.
Methodological problems
Once the main hurdles and limitations of the theoretical basis of a research project have been clarified and defined, overcoming the technical problems of feasibility presents yet another challenge. When selecting the methodology for research project work, the aspects of scalability and reproducibility must be taken into account.
Another selection criterion for methodologies is the availability of direct information and personnel who can apply and further develop the techniques of the experimental method used. The selected range of methodologies must also align with ethical and moral considerations and must not be underestimated. When considering the prestige and honor of a researcher, morality and decency, including the working conditions and dangers for collaborators of a research project, must be prioritized over cost issues or economic profit opportunities.

Cost Issues and Financing
Last but not least, a research project can also fail due to the financial conditions. To secure successful funding approval, the content and formal aspects must align, the benefit for science must be clearly defined, the feasibility and respective feasibility study must be convincing in advance, and the potential for further success through the targeted research contribution must be envisioned. Planned research projects sometimes fail due to financial constraints even though the technology and the preparation were very promising. This can happen if planned research projects or further developments of basic technologies through large-scale production do not scale up as originally anticipated.
A sound connection to and support from investors are essential for research projects and scientifically oriented applied research projects. If investors withdraw or reduce available financial resources, the prospects for success and further development dwindles for very many research projects. Projects in applied research and the natural sciences rely on external funding, since the funds are not readily available or not accessible through a researcher’s own resources, e.g., from the production or sale of their own products or services.
Therefore, investors must be continually convinced of and involved in the decision-making processes, as well as in the development and specifications of a scientific venture’s internal guidelines, and be kept up to date.

Self-Check Questions
1. In the context of an experiment, what quality criterion is considered the most important and what does it measure?
Validity is the most important quality criterion of experiments. According to Kubbe (2016, p. 62), in the context of experimental research, it denotes “the degree of truth about the causal relationship under investigation” and is of central importance to whether the results of a study are generalizable.

2. What aspects of experimental research are problematic in terms of research ethics?
· Harm to participants, both physical and psychological
· Deception of study participants
· Manipulation of participants’ attitudes 
· Involuntary participation of study participants
· Violations of confidentiality/privacy

3. What should be considered in experimental research in terms of scientific ethics?
· Work must be carried out according to the rules of science.
· Scientific results must always be critically scrutinized in the sense of scientific ethics.
· Primary data must be secured and retained for at least ten years.
· Scientific contributions of competitors and predecessors to one’s own work must be identified in research reports.
· The research activities of competitors must not be sabotaged, e.g., by manipulating experimental structures or destroying documents.


Summary  
Experimental research is a modern and exciting field of applied research that involves the verification and exploration of scientific theories and hypotheses. In experimental research, the processes under investigation are purposefully manufactured by researchers in order to investigate causal relationships. If experimental research had to be summarized in three words, they would be control, manipulation, and randomization. Manipulation means that a researcher systematically varies at least one independent variable. How the dependent variable changes is what is observed. Control plays a role because possible effects of confounding variables must be eliminated to rule out any confounding effects. Randomization means that the study participants are randomly allocated to either the experimental or control group. Randomization and control of confounding variables should ensure that the observed effect can be clearly attributed to the manipulation of the independent variable.
There are standards in experimental research as well that ensure the quality of the research. The decisive quality criteria for an experiment are validity, reliability, and objectivity. Validity, which can be divided into external and internal validity, plays a central role in experimental research. It is, so to speak, the degree of truth about the causal relationship under investigation.
The most important process steps of applied research are divided into the design and conception of a scientific research project, the actual implementation of one or more series of measurements within an experiment, and finally the evaluation and analysis, as well as quantitative evaluation of the results.
In the context of experimental scientific research, the causality principle of cause and effect applies. It ensures that in deterministic systems, the repetition of experiments – even with slight changes in the initial or underlying conditions – is possible, the results are reproducible and similar, and the process should follow ethical standards.

Unit 6 – Particularities of Research with Secondary and Observational Data

Study Goals
On completion of this unit, you will be able to ...
... name the most important fundamentals and particularities of secondary and observational data.
... explain and follow the main goals of secondary data generation.
... list and apply the essential process steps and stages of secondary data generation.
... understand and apply the most important methodological approaches for the analysis and presentation of secondary data.
... explain the difference between the analysis of secondary data and observational data in an understandable manner.


6. Particularities of Research with Secondary and Observational Data
Introduction
The use of secondary and observational data in applied research requires knowledge of some particularities regarding scaling, renormalization, completeness, blurring, and data protection. When starting from the complete population of a primary dataset, the processing of secondary data may cause blurring. This must be carefully considered and quantitatively estimated, particularly in the case of observational data, which by definition involves humans.
This unit elaborates on the particularities of handling secondary data.
Example from the German Federal Statistical Office
As an introductory and simple example of how to obtain secondary data from primary data, we turn to a 2022 study by the German Federal Statistical Office on the number of university degrees awarded in the 2020 exam year, which is shown in the figure below, “Number of Exams Passed at German Universities in the 2020 Exam Year by Federal State” (Bundesamt für Statistik, 2022).

Number of Exams Passed at German Universities in the 2020 Exam Year by Subject Group
[image: ]
Source: Statista, 2022a.
Number of Exams Passed at German Universities in the 2020 Exam Year by Federal State
[image: ]
Source: Statista, 2022b.
Information and data within surveys regarding a particular population for research and analysis purposes, such as in the statistics in the figures above, “Number of Exams Passed at German Universities in the 2020 Exam Year by Federal State” (Federal Statistical Office, 2022) and “Number of Exams Passed at German Universities in the 2020 Exam Year by Subject Group” (Federal Statistical Office, 2022), can be obtained from the German Federal Statistical Office via the Statista market research institute as an intermediary for the data.
As an example, we will use the data basis (complete survey) of the statistics in the figures above, “Number of Exams Passed at German Universities in the 2020 Exam Year by Federal State” and “Number of Exams Passed at German Universities in the 2020 Exam Year by Subject Group” to derive new statistics on a different, modified population, i.e., to create a secondary dataset, using these complete surveys to define all “degrees: number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia in the subjects mathematics and natural sciences with the grade very good.”
To do this, we first need the definition of a new population, i.e., we ask ourselves the question regarding the “number of exams passed at German universities in the 2020 exam year by subject groups in the state of North Rhine-Westphalia in the subjects mathematics and natural sciences.” From the fact that the population “degrees: number of exams passed at German universities in the 2020 exam year by subject group” is already complete, it follows that, in principle, derived populations representing subsets of the already surveyed population are also complete, since subsets of a complete superset are complete.
If the derived population is not a subset of the primary population, but rather an extension, such as “degrees: number of exams passed at German universities and at universities abroad in a bilateral procedure in the 2020 exam year by subject groups,” then the new population is not necessarily completely surveyed, since the new set is not a subset of a superset. Instead, the new set is only a subset of the first set. Thus, the accuracy of the new complete population then depends on the accuracy of the second component or several other components to define a new population.
If we use the definition of the population “degrees: number of exams passed at German universities in the 2020 exam year by subject groups from North Rhine-Westphalia in the subjects mathematics and natural sciences,” then according to the definition, the new population is initially entirely compiled from the first population, since the derived population is a subset of the first population.
If we now combine a further piece of information from an additional study, we can define and quantify the new population “number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia in the subjects mathematics and natural sciences with the grade very good.” From a second study by the German Federal Statistical Office in 2022, as shown in the figure “Number of Exams Passed at German Universities in the 2020 Exam Year by Subject Group,” a percentage share of approximately 10.48 percent for the subject groups mathematics and natural sciences, and thus for the population “number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia in the subject groups mathematics and natural sciences” further follows that the number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia in the subjects mathematics and natural sciences is approximately 11,246, since both populations have roughly the same normalization. This particularly corresponds to a percentage share of approximately 2.36 percent.
This approximate calculation can be carried over because the populations “number of exams passed at German universities in the 2020 exam year by federal state” and “number of exams passed at German universities in the 2020 exam year by subject group” are equal in the number of datasets (except for a few possibly unintentional, very small deviations due to survey errors).
Comparing the total number of populations (for normalization), i.e., 476,913 for the first population and 476,821 for the second population, we find that the error in normalization is approximately 0.02 percent. The deviation is due to survey errors, as well as deviating times of data collection in the same survey year.
The resulting blurring in the derivation of new populations thus results from the inaccurate mapping of populations or data transformations, which cannot always be represented as complete populations with a secondary dataset.
Blurring can also arise from the integration of empirical and estimated values. For example, if we want to know the number of “degrees: number of exams passed at Germany universities in the 2020 exam year in North Rhine-Westphalia in the subjects mathematics and natural sciences with the grade very good,” and there are no exact statistics on the percentage of degrees with the grade very good, but only an estimated value of approximately 15 to 20 percent for the number of degrees with the grade very good, as known from a study by the Science Council of 2012 university graduates (Wissenschaftsrat, 2012), the approximatively derived population “degrees: number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia in the subjects mathematics and natural sciences with the grade very good” with an absolute value for the population of approximately 1,684 to 2,246 and a relatively large error of approximately 5 percent, is in principle well estimated, but inaccurately defined in quantitative terms.

6.1 Fundamental Principles, Goals, and Particularities
In this section, the most significant data structures are presented and the differences between raw data, primary data, and secondary data are explained. As is additionally shown, metadata as an abstract representation of specific data of an information technology item, such as a web page, is the basis for analyzing structures and correlations of variables and data bases. The fundamental characteristics of metadata and applications in relation to the latest technologies of the internet are also discussed.
The most important representations of data are presented, and the advantages and disadvantages are discussed. Following this, the fact that the most important difference between observational and secondary data lies in the data collection technique is illustrated and discussed. In this respect, a distinction is made between direct and indirect data collection, whereby information losses and significance tests play an important role in the characterization and quality definition, and particularly so with indirect data collection.
Finally, the topics of supplementing secondary data, as well as data protection, confidentiality, and anonymity are discussed (big data Insider, 2022, Hartmann, 2022, Schmidt, 2017, Stötzer, 2017).

Goals of Secondary Data Use 
Secondary data are predominantly used in the context of social research. The primary goal of using secondary data is to reduce the effort and expense of research studies. Since secondary data can be derived from primary data, i.e., existing primary data can be used for research projects – with modification of the normalization, scaling, or definition of the population – the costs of collecting the data are eliminated in secondary studies.
Since data collection is typically quite expensive, this economic advantage of using secondary data should not be underestimated. Due to the effort and expense involved and the typically limited financial resources available for studies in standardized social research, using secondary data as a data basis has already become established, since many studies would not even be possible without this approach. 
A decisive disadvantage in using secondary data is that the data have typically not been collected on the basis of the defined secondary studies questions. Therefore, the raw data are not complete with respect to the relevant questions and require expansion, modification, or data transformation. Blurring occurs when processing primary data for secondary processing and analysis, which results in inaccuracies and errors in the statistics.
By estimating and categorizing errors in data collections and their derivations, error limits can be quantified and classified when using secondary data.

Basic Data Structures
In terms of their origin in data collection, the most significant types of data are divided into raw data, primary data, and secondary data. Data is referred to as raw data if the data collection originates from an empirical experiment and is available in the original form without any further process steps, i.e., no further processing after measurement. Primary data means that the data is directly collected through data collection, or the raw data can be used for analysis after data preparation. If the data collection involves properties that characterize a person or a person’s actions, primary data is also referred to as observational data.
Secondary data is data obtained from either raw data or primary data through data transformation.
Raw data
Raw data is unprocessed and unverified data and is provided in the original format of the various data sources. Raw data can be stored as a structured dataset (see, e.g., schema.org) or as an unstructured dataset in a relational database, a NoSQL database – the latter follows a non-relational approach and does not require fixed table schemas – or in the form of a partially structured and partially unstructured dataset, i.e., what is known as a data lake.Relational database
A collection of various datasets in tabular form, whereby several tables are connected with each other.

Raw data frequently contains errors due to their untreated nature.  Quantitative results are therefore often quite unspecific without pretreatment. Reliable information can only be obtained from the raw data by processing the data in the form of data transformations to prepare the data before evaluation.
A distinction between the processes is presented below (Big Data Insider, 2022):
· Enrichment with metadata or anonymization
· Error correction
· Formatting
· Weighting
· Compression
· Transformation
· Validation
Data obtained in this manner, which can then be directly used to analyze and answer relevant research questions, is referred to primary data. Examples of structured raw data are CSVs, tables, and Excel files. Unstructured raw data are image formats such as BMP, JPG, or PNG. Semi-structured data formats are found in formats such as JSON and XML.
Primary data
Primary data is data that either originates without error from one’s own survey or is obtained from raw data through data transformation. Primary data can be further classified according to whether the data collection was obtained by observation, by empirical study, or by recording answers to questions from a standardized survey.
Observational data means that the described characteristics refer to the description and characterization of humans and human actions. The definition of observational data indicates that at least one external observing person is always required. A typical example of observational data is personal data from research using a standardized survey, which is recorded by a surveyor. Observational data are primarily qualitative, not quantitative, in character, but should also be reproducible and as objective as possible (standardization).
Secondary data
Secondary data are data that have been derived from primary data through data modeling, supplementation, or reduction. Secondary data thus no longer contain all the information of the original study and can often no longer be characterized by values such as mean value, average, and first order and higher order correlation functions, since the pretreatment means, e.g., that the data can no longer be normalized.
A typical loss of information in secondary data can result from a reduction in scale accuracy. Another example is the combination of a population such as “number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia” with information such as the average percentage value of university graduates with the grade very good to form a new population “number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia with the grade very good,” which leads to blurring in the secondary data due to the inaccuracy of the information on university graduates with the grade very good.
Metadata
Metadata refers to structured data that contains information about the properties of other data. The advantages of storing data in the metadata form are, for example, a reduction in the amount of memory required to store the data, anonymization of the data for data protection reasons, and the presentation of the data for better understanding when analyzing and evaluating the data.
A simple and illustrative example of metadata is the characterizing properties of a book such as author, edition, year of publication, or ISBN. Most web pages contain a metadata declaration in the upper part of the program code to provide data for search engines. With regard to the classification of metadata, a further distinction is made between descriptive, structural, preservation, origin-related, usage-related, and administrative metadata.
As an example of a metadata record, a typical declaration in the head of an HTML data file on the internet is shown below.
<head>
 <meta name=“description” content=“This description text should explain the content and increase click-through rates.”>
 <meta name=“author” content=“Jane Smith”>
 <meta name=“keywords” content=“HTML5, metadata, metatag”>
 <meta name=“date” content=“2014–12–15T08:49:37+02:00”>
 <!-- ... further details in the head area ... -->
 </head>
The above example is taken from Ryte Wiki – Digital Marketing Lexicon (n.d.).
Microdata
According to the German Federal Statistical Office, microdata are “information on the personal and factual circumstances of an observational unit, e.g., on a specific person (their occupation, health conditions, school grades, etc.). Microdata, also known as individual data, contain the maximum amount of information of a statistic and are thus the raw material of the statistician, so to speak.
Data lakes
Most data on the internet or in companies is in the form of data lakes. In abstract terms, the term data lake refers to a mixture of structured and unstructured data that is initially independent of each other. The data in a data lake is also stored in raw data format.

Data Representation
Data can be represented in different ways based on their structure. Essentially, sequential data structures are divided into diagrams, histograms, and tables. When displaying data in the form of diagrams, the data is plotted in pairs in a two or three-dimensional representation. Histograms quantitatively represent the number of a given value as a bar chart. Whereas, plotting data in tables maintains and shows the data in its raw form. Non-sequential or random data structures are inherently not representable in groups or blocks. This is the reason why non-sequential data structures are only found as unordered forms, such as data lakes.

Data Processing Forms
There are a wide variety of procedures for processing data, ranging from standardized routines to composite (pre-programmed) building blocks and up to self-designed analysis procedures.
The main goals to be achieved with data processing are:	
· anonymization of data,
· enrichment of data with meta-information,
· elimination of duplicate data,
· elimination of data outside the valid range of values,
· formatting data,
· weighting data,
· normalization of data,
· reviewing data for plausibility,
· reviewing data for missing bases, and
· transformation of data.
Further details on the procedures and methods addressed can also be found in the relevant technical literature.

Supplementation of Secondary Data
Secondary data are derived from primary data through data preparation. They are derived from primary data by either supplementing the population using further data or information from other studies or reducing it in its entirety.
When supplementing the data of a population, it is particularly essential to ensure that the quality of the assertion does not deteriorate. Mathematically, the supplementation of data to a set of secondary data can be defined as an intersection operation. In this process, data can either be combined, cut, differentiated, or multiplied. 

Data Protection, Confidentiality, and Anonymity
The issues related to data protection, confidentiality, and anonymity are very interesting aspects of the work and use of secondary data. By supplementing data with information and datasets from other sources, completely new contexts of the data can emerge.
In connection with this, it may happen that data originally collected on an entirely different topic that is released by the respondent for analysis contain components and assertions or information about which the respondents themselves would not have provided any information at all. 
As a result, data protection and ethical aspects can no longer be fully ensured and require closer scrutiny during preparation.
An example of expanding a secondary dataset and creating a secondary dataset from a primary dataset is discussed above.
Now, let us assume that that we want to carry out an analysis on a population that is “number of passed exams at universities in Germany in the 2020 exam year in North Rhine-Westphalia with a study duration that is no longer than five years.” However, the only data available is on the population “number of exams passed at German universities in the 2020 exam year by federal state” and information from a second study, which states that the “number of exams passed at German universities in the 2020 exam year within the standard study duration of no more than five years” is approximately 25 percent. From this, it is possible to derive a new, approximate population “number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia with a study duration of no longer than five years,” but only as an approximation and subject to the proviso that the people who studied and graduated in North Rhine-Westphalia have also consented to the provision of their information regarding their graduation. 
It is therefore quite possible that the definition of a new population “number of exams passed at German universities in the 2020 exam year in North Rhine-Westphalia with a standard study duration of a maximum of five years” will reveal data records of individuals who have not consented to information being provided about the duration of their studies. In these cases, anonymization of the data is mandatory. But even with anonymization, the use of data from the new population mentioned above would not really be justifiable from an ethical point of view.   	
The interesting parallels and aspects of data protection with regard to modern big data technologies are revisited at the end of this unit. 

Particularities of Using Secondary Data
Projects with observational data relating to the characteristics of people pose a particular challenge, including ethical challenges, when analyzing with secondary data. Uncertainty that may arise from using secondary data must be clearly traceable and, if possible, quantifiable, particularly when using observational data.
In the context of processing observational data, ethical questions arise with regard to the accuracy of classifications and estimations, as well as in view of data protection. Is it possible to limit the errors and uncertainty of statistical assertions regarding a (new) population or new scientific questions? Is the presentation of data and answers to surveys ethically justifiable? Do the quantitative assertions fundamentally change or can they no longer be brought into relation with the original question?
Correlations, particularly causal relationships, are often lost as the result of further development and processing of the data.

Self-Check Questions   
1. What are the three main classifications of data types in terms of how data is used?
In terms of the use of data, a distinction is essentially made between raw data, primary data, and secondary data.

2. What is observational data?
Observational data are data recorded in a survey that relate to human characteristics through the formation of variables.

3. What is metadata?
Metadata is structured data that contain relationships between more specific data (coded) that is elaborated in more detail within the structure in an abstract and simplified representation. 

6.2 Selected Approaches for Secondary Data Analysis
For the analysis of secondary data, the data must be prepared before processing by means of modeling, redefinition of a population, or supplementation of the data. Standard declarations, such as labeling using text or using Word files are used for dataset description. Other means of data description are a definition using metadata or more complex schemas, such as JSON formats. This section introduces procedures for meta-analysis, and standard statistical procedures, as well as the concepts of primary analysis, secondary analysis, and coding. Following this, selected particularities on the interpretation of secondary data are discussed (Döring, 2016; Hartmann, 2022; Stötzer, 2017).

Preparation of Secondary Data
The advantage of secondary data is that the effort and expense of independently collecting the respective data is not required. The data can be obtained via databases or directly from researchers (Döring & Bortz, 2016, p. 191). Nevertheless, the disadvantage here is that the data are not precisely tailored to the relevant and new questions of secondary users. As a result, secondary data often needs to be prepared using mathematically and numerically standardized procedures before it can be used. For smaller datasets, it is also possible to manually add data.
It should be noted that numerical values, such as normalization or variance, are not preserved in secondary data with respect to the normalization of the original primary data, i.e., blurring typically results from the fact that the scales of the variables may change when mapping from primary data to secondary data, particularly when processing data using mappings.
However, it is possible to apply procedures for rescaling or renormalizing secondary data, which can then be recalculated using a new scale.
Secondary data can also be obtained from primary data by modifying self-collected data through changes in the population and set operations. By adapting a population, the dataset is, e.g., reduced or expanded in terms of content or supplemented and combined with new data. Then blurring is primarily caused by the redefinition of the population. 		
Data modeling and rescaling
By using data modeling, primarily collected data can be supplemented by additional data. Standard procedures that are suitable with regard to supplementation and interpolation of new datasets are, e.g., regression methods, Monte Carlo simulations, or numerical estimation methods from an observational experiment.
When adding and transforming datasets or changing the definition of a population, i.e., mapping from primary to secondary data, data transformations typically change the normalization and scaling of the datasets. Monte Carlo simulation
A scientific method for determining the probability of various events. It is a method from stochastic theory or probability theory in which repeated random samples of a distribution are drawn using random experiments.

By rescaling data, normalizations can be recovered after mapping from primary to secondary data. For example, if the scale of a variable such as “number of residents in Germany by federal state” is changed to “number of residents in Germany between 0 and 10 years by federal state,” “number of residents in Germany between 10 and 20 years by federal state,” etc., different mean values naturally result for the variables.
In particular, the percentage values of the variables are different, i.e., each variable must be rescaled or renormalized to the new scale (total number of a category 0 to 10 years, 10 to 20 years, etc.) after new classification into subgroups 0 to 10 years, 10 to 20 years, etc., in order to return to a total value of one hundred percent per category.
		
Population Adaptation
It is also possible to transform primary datasets for application to new analytical questions by adapting and modifying the definition of populations. By adapting the population of a primary dataset to a secondary dataset, new information and correlations arise between the initial questions and the answers determined by data analysis. As previously noted, it is important to consider the data protection aspects. 	
Audit sampling of secondary data
New samples can also be collected from secondary data with or without pretreatment of the data. It is also possible to collect reduced samples, i.e., samples from a portion of the available dataset, which can change the data structures and the assertions they contain. If the secondary population is modified in comparison to the primary population, the audit sampling will also be different.

Meta-Analysis
Meta-analysis combines multiple studies of the same character into one study. A meta-study is only possible if intensive research has already been conducted on the phenomenon of interest and an extensive number of comparable studies are available (Döring & Bortz, 2016, p. 191). According to Döring and Bortz (p. 191), meta-analysis has primarily established itself as a quantitative method in which statistical effects of comparable studies are aggregated into an overall effect. An example of a meta-study is a compilation and comparison of mean values from different experiments on a specific question or a specific variable that aim to answer the same question.

Statistical Methods
Secondary data can be processed in the same manner as primary data within the framework of standardized statistical methods. The most significant statistical methods are regression analyses, causality, and correlation analyses, as well as standard methods such as mean value and variance calculations within simple (or multivariate) Gaussian statistics.
Primary analysis
Since theoretical studies often refer to both primary and secondary data and because the secondary data is derived from one’s own surveys of primary data, a distinction is made between primary and secondary analysis within a study.
Within primary research, basic and relatively easy-to-calculate properties of the data such as mean value, variance, and correlation characteristics are examined. However, the information contained in primary data is often not sufficiently complete to address the full spectrum of questions underlying a research project. Therefore, additional datasets are first created from additional studies or through intentional data manipulation as a basis for analysis from the primary data, to address further aspects of the research project using a secondary data analysis.
Secondary analysis
Existing datasets are drawn upon within the scope of secondary analysis. The advantage of secondary data analyses, which can be conducted with both quantitative and qualitative datasets, is that it is not necessary for the data to be collected, or only partially so. It is also possible to access a large number of datasets that could not have been collected in this form by the research team itself for technical or cost-related reasons (Döring & Bortz, 2016, p. 191).
The disadvantages of secondary data analyses include blurring in the datasets and complications with data protection. Furthermore, secondary data do not always contain all information relevant to one’s own research problem.
Coding
The coding of a data format describes the representation of a sequence of letters, characters, symbols, or digits in the form of a specific code that symbolizes the character strings in a new way and makes them interpretable. There is a multiplicity of different codings, and in principle also any form of coding can be designed mathematically on basis of mappings. Modern examples of coding include, e.g., representations of data using binary numbers, hash tags, or QR codes.
With the aid of suitable codings, data can be transmitted in encrypted form while complying with data protection aspects, and then decoded again.

[image: ]Linear Regression through a Set of Values {m(x),x}
Source: Stoetzer, 2017, p. 27.

Regression Analysis of Secondary Data
The basic techniques of regression analysis are discussed here. Following an introduction to the basics of regression analysis and an illustration of distribution functions with analysis of correlations and their causes, selected approaches to error estimation are shown. In the context of regression methods, simple theoretical models can also be derived for the underlying data structures, as demonstrated by selected application examples. Finally, logistic regression analysis is presented in this section. 
Basics
Relationships between different variables are examined by means of regression analysis, as shown in figure below. If the analysis of correlations involves only one independent variable, it is referred to as simple regression; if several variables are simultaneously considered, it is referred to as multiple regression.
To describe a linear relationship within a simple regression analysis, the function  and further, the linear equation
,
are considered, whereby  is the mapping set,  is the initial set, a is the regression coefficient of the variable , the variable  is the constant link function of the linear equation for the regression, and  is the error as a function of the variable  defined in the representation of a linear relationship by the linear equation.
If multidimensional parameter spaces are to be represented by a regression analysis, the functions and equations should be accordingly replaced by functions and equations with several variables. If a collection of points  is given, the linear regression works in such a way that a straight line is calculated by an optimization algorithm so that the mean square deviation, and thus the mean square value of the error function  is minimized.
Distribution functions
Very simple, deterministic functional relationships, such as the dependence of sales figures as a function of customer visits or similar, can typically be described – at least to approximately the first order – with a linear function of the form of
					

If the processes are to be more precisely described, then several variables are used to describe a functional relationship.
More complex relationships, such as random processes, do not lead to such a simple linear relationship, but rather to what is known as the Gaussian bell curve. Even more complex distributions that are random in nature, but also determined by strong correlations, show non-trivial functional dependencies, which can be modeled by Monte Carlo simulations, for example. The functional dependency can be arbitrarily diverse and complex, particularly in the case of non-deterministic systems and processes. 
Correlations
Correlation is the term used to describe a relationship between two variables. For a very simple, linear functional dependency of the form  the intensity of the correlation is completely described by the parameter . The larger the numerical value of parameter  is, the higher the correlation. 
Furthermore, the sign  establishes the positivity or negativity of the correlation. If there are positive correlations, there are concurrent relationships, whereas negative correlations indicate opposing dependencies.
In more complex representations and correlations, the relationships of different variables are described by several, preferably statistically independent variables. Correlations between different variables are then described by correlation coefficients  which define the correlations between the different variables.
Error estimates
An estimate of a mean numerical error can be quantified by the error function . By adding up the function values of the function  as a function of the variable x, the mean error is obtained, i.e., the deviation of the function  from the measured values .
The error calculation provides information regarding the average deviation from the function value, i.e., about the extent to which the measured values  agree with the actual .
Modeling
In principle, any theoretical model can be formed from the measured values . A model describes the reality of a system in an approximate manner. Ideally for model formulation, functional relationships and numerical methods that describe the behavior of the system as a function of the variables sought are developed for model formulation.

Logistic Regression
In contrast to linear regression, logistic regression is not applicable to interval-scaled variables, but rather to nominal-scaled and ordinal-scaled variables. As shown above, the numerical method of linear regression can be used to interpolate pairs of values , whereby  and  are interval-scaled, i.e., can take on real numbers.
Similarly for dichotomous variables (with values 0 and 1), functional relationships can be interpolated from nominal-scaled and ordinal-scaled variables. The functional dependency in logistic regression is therefore primarily not trivially linear, but rather shows an exponential characteristic, as in the figure below.
Within the framework of logistic regression, questions can be quantitatively evaluated and interpolated, which are defined as a function of variables describing categories such as age, place of residence, marital status, etc. and are binarily linked to form a dichotomous variable. A generalization of dichotomous logistic regression is a logistic regression method for processing multiple graded logistic variables. 
Typical Function Progression for Linear and Logistic Regression
[image: ]
Source: Hartmann, 2022, p. 160.

Self-Check Questions
1. Why does secondary data need to be additionally processed and prepared before use?
Secondary data typically do not contain all the information or the correct representation to answer a research question, since they were originally recorded for a different purpose. Therefore, they must be supplemented, transformed, or scaled beforehand.

2. What is the economic advantage of processing a sample with secondary data?
Research projects that rely on results from secondary data can reduce costs by using secondary data, since they can be obtained without costs stemming from primary data that have already been collected.

3. What is the fundamental disadvantage of working with secondary data?
Results based on the processing, evaluation, and analysis of secondary data typically reflect a blurring and uncertainty in the assertions, since the data basis was not originally and specifically collected with regard to the underlying research questions.

6.3 Selected Approaches for Observational Data Analysis
This section presents useful topics for the analysis of observational data. Observational data, like other primary or raw data, typically need to be prepared before they can be used. In addition to the standard procedures for processing data, such as linear regression, which was discussed in the previous sections, structural analysis is an extremely important tool for processing observational data.

Preparation of Observational Data
Prior to analysis, observational data can be modified by means of completion using significance tests, numerical methods, or manual modification using plausibility analysis.
The particularity arising during the preparation of observational data is the relation of the data to human characteristics, i.e., observational data cannot be simply supplemented or modified through estimation or modeling, but rather require a very precise and individual treatment through initiation of new physiological measurements and surveys.

Structural Analysis of Observational Data
Structural analysis of observational data can be divided into the step-by-step analysis of global structure, local structure, progression, coherence, and difference. The individual process steps, as designated, first characterize the global structure of the observational data, then the local structure, followed by the progression of the data structures during a measurement series or evaluation, and then by the coherence between the individual measurement series, and finally by the differences between the observation data and the expected results.
Global structure
Global structure of an observational analysis refers to the nature of variables and characteristics of an observational study. Analyses of a global structure describe the relationships of survey characteristics and environment or the bases of a measurement for recording data. The characteristics of the underlying topic are also addressed during an analysis of the global structure in an observational study.
Local structure
Following in a hierarchical order, the local structure in an observation study can then be analyzed. The more detailed relationships of individual specific topics in an observational study are described during a local structure analysis. It serves the topic development, structuring, and presentation of relationships of a study or a circumstance.Think aloud method
Involves asking participants to think aloud while carrying out a task or answering a question. It is ideal for exploring conscious content.

Progression
The next process step in the structural analysis of observational research is the progression, during which the development and advancement of topics is carried out. Progression of observational data or observational studies builds on the basic relationships of understanding, validity, and objectivity of survey study questions by means of procedures such as the think aloud method and adapting the topic focus accordingly.
Coherence
After the topic and content of a survey are optimized by progression analysis, the goal is to generate or analyze correlations between the individual topics and survey study questions. In the context of social science, coherence refers to the linking of a survey’s topics and focal points. If coherence is sufficiently achieved in a survey study, relationships within a study can be clearly recognized and content can be easily understood.
Among other things, a coherent study is characterized by the fact that it is easily understandable, traceable, and standardized, meaning in particular that it is also reproducible. 				
Difference (structural interconnection)
As a final step, the extent to which the values of an observation are constant within certain domains and interconnected between different domains in an observational study is analyzed. Thus, the extent to which the underlying theoretical model, or the underlying intuitive conception, or the corresponding empirical values and basic assumptions and empirical expectations are correct is addressed.
By establishing parameter areas and regularities within fixed limits, as well as describing the interaction between the abstractly defined areas, an understanding of the structural interconnections of participants within a study and a process sequence between the areas can be developed. An understanding of the interconnected characteristics of defined parameter areas also allows predictions and estimates of survey processes to be made and modeled.
Scaling of observational data
Like ordinary primary and raw data, observational data can be scaled before analysis. The most common methods for data manipulation are the transformation of variables, the conversion of variables, and the multiplication of variables. Estimations of the significance of results can be achieved through significance testing. 
Transformation of variables
Structured observational data can be processed using data transformations. Data transformation is the simplest form of processing. Within data transformations, a functional relation  is mapped onto a dataset . The newly obtained dataset does not contain more data records than before, but it does contain more information.
Using data transformations, new representations of data can be achieved that, are able to grasp theoretical aspects from a new or different point of view through the integration of new functional relationships. Thus, expanded or specific knowledge and insight can be gained.
Conversion of variables
Modulated datasets can be created by converting observed data, i.e., the data are not numerically altered during the conversion, but rather they are calculated in a different way. Simple examples for conversion of variables are distributive law, associative law, and commutative law, as well as the reduction of fractions or the application of power law.
Multiplication of variables
Subsequently, the multiplication and division of variables is a standardized method for scaling variables or data. Through scaling by multiplication, the scale of the data is changed, i.e., by multiplying datasets, so a better focus and also a more abstract representation of data in the form of graphs or diagrams can be achieved.		 
Significance test
If a hypothesis is to be tested for authenticity, i.e., significance, significance tests can be used for this purpose. A significance test can be used to estimate the extent to which a population sample deviates from the null hypothesis. As a reminder, the null hypothesis states that manipulating an independent variable has no real effect on the dependent variable. Accordingly, possible differences are only due to chance. The null hypothesis is therefore the counterpart of the alternative hypothesis. If a sample responds to an alternative hypothesis instead of the null hypothesis (basic assumption) – even if the measurement is repeated – the null hypothesis is considered to be false and is replaced by the alternative hypothesis.
The significance level α indicates the maximum probability of incorrectly rejecting a null hypothesis. The researcher sets the significance level themselves at the beginning of the statistical analysis.
If the null hypothesis is incorrectly rejected, this is referred to as an alpha error or Type I error. This means that a statistically significant relationship, effect, or difference is concluded from a statistical analysis, when this is not actually the case.
In the case of a beta error or Type II error, the null hypothesis is incorrectly confirmed, when the alternative hypothesis is actually correct. This means that no statistically significant relationship, effect, or difference is concluded from a statistical analysis, when this is actually the case.

Outlook: Big Data Technologies
With an outlook on modern big data technologies, a very interesting ethical aspect and philosophical thought can be concluded after extensive discussion of the possibilities and techniques of standardized survey and opinion research in relation to an apparent contradiction of technology and data protection.
Technological advances are providing ever-improving insight into the world of process data and research on human actions and thoughts, i.e., there is an increasing understanding of the individual thought patterns of people that is particularly supported by big data technologies such as Google Big Data and more advanced artificial intelligence methods (Google Big Data, 2022).
As an example, Google Big Data can be used to answer a large number of new questions based on the data already available and collected, but only with the proviso that fundamental data protection and personal rights requirements are disregarded because for many questions, no explicit consent of the respondents would be available for the underlying data.
Thus, from an ethical point of view, it is necessary to consider and question the relevant aspects of data protection, particularly when characterizing human behavior through observational data.
As technical experts and scientists, are we truly always growing with the progress of technology?
Does exploiting all the possibilities of science and data bases to understand human actions always help economic progress, or are we sometimes better off not always fully exploiting the understanding of our own actions? 
			
Self-Check Questions
1. What two basic structures of observational data can be classified and distinguished?
A distinction is made between the global structure and the local structure of observational data, whereby the global structure describes the overall characteristic and the local structure describes the detailed structure.

2. List three different methods of processing observational data.
Observational data, like other primary or raw datasets, can be transformed (i.e., translated), converted, or multiplied by means of data transformations.

3. What is meant by an alpha and a beta error?
If the null hypothesis is incorrectly rejected, this is referred to as an alpha error or Type I error. This means that a statistically significant relationship, effect, or difference is concluded from a statistical analysis, when this is not actually the case. In the case of a beta error or Type II error, the null hypothesis is incorrectly confirmed, when the alternative hypothesis is correct. This means that no statistically significant relationship, effect or difference, is concluded from a statistical analysis, when this is actually the case. 

Summary   
Secondary data are data used in the context of studies, for which the data were not collected in the first place. Instead, they are available for the realization of a study. Special and new forms of secondary data can also be derived and obtained from primary data by means of data transformations. Given that secondary data is not collected by the respective researcher but can be presented and calculated on the basis of primary data, secondary studies are particularly suitable for small to medium-size research projects in applied social research, since the costs for data collection are typically very high. Secondary data for addressing social research questions are available in primary data by download or upon request to the relevant public agencies.
A disadvantage of secondary studies is that the data used often do not contain the information needed for specific research questions. Therefore, it is typically necessary to process secondary data before analysis. However, the results are often quantitatively incorrect. Blurring and incompleteness of secondary data, which are caused by transformations of primary data into secondary data, can be compensated for by rescaling or renormalization.
Observational data is a special form of secondary data. These refer to properties and characteristics of people and human actions that may require manual care in handling and processing according to specific needs.
In summary, new technologies and using secondary data in survey and opinion research also present new challenges for the technological future in terms of aspects related to data protection.
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Kapitel 12 - Datenznalyse

O Tabelle 122 Beispiele fur Textstellen, diesen jeweils zugeordnete Codes und eine aus den Codes gebildete abergeordnete Kategorie.

(> Abscha. 10.6.2; Daten aus Wiliams & Merten, 2009)

Textstellen

Ubergeordnete

(aus Nachrichten von Hinterbliehenen auf Online-Profilen Verstorbener) Kategorie

. just wanted to say that | am a mess right now .... Everything is hitting me so hard and no one can depression® Indicators of emotional

see it or care to notice that I'm falling through the cracks and living on the edge.”

or cognitive coping
strategies™

hate the fact that u did this to yourself. I hate it that u didn’t tell anyone. But there’s nothing I can anger”

do. I can be mad all I want*

.So essentially I'm feeling very guilty right now that | have some amount of happiness. How can I guilt*
be happy when you're dead? I feellike just the idea of being happy is a betrayal o you."

Fallbezogene Auswertung

Eine Evaluationsstudie ging der Forschungsfrage nach, ob und
wie berufsvorbercitende sog. Schillerfirmen’ benachieiligte Ju-
‘gendliche darin unterstitzen, den zukinftigen Anforderungen des.
Abeitsmarktes besser gewachsen zu sein (Abrbeck, Lehmann,
Fickler-Stang, Kretschmer, & Maué, 2009). Bei der Evaluations-
studie wurden quanitative und qualitative Methoden kombiniert.
Im qualitativen Studienteil wurden 69 Schillerinnen und Schi-
ler mittels Leitfadeninterviews befragt. Die Transkripte wurden
mithilfe der qualitativen Inhaltsanalyse ausgewertet. Im Zuge der
fallbezogenen Auswertungen wurden fir alle Befragien Fallbe-
schreibungen wie dic folgende erstelt:

.C., eine junge Frau im Alter von 19 Jahren, besuchte we-
gen Lemschwierigkeiten sichen Jahre lang die Schule mit dem
Forderschwerpunkt Lernen. Sie hat die Schule mit dem berufs-

Strategie zur Ableitung von Erklirungen diskutiert, Codes
Stellen eine erste Abstraktionsstufe vom Datenmaterial
dar, sind aber noch sehr datennah. Bei sog. in-vivo-Codes
‘wird sogar ein Zitat aus den Daten als Codename verwen-
det. Meist wird im Zuge der qualitativen Datenanalyse
eine stirkere Abstraktion vom Datenmaterial angestrebt,
indem ahnliche Codes zu iibergeordneten Kategorien
‘gebiindelt werden (8 Tab. 12.2).

Unterschiedliche qualitative Datenanalysemethoden
unterscheiden sich dahingehend, nach welchen Regeln
und Prinzipien sowie mit welchen Zielen die Kodierung
im Einzelnen vorgenommen wird. Der Arbeitsaufwand
Kann dabei sehr unterschiedlich Wenn 1) wenig
Material vorliegt, b) dieses in groBe Analyseeinheiten
segmentiert wird und c) bereits bei den urspringlichen
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1.2 Strukturierende Inhaltsanalyse
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Michaela Gliser-Zikuda

Tabelle 3: Beispiel fiir eine skalierende Strukturierung (Gliser-Zikuda/Full 2008: 122)

Niveau

Ankerbeispicle

Hohes | Der Lehrer (1) ist stets akustisch
iveau | und visuell klar strukturiert und
bin verstandlich, (2) setzt mehrere
Male advance organizers ein, (3)
erliutert mehrere Male die

C1) | Lernziele und (4) gibt mehrere
Male inhaltliche Zusammen-
fassungen.

larheit

1), Wir konnen immer gut sehen, was er an
ie Tafel schreibt und man versteht ihn auch
gut.” (2) “Der Lehrer kommt rein und sagt
luns immer zu Beginn einer Stunde, was wir
jann machen werden.” (3) ,Er sagt uns auch
ft, warum wir das und das lernen sollen.” (4)
.Nach den Experimenten oder so sagt er uns
ft, das habt ihr jetzt gelemt.”

ttleres | Ein mittleres Niveau ist angezeigt,
wenn die oben definierten

1) Manchmal erklirt er zu viel und dann
[wissen wir nicht, wie wir die Aufgabe nun

b ™| Merkmale alle oder zum Teil nur ~earbeiten sollen.* (2) ,Ich weif nicht, was
vereinzelt aufireten. lich auf scine Frage antworten soll. Die sind
larheit {zu komplex.* (3) ,Manchmal gibt’s einen
C2) leinen Tipp, wie wir eine Aufgabe angehen

ollen.”

iedriges] Der Lehrer (1) ist akustisch und
visuell nicht Klar strukturiert und

inhaltliche Zusammenfassungen.

1) Seine Erklarungen sind zu schwierig und
r spricht Gber tausend andere Dinge.” (2) ,In

iveau
bn verstandlich, (2) setzt nie advance ~fseinem Unterricht weif ich nie, was auf mich
larheit | organizers ein, (3) erliutert nie die_jzukommt.” (3) ,,Wir wissen nie, worauf es
c3) | Lemvicle und () gibt nie fankommt. Er sagt es uns einfach nicht.” (4)

JEs geht immer weiter und er erklart nicht, so
|das ist mal das, was wir jetzt gelemt haben.

fniedrigem Niveau ausgeprigt sind.

[Kodierregeln: (1) Zur Zuordnung auf Niveau C1 miissen alle vier Aspekte auf cinem hohen
iveau ausgeprigt sein. Ansonsten erfolgt die Zuordnung zum mittleren Niveau. (2) C2 soll
odiert werden, wenn nur einige der Aspekte einzustufen sind bzw. nicht alle auf einem

hohen Niveau angesiedelt sind. (3) C3 wird kodiert, wenn alle vier Aspekte eindeutig auf
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mein gehaltenen Antworten gegeben, die Atmosphire erscheint stimmig,
der Blickkontakt ist angemessen etc.

Wurden gegenstandsangemessene Methoden ausgewihlt oder entwickelt?
Anhaltspunkte zur Klirung dieser Frage auf der Ebene der Datenerhebung
gibt Tab. 1.

Verfahren Indikation/Anwendungsbereich
Fokussiertes Interview Analyse von subjektiven Bedeutungen
Halbstandardisiertes Interview  Rekonstruktion subjektiver Theorien

Problemorientiertes Interview biographisch oder gesellschaftlich relevante Probleme

Experteninterview Rekonstruktion von Expertenwissen

Ethnographisches Interview Analyse offener Felder im Rahmen von Feldforschung
Narratives Interview Analyse biographischer Verlaufe

Episodisches Interview Rekonstruktion von Routinen, Wandel und Situationen im Alltag
Gruppendiskussion Meinungs- und Einstellungsforschung

Gemeinsames Erzahlen Familienforschung

‘Tab. 1 aus Flick 2004a: 190f.

Fir Auswertungsverfahren gibt Tab. 2 einige Orientierungspunkte.
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Abb.8.2 Lineares Wahrscheinlichkeitsmodell und logistisches Regressionsmodell im Ver-
gleich. (Eigene Darstellung)




