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Exploring
 Student Perspectives on the Use of Generative AI in 
Higher Education
Abstract


: 
In this study, we investigated higher-education students’ familiarity with and perceptions of using generative artificial intelligence (GAI) in their learning. Building on the technology acceptance model (TAM) framework while incorporating personal innovativeness in information technology, we explored factors influencing the adoption of this emerging technology among students. We conducted an online survey, targeting active students 
at a college in northern Israel from 30 April to 11 May, 2024. Our final analysis included data from 233 students who completed the questionnaire.  All correlations were positive and significant, confirming the study’s theoretical framework. Our findings revealed that personal innovativeness in information technology was positively related to the TAM variables and that perceived usefulness, perceived ease of use, attitude, and behavioral intention were significant predictors of actual GAI use. Additionally, gender and field of study were significant predictors, with male students and those studying information systems or economics demonstrating greater adoption. To the best of our knowledge, this study is the first to integrate the TAM with personal innovativeness in information technology measures and demographics to assess student use of GAI. Our findings offer a theoretical and empirical basis for understanding student responses to new technologies in higher education. These insights can guide decision-makers in the academic community to promote optimal GAI utilization by their student body. Notably, the identified gender gap and field-based differences highlight the need for tailored approaches to maximize student engagement with GAI tools.
Keywords: GAI, TAM, Personal innovation in IT, Technology higher education
1. Introduction

Amid the ongoing debates on the impact of technology in the sphere of education (Baytak, 2023; Tamim et al., 2011), the emergence of artificial intelligence (AI) has transformative promise but also considerable challenges (Nguyen, 2023). With its ability to execute tasks necessitating
 human intelligence by simulating cognitive procedures using computers (Dwivedi et al., 2023), AI holds immense potential for education (Huang et al., 2023). Integrating AI in education refers to the use of AI technologies to support teaching, learning, and decision-making in the educational ecosystem (Ali, 2023
; Chu et al., 2021; Hwang et al., 2020; Wood et al., 2021; Zawacki-Richter et al., 2019). There are various ideas relating to the integration of AI by users
, such as the concepts of “AI readiness” (Karaca et al., 2021) and “AI capabilities” (Markauskaite et al., 2022), as well as “AI literacy” (Long & Magerko, 2020), all of which highlight the growing interest in the field. 

More recently, generative AI (GAI), a type of AI capable of producing original text, visuals, or other forms of media (Baytak, 2023), has attracted considerable attention due to the emergence of tools such as ChatGPT (Bozkurt et al., 2023). ChatGPT, first released in November 2022 (Lock, 2022), has been followed by the increasing availability of other GAI tools (Chan & Hu, 2023). However, its adoption 
within academic institutions has elicited diverse responses from academic faculty and students (Smolansky et al., 2023). GAI integration in higher education offers personalized learning, adaptive support, and scalable instruction, potentially revolutionizing student experiences and outcomes (Baidoo-Anu & Ansah, 2023). However, it also raises important issues regarding precision, data privacy, and ethical considerations (Lan & Chen, 2024; Sullivan, 2023). 
While many studies have focused on new technologies in higher education (Granić, 2023; Jha et al., 2022), including AI (Laupichler et al., 2022), GAI is a relatively new field of research (Barakat et al., 2024). Given the widespread recognition of GAI’s potential in education (Chan & Hu, 2023), there is a need for additional empirical research addressing the challenges and evidence-based professional development required for its successful integration (Hwang & Chen, 2023; Dehouche, 2021; Dwivedi et al., 2023). Student perspectives play a crucial role in the discussions surrounding the adoption of GAI, representing a fundamental aspect of institutional strategies, as outlined by Sullivan et al. (2023). Al-Adwan et al. (2023) have called for the consideration of variables such as discipline
, age, and gender and their impact on the acceptance of technology. 
As per Biggs’ 3P model, students’ views regarding their learning environment and the technologies used can have a major influence on their approaches to learning and the results they achieve (Biggs, 1999). Positive perceptions are conducive to deep learning, whereas negative perceptions can result in surface-level learning. For example, Haverila and Barkhi (2009) identified a positive relationship between students’ preparedness for e-learning and their perceived learning achievements. By investigating higher education students’ familiarity with and perceptions of GAI technologies, in this study we 
aimed to inform
 the responsible and effective integration of these tools in higher education. 
Focused on the technology acceptance model (TAM; Davis, 1989), we
 explored higher education students’ familiarity with and perceptions of incorporating GAI in academic learning, focusing on its perceived usefulness, perceived ease of use, and actual technology adoption. By gaining insights into the factors that impact the implementation of GAI from the learners’ viewpoint, the results will support the development of strategies for the efficient integration of this emerging technology in higher education and the professional development needed. Specifically, the outcomes will support (1) the recognition of individual factors that enable or impede the assimilation of AI
 technology among students and (2) the development of a potential strategic plan for embedding AI
-based technology to enrich teaching within the academic environment.
2. Literature review
2.1 GAI in the era of educational datafication
The influence of GAI is representative of the “datafication” phenomenon (Loosen, 2018), in which various elements are transformed into data, encompassing information, behaviors, and interactions (Flensburg & Lomborg, 2023). While it has a substantial impact on society at large, in the context of higher education, the trend of datafication has brought about an increased emphasis on the gathering, analysis, and utilization of student data for a variety of objectives, including monitoring performance, identifying at-risk students, evaluating teaching strategies (Jarke & Breiter, 2019), simplifying administrative tasks, predicting enrollment trends, optimizing resources (Szcyrek et al., 2024), and facilitating personalized learning pathways (Nguyen et al., 2023). However, the integration of datafication and GAI is associated with a number of challenges, such as privacy concerns (Korir et al., 2023), the perpetuation of algorithmic biases leading to disparities (Nguyen et al., 2023), excessive dependence on data-driven metrics that may detract from educational aims such as critical thinking (Raffaghelli et al., 2020), and technical restrictions demanding specialized knowledge and resources (Szcyrek et al., 2024). 
GAI refers to a class of AI models capable of generating new data, such as text, images, audio, or code, based on the information they have been trained on (Chan & Hu, 2023). The field of GAI is evolving rapidly, with new applications and models emerging continuously (García-Peñalvo & Vázquez-Ingelmo, 2023). Examples of GAI technologies include the following.
· ChatGPT: Developed by OpenAI, ChatGPT is a prominent AI-powered chatbot equipped with a large language model used to generate human-like text in response to user prompts. Previous studies have explored its capabilities and limitations in various contexts (e.g., Strzelecki, 2023).

· DALL-E 2: An advanced text-to-image model from OpenAI, DALL-E 2 can generate high-fidelity images based on textual descriptions. Research is ongoing to understand its creative potential and biases (e.g., Borji, 2022; Marcus et al., 2022). 
· Bard: Developed by OpenAI, Codex 
is an AI system that can generate code in various programming languages. Research is underway to explore its potential impact on software development practices (Waisberg et al., 2024). 
· Midjourney: This text-to-image model empowers users to create and edit images through natural language prompts. Studies are exploring its potential for artistic expression and design applications (e.g., Wasielewski, 2023).
· Claude: This conversational AI
 assistant focuses on engaging in open-ended dialogue. Developed by Anthropic, Claude represents an advance in building AI
 for natural human–computer interactions (Ali

 et al., 2023).

2.2. The technology acceptance model (TAM) 
The mere provision of technology in educational settings does not guarantee its effective use (Mei et al., 2018). Technology adoption refers to the acceptance, integration, and embrace of new technology (Granić, 2023). Despite users’ inclinations 
toward employing technology, various factors may hinder its utilization, including time constraints, resource limitations, lack of technical expertise, or past negative encounters with technology (Al-Adwan et al., 2023). Students’ perspectives on technology and their skill in integrating it into their educational practices are critical for successful adoption, and optimal decision-making 
depends on insights into why and how users typically embrace emerging technologies (Alshammari & Rosli, 2020). 
The TAM (Davis, 1986) is an excellent starting point for understanding behavior relating to the adoption of GAI (Russo, 2024). The primary objective of the TAM (Figure 1) is to delineate the cognitive and psychological determinants influencing users’ propensity to embrace novel technologies (Granić & Marangunić, 2019). Initially developed to analyze computer usage, the TAM’s extensive research foundation 
makes it suitable for studying computer acceptance trends in education (Padalia et al., 2023). The TAM has also been successfully applied to predict learners’ acceptance of educational technologies (e.g., Shen et al., 2022; Al-Adwan, 2020). The TAM highlights
 perceived usefulness 
and perceived ease of use as principal determinants of user acceptance (Stockless, 2017
). Perceived usefulness refers to a user’s belief that a technology will enhance their performance. Here, we define perceived usefulness as the degree to which students believe utilizing GAI will boost their academic performance. Prior research has demonstrated a positive relationship between perceived usefulness and an intention to embrace educational technology (Al-Rahmi et al., 2022; Akour et al., 2022). Perceived ease of use reflects a user’s expectation of a system’s ease of use (Davis, 1989). Previous research into the adoption of educational technology has suggested that users’ perceived ease of use significantly
 influences their perceived usefulness (Mailizar et al., 2021) and is a precursor to adopting educational technology (Saleh et al., 2022). The additional parameters of the TAM are attitude, behavioral intention, and actual use (Figure 1). Attitude refers to an individual’s positive or negative feelings toward technology, which can have a major influence on behavioral intention and their intention to use a given technology 
(Cummins, 2008). Attitude has an affective component, which refers to how much an individual likes the object of thought
, and a cognitive component, which refers to an individual’s specific beliefs in relation to the object (Yang & Yoo, 2004). Behavioral intention, in turn, predicts the actual use of a technology in practice (Cummins, 2008). The relationships between the TAM parameters are supported by evidence from a variety of studies within the higher educational context, including studies of e-learning (Al-Rahmi et al., 2019; Salloum et al., 2019), programming environments (Arpaci, 2019), and the use of Moodle (Teo et al., 2019), smartwatches (Al-Emran et al., 2021), and social media (Al-Qaysi et al., 2023). Taken together, these findings have established the TAM as a leading scientific paradigm for studying the acceptance of learning technologies.
Figure 1.
 Technology acceptance model (TAM) depicting student’s use of antecedents of GAI 
in their learning
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The cascade of effects incorporated by the TAM, i.e., perceived usefulness and perceived ease of use and how they influence attitude, which in turn affects behavioral intention, led us to propose the following hypotheses regarding the adoption of GAI 
technologies by students
:
H1: Perceived ease of use of GAI technologies will be positively related to their perceived usefulness.

H2: Perceived usefulness and perceived ease of use of GAI will be positively related to attitude toward using GAI for learning. 

H3: Perceived usefulness of GAI will be positively related to behavioral intention to use GAI in learning. 

H4: Students’ attitudes toward using GAI in learning will be positively related to their behavioral intention to use GAI in learning.

H5: Students’ behavioral intention to use GAI in learning will be positively related to their actual use of GAI for learning purposes.
2.3. The diffusion of innovations theory
The TAM recognizes that external variables can influence perceived usefulness and perceived ease of use (Al-Adwan et al., 2023), and its flexibility allows the incorporation of additional factors (see Figure 3
). The diffusion of innovations (DOI) theory (Rogers, 1983) can be used to supplement the TAM model by considering the technological attributes influencing adoption
. The DOI theory elucidates the process by which an idea or product gradually gains traction and spreads across a particular population. It categorizes users according to the timing of the adoption of an innovation: Innovators, who are early adopters
; early adopters, who serve as opinion leaders; the early majority, who precede the average person; the late majority, who harbor skepticism toward change; and laggards, who are notably conservative (see Figure 2). 
Figure 2. 
The theory of diffusion of innovations, illustrating the timings of the adoption of innovation (Rogers, 1983)
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These attributes 
could influence the acceptance of GAI in educational technology. The DOI theory, therefore, supports and enriches our comprehension of technology-specific factors that shape the adoption of GAI within the educational sphere. It highlights the relative advantage of utilizing GAI tools over traditional learning methods, which may incentivize adoption (Russo, 2024). According to the DOI theory, individuals’ reactions vary according to their inherent inclination to adopt new technology (Fan et al., 2020), which leads us to the parameter of personal innovativeness in information technology (IT).
2.3.1 Personal innovativeness in IT in the higher education context
Personal innovativeness in IT indicates an individual’s willingness to explore new technologies and their capability of adopting and utilizing these technologies (Agarwal & Prasad, 1998). It is relevant in higher education contexts as it has previously been demonstrated to influence the adoption of e-learning platforms (Twum et al., 2022), animation
 (Dajani & Abu Hegleh, 2019), lecture capture systems (Farooq et al., 2017), and the use of mobile learning during social distancing 
(Sitar-Taut & Mican, 2021). External variables can also influence perceived usefulness and perceived ease of use (Al-Adwan et al., 2023). Students with a greater propensity for technological innovation may be more open to adopting new technologies such as GAI and therefore use AI
-based systems more frequently during their studies. It follows that personal innovativeness in IT will impact how individuals view a technology in terms of its perceived usefulness and perceived ease of use 
(see Figure 3). 
Figure 3.
 Complete study model
: The TAM, including external variables influencing students’ use of GAI
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We therefore propose the following additional hypothesis:

H6: Personal innovativeness in IT will be positively related to perceived usefulness and perceived ease of use of GAI technology within a learning context.
2.3.2 Impact of individual differences (field of study, gender, and age) on adoption of GAI
In addition to the variables described above, demographics (age and gender) and academic characteristics (field of study) serve as antecedent external variables in our theoretical model (see Figure 3). Previous studies have suggested that knowledge of GAI technologies and frequency of use are positively correlated (e.g., Chan & Hu, 2023). It is logical to assume that students studying information systems or economics may be more aware of such technologies than students in other fields of study (see Fig. 3)
. We therefore hypothesized that:

H7: Students studying in technologically-oriented fields will be more inclined to consider GAI technology has a greater degree of perceived usefulness and perceived ease of use within the learning context.

Gender and age may also influence the adoption of new technologies. For example, a study investigating preferred sources of information in relation to automated vehicle systems found that older respondents and females felt less technically sophisticated than their younger and male counterparts and were less willing to accept higher levels of automation (Greenwood & Baldwin, 2022). Fasbender (2022) found that age was negatively linked to attitude toward new technology. Kourtesis et al. (2022) found that older participants were less aware of and held stronger stigmas against healthcare technologies compared with their younger counterparts, while male participants appeared to be more aware of such technologies than female participants. Other studies have also found differences in the use of information and communication technologies between males and females (e.g., Rispler & Luria, 2020). We therefore hypothesized that:
H8: Younger students and males will be more inclined than older students and females to consider GAI technology has a greater degree of perceived usefulness and perceived ease of use within the learning context.

3. Method
3.1. Participants and data collection

We analyzed data obtained through a cross-sectional online survey of students at a college 
in northern Israel, conducted between 30 April and 11 May, 2024. The questionnaire was sent to all students who study at the college
. In total, 337 students responded, although 104 student questionnaires were removed because they were incomplete. Therefore, our data analysis included 233 student questionnaires that were completed in full.

The research protocol was approved by the Ethical
 Committee of Yezreel Valley College (Ethics Number: YVC EMEK 2024-68). After receiving relevant information and a brief explanation about the general purpose and content of the study, its procedure, and confidentiality, all participants agreed to take part voluntarily. The participants were assured that the survey data would be used for research purposes only and that they could withdraw at any stage.

The questionnaire was constructed based on several valid English questionnaires
 (Al-Adwan et al., 2023; Stockless, 2018; Khong et al., 2023). We made slight adjustments, which consisted of changing the type of technology described in the questionnaire to GAI. The questionnaire was translated into Hebrew and then back-translated into English to evaluate the accuracy of the Hebrew translation (Brislin, 1980).

3.2. Measures

3.2.1. Demographics 

The participants were asked to provide their age, gender, the degree they were studying for (bachelor’s or master’s degree), their department, and their year of study.

3.2.2. Personal innovativeness in IT 

Personal innovativeness in IT was measured using a four-item questionnaire developed by Al-Adwan et al. (2023), which tests students’ willingness to explore new technologies and their capability of adopting and utilizing them. The questionnaire comprised three positive items: “If I heard about a new information technology, I would look for ways to experiment with it”
 and one negative item: “In general, I am hesitant to try out new information technologies.” The degree of agreement on each item was measured on a Likert scale
, with 1 = strongly disagree and 5 = strongly agree. For data processing, one mean was calculated for the personal innovativeness in the IT scale 
(after reversing the negative item). A higher score indicates a tendency for greater technological personal innovation. The internal reliability (Cronbach’s alpha) in the Al-Adwan et al. (2023) study was α=0.918; in our study it was α=0.811. 

3.2.3. Perceived usefulness 
Perceived usefulness was measured using Stockless’s (2018) six-item questionnaire, which tests the degree to which students believe utilizing GAI will boost their academic performance. An example item is “Generative artificial intelligence can be useful for improving my learning.” The degree of agreement on each item was measured on a Likert scale, 
with 1 = strongly disagree and 5 = strongly agree. For data processing, one mean was calculated for the perceived usefulness scale
, with a high score indicating that students perceived GAI to be beneficial for their learning. The internal reliability (Cronbach’s alpha) in Stockless’s study (2018) was α=0.95; in our study it was α=0.936. 

3.2.4. Perceived ease of use
To measure the perceived ease of use, we again used the Stockless (2018) six-item questionnaire, which explores the degree to which students expect the system's ease of use
. An example item was “It would be easy to access generative artificial intelligence and to do what I want to do.” The degree of agreement on each item was measured on a Likert scale, 
with 1 = strongly disagree and 5 = strongly agree. For data processing, one mean was calculated for the perceived ease of use scale, 
with a high score indicating that students perceived GAI as easier
 for their learning needs. The internal reliability (Cronbach’s alpha) in Stockless’s study (2018) was α=0.95; in our study it was α=0.916. 

3.2.5. Attitude toward use of GAI
Attitude toward the use of GAI was measured using the
 Khong et al. (2023) questionnaire, which explores an individual’s positive or negative feelings toward using technology. The questionnaire consists of one item reflecting a positive attitude toward using GAI: “I am comfortable learning with generative artificial intelligence” and three items reflecting negative attitudes, for example, “Learning with generative artificial intelligence is stressful.” To this questionnaire, we added an item that refers to the ethical aspects of using GAI: “The use of generative artificial intelligence for learning is accompanied by ethical problems.” The degree of agreement with each item was measured using a Likert scale, 
with 1 = strongly disagree and 5 = strongly agree. For data processing, one mean was calculated for the attitude toward the use GAI scale 
(after reversing the negative items), with a high value indicating that students’ attitudes toward the use of GAI are more positive. The internal reliability (Cronbach’s alpha) in Khong and colleagues’ study (2023) was α=0.92; in our study (for the five items) it was α=0.805. 

3.2.6. Behavioral intention
Behavioral intention was measured using a
 four-item questionnaire by Khong et al. (2023), which explored students’ intentions to use GAI for learning purposes. The questionnaire comprised three positive items, for example, “I will combine the use of generative artificial intelligence with other ways of learning whenever it is possible to do so,” and one negative item: “I will only use generative artificial intelligence if my college requests me to do so.” The degree of agreement on each item was measured using a Likert scale, 
with 1 = strongly disagree and 5 = strongly agree. For data processing, one mean was calculated for the behavioral intention scale (after reversing the negative item). 
A high score indicates a greater tendency to use 
GAI for learning purposes. The internal reliability (Cronbach’s alpha) in Khong and colleagues’ study (2023) was α=0.75; in our study it was α=0.826. 
3.2.7. Actual use of GAI
The questionnaire items that examined the actual use of GAI for learning purposes included questions relating to 
the frequency of use, the number of uses in the last month, and which GAI tools the students had used for learning purposes (e.g., ChatGPT 3.5, ChatGPT 4.0, Claude, GEMINI, Perplexity, SciSpace, Copilot, Midjourney). The frequency of use of GAI included four items: summarizing material, solving exercises, performing assessment tasks, and practicing for a test. The students were asked to indicate for each item the frequency of their use of GAI on a scale from 1 = never and 5 = most of the time. For data processing, one mean was calculated for the actual use scale, 
with a high score indicating more use of GAI for learning purposes. The internal reliability (Cronbach’s alpha) in our study was α=0.762.
3.3. Data analysis
We used IBM SPSS Statistics 28.0 and AMOS 28.0 to conduct the statistical analysis of the 233 responses
. Missing values were less than 0.8% 
and were not replaced. Cronbach’s α coefficient was determined to verify the reliability of the measurement tools used in the study. We conducted descriptive analyses to describe the participants’ demographic characteristics. Then, we used t-tests and ANOVAs to compare the means of the research variables (personal innovativeness in IT, perceived usefulness, perceived ease of use, attitude toward the use of GAI, behavioral intention, and actual use) between genders, academic year, and field of study. Pearson correlations were 
performed to explore the relationships between age and other research variables. Pearson correlations 
were also performed to explore relationships between the research variables themselves. Next, we conducted a hierarchical regression analysis to test the contribution of all variables in predicting the actual use of GAI. In the regression model, we only entered socio-demographic variables that were significantly correlated with using GAI. Significance was set at the .05 level, and all significance tests were two-tailed. Finally, we tested the complete model using SEM 
and quantified the extent to which the theoretical model fitted the data using the χ2 test. A non-significant p-value (p >.05) and a ratio of χ2/df
 <2 represent 
an adequate model fit (Hu & Bentler, 1999). The root mean square error of approximation (RMSEA), comparative fit index (CFI), Tucker-Lewis index (TLI), and normed fit index (NFI) were also included, as recommended by Schreiber et al. (2006). A model is considered to fit the data well if the ratio of χ2 to df ≤2, TLI ≥0.95, CFI ≥0.95, NFI ≥0.95, and RMSEA ≤0.06. We used the bootstrap method to provide 
standard errors (SE) and significance tests of the indirect and total effects (Shrout & Bolger, 2002).
4. Results
4.1. Demographic characteristics

The study participants comprised 233 students, 185 and 48 of whom were studying for a bachelor’s and a master’s degree, respectively. Most participants were female (69.5%); ages ranged from 20 to 74 years, with an average age of 31.4 (SD
=10.0). Demographic characteristics are reported in Table 1.

Table 1.
 Demographic characteristics of participants
	Total
(N=233)
	Graduate
 students
(N=48)
	Undergraduate students
(N=185)
	

	%
	N
	%
	N
	%
	N
	

	69.5%

28.8%

1.7%
	162
67

4
	75.0%

25.0%

0.0%
	36
12
0
	68.1%

29.7%

2.2%
	126
55

4
	Gender

   Female

   Male
   Missing

	
	
	52.1%

47.9%
	25
23
	44.9%

26.5%

27.6%

1.1%
	83

49

51

2
	Academic year   

   Year 1

   Year 2

   Year 3

   Year 4

	13.3%

86.3%

0.5%
	31
201

1
	0.0%

100.0%

0.0%
	0
48
0
	16.8%

82.7%

0.5%
	31
153

1
	Field of study   

   Information systems or economics
   Other social sciences
   Missing

	Mean (SD)
	Mean (SD)
	Mean (SD)
	

	31.4 (10.0)

20–74
	39.8 (11.0)

25–74
	29.3 (8.6)

20–69
	Age (years)

        Range


 Note. SD = standard deviation.

Among undergraduate students, 68.1% were female, with an average age of 29.3 years (SD=8.6). Almost half (44.9%) of the undergraduate students were in their first year of study, a little more than a quarter (26.5%) were in their second year, and a little more than a quarter (27.6%) were in their third year. Among the graduate students, 75.0% were female, with an average age of 39.8 years (SD=11.0). More than half (52.1%) of the graduate students were in their first year of study, with the remainder (47.9%) in their second year. The participants were studying in various academic study programs (14 programs for those studying for a bachelor’s degree and 8 programs for those studying for a master’s degree). We have grouped the programs into two fields: information systems or economics and other social science subjects (social work, psychology, criminology, communication, human services, education, health systems management, etc.).
4.2. The use of GAI technology
A questionnaire that included four items relating to the use of GAI (summarizing material, solving exercises, performing assessment tasks, and practicing for a test) was used to test the frequency with which students used GAI for learning purposes
. Table 2 shows the distribution of responses for each of the items.
Table 2. 
The frequency of use of GAI (N=233)
	The frequency with which I use GAI for learning purposes when:
	Never

1
	Seldom

2
	Sometimes

3
	Often


4
	Most of the time
5
	Missing

	Summarizing material
	76

32.6%
	43

18.5%
	52

33.2%
	44

18.9%
	17

7.3%
	1

0.4%

	Solving exercises
	104

44.6%
	

54

23.2%
	47

20.2%
	23

9.9%
	4

1.7%
	1

0.4%

	Performing assessment tasks
	76

32.6%
	42

18.0%
	52

22.3%
	39

16.7%
	23

9.9%
	1

0.4%

	Practicing for a test
	96

41.2%
	39

16.7%
	47

20.2%
	34

14.6%
	16

6.9%
	1

0.4%


Table 2 shows that 26.2% of the students used GAI to summarize material often or most of the time, 26.6% used GAI to perform assessment tasks often or most of the time, 21.5% used GAI to practice for a test often or most of the time, while just 11.6% used GAI to solve exercises often or most of the time.

The extent of the use of GAI for learning purposes was also examined by the number of times the students had used GAI for learning purposes during the past 30 days. Their responses ranged from 0 to 125 times per month, with 36% of the students not using GAI at all during the past 30 days (0 times) and the remainder (64%) using it at least once. The average number of times the students used GAI for learning during the past 30 days was 9.1 (SD=20.9).

In addition, we examined which GAI tools the students used. The most-used tools were ChatGPT 3.5 (48.5%), ChatGPT 4.0 (27.5%), Claude (27.5%), and GEMINI (19.7%). Less-used tools were Perplexity (3.4%), SciSpace (2.6%), Copilot (1.7%), Midjourney (1.7%), Ruby bot (0.9%), BlackBox (0.9%), and Firefly (0.9%); 39% of the students stated that they used multiple GAI tools.
4.3. Relationship between demographic characteristics and the research variables

4.3.1. Differences in research variables between the genders

In t-tests to compare the research variables between the genders, a significant difference (medium effect) was found between men’s and women’s personal innovativeness in IT, perceived ease of use, behavioral intention, and actual use. Male students perceived themselves to be more technologically innovative, perceived GAI as easier to use, had higher intention to use, and actually used GAI more, compared with female students. However, no significant differences were found between men’s and women’s perceived usefulness and attitude toward the use of GAI (Table 3).

Table 3. 
Mean differences in research variables between the genders

	
	
	
	Male
(N=67)
	Female
(N=162)
	

	D
	p-value
	T (df=227)

	SD
	M
	SD
	M
	

	-0.45
	.002
	-3.22
	0.88
	3.74
	0.98
	3.32
	Personal innovativeness in IT

	-0.26
	.078
	-1.77
	0.98
	3.92
	1.10
	3.65
	Perceived usefulness

	-0.55
	<.001
	-3.77
	0.93
	3.71
	1.00
	3.17
	Perceived ease of use

	-0.20
	.175
	-1.36
	0.96
	3.70
	0.99
	3.51
	Attitude toward use

	-0.40
	.003
	-3.03
	0.87
	3.72
	1.09
	3.29
	Behavioral intention

	-0.41
	.006
	-2.80
	1.03
	2.60
	0.93
	2.21
	Actual use


     Note. M = mean; SD = standard deviation; D = effect size Cohen’s D
.

4.3.2. Differences in research variables between the fields of study

Independent sample t-tests were conducted to test differences in the means of research variables between students who were studying technologically-oriented fields (information systems or economics) and students who were studying other social science subjects (social work, psychology, criminology, communication, human services, education, health systems management, etc.). The results of this analysis are presented in Table 4.

Table 4. 
Mean differences in research variables between the fields of study

	
	
	
	Other social sciences
(N=202)
	Information systems or economics
(N=31)
	

	D
	p-value
	t(df=231)
	SD
	M
	SD
	M
	

	0.41
	.005
	2.91
	1.00
	3.39
	0.64
	3.78
	Personal innovativeness in IT

	0.11
	.569
	0.57
	1.08
	3.71
	1.00
	3.83
	Perceived usefulness

	0.62
	.002
	3.21
	1.01
	3.25
	0.85
	3.86
	Perceived ease of use

	0.05
	.783
	0.28
	0.99
	3.56
	0.97
	3.61
	Attitude toward use

	0.43
	.007
	2.79
	1.07
	3.34
	0.78
	3.78
	Behavioral intention

	0.62
	.001
	3.23
	0.95
	2.25
	0.97
	2.85
	Actual use


Note. M = mean; SD = standard deviation; D = effect size Cohen’s D
.

Significant differences (medium effect) were found between the fields of study in the following variables: Personal innovativeness in IT, perceived ease of use, behavioral intention, and actual use. Students who studied information systems or economics perceived themselves to be more technologically innovative, perceived GAI as easier to use, had a higher intention of use, and actually used GAI more, compared with students who studied other social sciences. However, no significant differences were found between the fields of study in terms of perceived usefulness and attitude toward using GAI.
4.3.3. Differences in research variables between the academic years

Differences between the years of study were examined separately for the undergraduate students (ANOVAs were conducted) and the graduate students (t-tests were conducted). No statistically significant differences were found for any of the means of the research variables between the years of study (for undergraduate students this was between years 1, 2, and 3 and for the graduate students between years 1 and 2).
4.3.4. Correlations between age and the research variables

To test the correlations between age and the research variables, Pearson correlations were calculated. All correlations were found to have a weak and non-significant effect, except for the correlation between age and perceived ease of use, which exhibited a weak but statistically significant effect (r=-.15, p<.05).
4.4. Correlations between research variables

Table 5. 
Pearson correlations, Cronbach’s alpha, means, and SDs of the research variables (N=233)
	
	1
	2
	3
	4
	5
	Cronbach’s alpha
	M
	SD

	1. Personal innovativeness in IT
	1
	
	
	
	
	.811
	3.44
	0.97

	2. Perceived usefulness
	.58*
	1
	
	
	
	.936
	3.73
	1.07

	3. Perceived ease of use
	.60*
	.63*
	1
	
	
	.916
	3.33
	1.01

	4. Attitude toward use
	.54*
	.69*
	.49*
	1
	
	.805
	3.57
	0.98

	5. Behavioral intention
	.55*
	.78*
	.65*
	.67*
	1
	.826
	3.40
	1.05

	6. Actual use
	.50*
	.60*
	.57*
	.45*
	.60*
	.762
	2.33
	0.97


Note. M = mean; SD = standard deviation; *p < .001.
As can be seen in Table 5, all correlations were positive and significant (p<.001). In particular, there was a significant positive correlation between personal innovativeness in IT and perceived usefulness (r=.58), between personal innovativeness in IT and perceived ease of use (r=.60), between perceived usefulness and attitude toward use (r=.69), between perceived usefulness and behavioral intention (r=.78), between perceived ease of use and attitude toward use (r=.49), between attitude toward use and behavioral intention (r=.67) and between behavioral intention and actual use of GAI (r=.60).
4.5. Hierarchical linear regression analysis for predicting actual use of GAI
Hierarchical linear regression was used to predict the actual use of GAI. In the first step, the demographic variables found to be significantly related to actual use were entered into the model: Gender (1, female; 0, male) and field of study (1, other social sciences; 0, information systems or economics). In the second step, the remaining research variables were entered into the regression model, i.e., personal innovativeness in IT, perceived usefulness, perceived ease of use, attitude toward the use of GAI, and behavioral intention. The results of these analyses are presented in Table 6. 

Table 6. 
Hierarchical regression analysis for predicting the actual use of GAI (N=228)

	R2
	p
	t
	β
	SE
	B
	Predictor variable

	.07
	<.001
	16.37
	
	.18
	3.00
	Step 1: (constant)

	
	.031
	-2.18
	-.14
	.14
	-.31
	Gender (1 = female)

	
	.005
	-2.81
	-.19
	.19
	-.54
	Field of study (1 = other social sciences)

	.46
	.442
	0.77
	
	.27
	0.21
	Step 2: (constant)

	
	.615
	-0.50
	-.03
	.11
	-.06
	Gender (1 = female)

	
	.035
	-2.13
	-.11
	.15
	-.32
	Field of study (1 = other social sciences)

	
	.094
	1.68
	.12
	.07
	.12
	Personal innovativeness in IT

	
	.004
	2.90
	.26
	.08
	.24
	Perceived usefulness

	
	.014
	2.48
	.18
	.07
	.17
	Perceived ease of use

	
	.571
	-0.57
	-.04
	.07
	-.04
	Attitude toward use

	
	.012
	2.54
	.23
	.08
	.21
	Behavioral intention


 Note. B = unstandard
 coefficient; SE = standard error; β = standard coefficient. 

In step one, gender and field of study were significant predictors of the actual use of GAI, with male students and those who were studying information systems or economics using GAI more. These variables explained 7% of the variance in the actual use of GAI. In step two, perceived usefulness, perceived ease of use, and behavioral intention were significant predictors of the actual use of GAI. It was 
found that the more students perceived GAI as being useful and easy to use and the higher their usage intentions, the more they used GAI. These research variables added 39% to the explained variance. In total, our model explained 46% of the variance of the actual use of GAI. Moreover, the model was statistically significant (F(7,220)=27.19, p<.001).

4.6. Structural equation modeling (SEM) for examining relationships between research variables

SEM was used to examine the research model, controlling for two background variables (gender and field of study) that were significant predictors in the regression model. The results of the analysis are presented in Figure 4. The model fit the observed data well, as seen in the goodness-of-fit indices: χ2=13.2; df=10; p=.212; χ2/df=1.3; RMSEA=.038; CFI=.996; TLI=.989, and NFI=.985.
Figure 4. 
Results of the structural equation model 
(N=228)


Note. Numbers next to the single-headed arrows reflect standardized regression weights; *p < .05, **p < .01, ***p < .001

As depicted in Figure 4, personal innovativeness in IT was positively related to perceived usefulness (β=0.34, p<.001), perceived ease of use (β=0.57, p<.001), and attitude toward the use of GAI (β=0.23, p<.001). Moreover, perceived ease of use was positively related to perceived usefulness (β=0.43, p<.001), behavioral intention (β=0.24, p<.001), and actual use of GAI (β=0.23, p<.001). While perceived ease of use had no direct effect on attitude toward the use of GAI (β=0.01, p=.926), it did have an indirect effect through perceived usefulness (indirect effect = 0.23, SE=0.05 CI = [0.14, 0.34]). These results indicate that perceived usefulness fully mediated the association between perceived ease of use and attitude toward the use of GAI. Furthermore, perceived usefulness was positively related to attitude toward the use of GAI (β=0.55, p<.001), behavioral intention (β=0.47, p<.001), and actual use of GAI (β=0.27, p<.001). A positive relationship between attitude toward the use of GAI and behavioral intention was also found (β=0.23, p<.001). Finally, behavioral intention was positively related to actual use of GAI (β=0.23, p<.01). In aggregate, the combined effects of all paths in the model accounted for 46% of the variance in the actual use of GAI.
5. Discussion
In this study, we successfully employed an extended TAM framework, incorporating personal innovation in IT and demographic variables, to estimate students’ adoption of GAI in higher education. The findings support existing TAM literature (Davis, 1989) by confirming the positive influence of perceived usefulness and perceived ease of use on both attitudes and intentions to use GAI. This reinforces the notion that positive perceptions of usefulness and ease of use can enhance students’ intention to adopt GAI in their learning. Applying the extended TAM framework in this study aligns with the work of Saif et al. (2024), who also found this framework beneficial for understanding students’ perceptions of technology use in a learning environment.
Furthermore, our study sheds light on the role of personal innovativeness in IT as an external factor that influences technology adoption. The positive correlation between personal innovativeness in IT and perceived usefulness/ease of use of GAI suggests that students who are more comfortable with technology are more likely to perceive GAI as being valuable and user-friendly. This aligns with the findings of previous research into the relationship between attitudes and behavioral intentions toward technology use (Teo et al., 2019).

The study revealed notable differences in GAI adoption based on gender and academic discipline. Male students and those majoring in information systems or economics displayed a greater degree of innovativeness and intention to use GAI. This finding aligns with existing literature (Dowling‐Hetherington et al., 2022; Leão & Ferreira, 2021; Naveh & Shelef, 2021), suggesting increased comfort with technology among students in business-, data-, and technology-oriented fields due to their academic background. The gender gap we observed aligns with the findings of broader research into technology adoption disparities (Rola‐Rubzen et al., 2020), particularly regarding the adoption of ChatGPT (Draxler et al., 2023) and student’s confidence in using technology (Blasco, 2016
). 

Our findings offer valuable insights for policymakers and educational institutions who are seeking to effectively integrate GAI tools into the learning environment. While concerns exist regarding overreliance on technology, these risks can be mitigated by promoting responsible use and a clear understanding of GAI’s limitations (Choudhury & Shamszare, 2023). In today’s dynamic world, higher education institutions must equip students with the skills and knowledge necessary to thrive in an ever-changing job market. GAI integration will play a crucial role in this endeavor by preparing students for future practice through effective implementation. All students, regardless of gender, field of study, or background, should receive fair opportunities to avail themselves of the advantages offered by these potent tools, nurturing an inclusive and equitable learning environment. 
This will require the exploration of tactics
 to encourage a more comprehensive and widespread acceptance of GAI among the student community, guaranteeing that nobody is excluded from this technological transformation. 
6. Limitations
Our use of convenience sampling represents a methodological limitation. This limitation arose from the survey being administered solely to students at a single college in Israel, although it was diverse in terms of students’ academic backgrounds. As the use of GAI in higher education remains an emerging area of research, future studies should further evaluate the scale employed in this study and investigate the suggested and additional associations 
by employing random sampling techniques and gathering data over an extended timeframe, across various disciplines and educational settings.
This study was a cross-sectional survey. Although regression and SEM analyses indicated a potential causal relationship between variables, it is important to note that the analysis was only a complementary tool that was unable to fully determine cause-and-effect relationships. Thus, the model we used in this research provides evidence for a possible explanation of the relationships between variables, but it cannot determine whether a relationship was causal.
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