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Introduction
This chapter exploreswill focus on understanding whether technology cancould be used to enhance non-coercive compliance by creating more effectivebetter reputational mechanisms and better technological nudges. The discussion focuses on two main questions about technology usageThe usage of technology, discussed in this chapter, will focus on two main aspects. We first ask whether it is possible to monitor and enforce regulations while minimizing the impactFirst, the ability to monitor and enforce with more limited effect on of crowding out. The second question is whether technology can help identify which parts of theSecond, whether technology could allow us to know which part population canould  be trusted to complyengage voluntarily..  It is important to note that, on the surface, It should be said upfront that thethis second goal, maywhile appearmight be seen immediately to resemblethe reader as mimicking the ChineseChiness sSocial cCredit system that seeks to exploit technology in orderinitiative, the focus here on technology was much different as it tried to enableallow the state to monitor and control people’'s social behavior.. However, our focus on technology aims for quite a different situation, as we In this book, the focus on technology is related to the reverse perspective where we are looking for ways in whichthrough which the state canould become less coercive and more trusting towards more people. 
Generally, speaking, using the involvement of technology to enhance compliance could lead to two developments. On the one hand, it is possible that using improvedcould go in both directions. On one hand one can say that if we can use monitoring technology monitoring could lead to a reduced need to rely on theis being improved we don’t need so much the  goodwill of the people to comply voluntarily. cooperate intrinsically, By providingit is enough that we give people clear instructions and analyzing how people will behave, it may be possible to complementfollow how they behave, thus, together with research onabout personalization,[footnoteRef:2] and technology-based enforcement,,[footnoteRef:3] as well as could possibly reduce some of the need for reliance on the goodwill of people’s goodwill. This could then potentially facilitate variousmore types of cooperation amongby people, whichreducing could reduce or eliminateeliminating the need for state monitoring or the use of sanctions as part of a command-and-control approach.  [2:  Porat, Ariel, and Lior Jacob Strahilevitz. "Personalizing default rules and disclosure with big data." MICH. L. REV. 112 (2013): 1417.]  [3:  Some workplaces use wearable wireless sensors that relay data to algorithms in order to emotionally monitor their employees. By tracking employees’ emotional states, managers can analyze the effectiveness of company policies and procedures. In China, brain surveillance is conducted without consent. See Nelson, J. S. (2019). Managemenit t Culture and Surveillance. Seattle UL Rev., 43 631.] 

On the other hand, technology can help foster a more trusting relationship between citizens and the state, allowing officials to grant people greater discretion while avoiding direct monitoring of their activities. By using personalized data on past behavior, as discussed in the work with Aronson and Lobel on trust-based regulation, the state can achieve a balance between allowing greater freedom for more people without harming those who are less deserving of this trust.[footnoteRef:4]  [4:  Aronson, Feldman Lobel Normative Framework for Data Driven Trust ] 

Research conducted in theareas fieldsuch ofas algorithmic management hasshows producedsome mixed resultssignals regarding the potential crowding- out effect of rating and monitoring procedures. Thiswhich posescreate a challenge tofor the ideapromise thatof technology canto enhance intrinsically motivateddriven compliance, asbut theserather proceduresmight mayat onlymost minimally reduce the need for state-imposed sanctions.sanction. Hence, we will also examine in this chapter the potential pitfalls of using technology as a substitute for state enforcement. Thus, While itwhile is true that technology can indeed replace certainsome formsmore ofnoticeable enforcement attempts, much of the current research suggeststends thatto itview maytechnology alsoas leadalienating to alienation among people.  Therefore, in this chapter, we will examine the potential pitfalls of using technology as a substitute for state enforcement.   
On the other hand, the reliance on technology could be used to take a more trusting approach in which the state can feel secure enough to give people as much discretion as possible, with some ability to avoid direct monitoring interaction with government officials. It carries the ability to allow the state to enjoy both worlds while using some personalized data on past behavior, as discussed in the work with Aronson and Lobel on trust-based regulation, they can allow more and more people great freedom without harming those who are less deserving of this trust[footnoteRef:5]  [5: ] 

[bookmark: _Toc168483576]The Monitoring Everything Challenge 
As notedmentioned above, the primarybig challenge in usingthe usage of technology is determining whether we can achieveget to a level of monitoring level that renderswill make the need to trust people unnecessary bysimply enablingbecause uswe tocan monitor nearlyalmost every action individualsof takeindividuals. As we have argued, this new ability ofby the state could havego divergentboth ways,implications. It couldas either leadpushing towardin the direction of perfect monitoring, whichpreventing would eliminate the need for trust, or itallowing could allow the state to havemove faithforward inwith individualstrusting the people whose past actionsbehavior havejustifies itproven trustworthy. At the same time, we should also take ininto our normative analysis, we need to acknowledge that there isare no such thingsthing as perfect technological monitoring, at least not just yet as perfect technological monitoring. This This is the caseis true inon severala few  aspects.: Firstlyfirst, people are not being monitoredwe are not being monitored all the time. Not only thatFurthermore, therebut aresometimes instancesin wherethe strictcontexts compliancewhere iswe needessential, butpeople monitoringto compliancecomply canthe most,prove toit beis challengingmuch harder for the state to monitor without violatinginterfering privacywith one’s privacyrights. For example, in the context of COVID, even the states that allowed themselves to use rather intrusive technology, such as contact tracing, could not monitor how people behaved in their own homes, where much of the virus’s spread occurred spread happened. ThereforeThus, theit statewas foundmuch it easier for the state to monitor areasthe wherearea in which voluntary compliance posedis lessthe ofleast aproblematic becauseproblem, asepidemiologically it wasis epidemiologically less riskydangerous. It was much more difficult for the state to enforce COVID regulations in cClosed spaces where more of the virus transfer could happen are much harder for the state to enforce, is much easier such contexts.[footnoteRef:6] The need for voluntary compliance is especiallyof importantcourse greater in the areas wherewere enforcement, especiallyin general and technological inenforcement, particular is mostthe difficulthardest. 	Comment by Susan Doron: It’s not clear what is meant by “epidemiogically less risky “ - is it needed? Could you simply write in public spaces?	Comment by Susan Doron: Should this be closed? [6:  For the general problem of enforcement, focusing on the wrong place,  see Feldman, Yuval, and Yotam Kaplan. "Ethical Blind Spots & Regulatory Traps: On Distorted Regulatory Incentives, Behavioral Ethics & Legal Design." Law and Economics of Regulation. Cham: Springer International Publishing, 2021. 37-54.] 

One of the concernscautions we haveput aboutforward regarding voluntary compliance is related to the need to convince those people who weren’twere notoriginally initially supportive of the government’s policy, to actbehave in a trustworthy mannerway. This process maymight underminebe less supportive of people’’s autonomy, and it should be compared to the negativedamage impactto autonomy that algorithmicis regulationassociated canwith havealgorithmic regulationon autonomy. HenceTherefore, the comparison between the two approaches should focusbe onbetween whichwhat approach is more detrimentalharmful to thepeople’s peoples’freedom feeling of choicechoosing inwhether decidingthey whetherwant to freely choose to comply with state’s laws and regulations. The comparison becomes even more complexcomplicated whenas considering the roleusage of technology, including big data approaches, incan identifyinghelp us determine also using big data approaches, the identity of people who maymight not even need convincing, as their behavior should influenceaffect the decisionchoice between athe technologicaltechnology-based approach and athe trust-based approach.  As Forfor those individualspeople, regulations based on trust –-based regulations a concept which that was explained in moreChapter detail4 in Chaptermore detail,4 –will do not require any internalization process. ofTherefore, such peopleinternalization mayand findhence for them, the useusage of technology is far less desirable. 
In this chapter, we will focus on a few elements of the interaction between technology and voluntary compliance:
1. Technology hasaffects an impact on the relationshipinteraction between people and the governmentstate, andby canthat sometimesreducing limit the flexibilitylevel of flexibility that exists in human decision-making., In situations where technologycutting iscorners notmight beingbe more prevalentutilized, cuttingrelative cornersto situations,may bewhere moretechnology is being usedcommon.  	Comment by Susan Doron: It isn’t clear what is meant by cutting corners here or by whom
2. TechnologicalTechnology advancementshas have improved the level of enforcement, making itthe necessaryneed for governments to relytrust peoples’on people’s voluntary compliance, This. provisionIt also enablesallows the government the ability to distinguishdifferentiate between individualspeople based on their previouspast behavioractions, (which is relevant also pertinentfor to the followingnext pointargument). 
3. Technology is enhancingimproving the level of personalization in regulation, enablingcreating a more individualizedpersonalized and differentiated approach to regulation. andThis, inby thatturn, makesmaking it easier for people to feel that the regulation is consistentaligned  with their personal preferences. 
4. TechnologicalTechnology advancementsis haveincreasing ledthe to an increased ability to designuse incentives thus, creating opportunitiesat least an opportunity for incentivized voluntary compliance., Thiswhich couldmight eventuallyin leadthe tolong voluntaryrun compliancebecome being internalized overvoluntary compliancethe long term. 
[bookmark: _Toc168483577]Technology as a Way to Enhance Communication Between People and the Government

Extensive research in the intersectionarea of technology and governance has focused on the area of eE-government, is a relatively new mode of citizen-to-government contact that takes advantage of founded in information and communications technologies. The success of e-government is, based on governments’ trust in their citizens and on how citizens view the government in terms as a function of their technological experience when working with the government.[footnoteRef:7] Findings suggest, that although e-government may help improve citizens’ confidence in an agency’sthe future performance of the agency experienced, it does not necessarily result inyet lead to  greater satisfaction with an agency interaction with an agency, nor does it correlate with greater overallgeneralized trust in the federal government overall.[footnoteRef:8] To the best of our knowledge, most of the current research in these areas, focusesfocus on ethical issues related to the technological monitoring of citizens as well asand thesatisfaction extentof to which citizens arefrom satisfied with the morebetter efficientefficiency of technological services beinggovernments offeredare offeringby governments.  [7:  Welch, Eric W., Charles C. Hinnant, and M. Jae Moon. "Linking citizen satisfaction with e-government and trust in government." JOURNAL OF PUBLIC ADMINISTRATION RESEARCH AND THEORY 15.3 (2005): 371-391.]  [8:  Morgeson III, Forrest V., David VanAmburg, and Sunil Mithas. "Misplaced trust? Exploring the structure of the e-government-citizen trust relationship." JOURNAL OF PUBLIC ADMINISTRATION RESEARCH AND THEORY 21.2 (2011): 257-283.] 

[bookmark: _Toc168483578]Technology – More Monitoring, Less Trust? 
In many ways, much of the role of law and technology revolves around focuses on questions of trust and the ability of people’s ability to trust technology.  On one hand, as mentionedsuggested in the introduction, technology is likely to reduce the incentiveleverage forthat people tomust cheat, ultimatelyhence resultingreducing inthe reducedneed reliancefor on the government to trust in people’’s compliance. A classicclassical example, of how technology improves monitoring is through the useusage of cash. From a tax evasion standpointperspective, the cash economy is the mosthardest difficult to monitor. SeveralVarious methodsmeans are being utilizedused to replace cash with more traceable waysalternatives, (although this does not takeaccounting intofor account newer advancements such as Bitcoin, which are even more challengingevasive to monitor by authorities).
For example, comparedFor example,to traditionalrelative to taxi drivers, thoseuber whodrivers work for Uber or taxi otherdrivers ridesharingusing various apps, are far less likely to commitcheat the tax fraudauthority when their earningspayments are being received throughvia the app. Similarly, renting through booking websites like Airbnbwhich is done via booking and abb is less likely to be vulnerablesubject to tax evasion.[footnoteRef:9] Furthermore, even in services likesuch as Airbnb, Uber, and Lift.Lyft At the same time, these services are not only helpreducing tothe reduceability taxto evasionevade taxes but also offerto waysunderstand forfrom the publicside toof determinethe public, who they can they trust based on various reputation and reporting systems.[footnoteRef:10]  	Comment by Susan Doron: That’s true but how is that related to compliance with state regulation. [9:  Anaman, Prince Dacosta, and Ibrahim Anyass Ahmed. "Taxation within the transport sector: A ride-hailer and sharing economy perspective." ACCOUNT AND FINANCIAL MANAGEMENT JOURNAl 6.10 (2021): 2470-2480.]  [10:  Hawlitschek, Florian, Benedikt Notheisen, and Timm Teubner. "The limits of trust-free systems: A literature review on blockchain technology and trust in the sharing economy." ELECTRONIC COMMERCE RESEARCH AND APPLICATIONS 29 (2018): 50-63.] 

[bookmark: _Toc168483579]Cameras in Public Spaces and Trust

TheWhat goaltechnology ofis technologytrying to achieve is to simplifymake theit processeasier for states to havetrust confidence in people, not necessarily because they inherently trust them, but because there is an algorithm that suggests thatthey lesscan strictbe enforcementmore maylaid beback appropriatein enforcement,due togiven the fact that everything is being recorded. With the various privacy concerns, can we reduce the negative effects of technological surveillance??  Can we raise the thresholdbar for minor offenses so that theysmaller canmisdemeanors will be toleratedmore easily overlooked? The anti-cash revolution maymight change the need for trust in taxation. Has it been successfulDid it work so far? Do we prefer nudges to contact tracing apps orand how about epidemiological interviews with people who got infected?[footnoteRef:11] 	Comment by Susan Doron: Perhaps this should be non-cash?	Comment by Susan Doron: What is meant by success in the anti-cash revolution?  [11:  Akagi, D., Amemiya, M. & Shimada, T. What do security cameras provide for society? The influence of cameras in public spaces in Japan on perceived neighborhood cohesion and trust. J EXP CRIMINOL 18, 129–147 (2022).] 

[bookmark: _Toc168483580]Regulating Situations vs. Regulating People

The new paper by Chapter and Lowenstein[footnoteRef:12] and other research possibly supports might support the view that technological advancements may reducechanges could replace some of the need to change intrinsic motivation. When discussingthey corporatefocus on the responsibility forof the corporation of climate change, they also suggest that we shouldneed prioritizeto thefocus developmenton of technology thatwhich canwill help reduce some of the burdenresponsibility placedfrom onthe individualsshoulders toof addressthe thispeople issuethemselves. 	Comment by Susan Doron: First names [12:  Chater, N. & Loewenstein, G. (in press). The i-frame and the s-frame: How focusing on individual-level solutions has led behavioral public policy astray. BEHAVIORAL AND BRAIN SCIENCES. DOI: https://doi.org/10.1017&am ] 

ThisThe book’s attempt of this book to identifyfind what is the intrinsic motivation amongof people is quite limited in scope considering the complexity of the subject. Technology hascould be seen as the potentialkind toof change that might replace individual responsibility and behavioral change. 
PutIn anotherother waywords, doare technologies serve as a substitutereplacement for an innateintrinsic changetransformation? Oor doa theyway to augmentenhance it bybecause allowing states towill shiftnot theirneed focusto awaythink fromabout whom to trust in favor ofand can advancingfocus more on going to the next level by prioritizingfocusing factorson suchthings aslike compliance quality, whichof compliance,was discussed in the first chapter. 	Comment by Susan Doron: It’s not clear to what it refers here - intrinsic motivation?

[bookmark: _Toc168483581]Proportionality and Behavioral Big data

In collaborationa joint work with Ori Aronson and Orly Lobel,[footnoteRef:13] we are examiningfocusing on the constitutionality of differentiating between people based on their past behavior and building d.  Data-based trust in groups and individuals. The computational powers of algorithms present an opportunity to move beyond concealing information due toshift from blinding certain information for  privacy and equality concerns and instead pursue to a new paradigm of fairness through awareness. TheAI’s ability of AI to identifydiscern patterns basedfrom on proxies forto identity holdscarries immensevast potential but also presentsdeep significant risks. In Ourthat paper, examineswe explore the ethical and regulatory hurdleschallenges of algorithmic data-driven trust methods that improveenhance trust in individuals for regulatory purposes. These methods haveare relevancerelevant in variousdiverse regulatory contexts. asThey they involve assessing trustworthiness at both individual and group levels. ByMachine utilizing machine learning, data can beaggregate aggregateddata to create individual "compliance scoresprofiles," whichraising can pose questions about their societal acceptance, as mentioned in relation to “compliance scores.”. MoreoverAdditionally, it raisesposes concerns regardingabout norm violations thataffecting onemay affect an individual’'s overall trustworthiness score, whichencompassing includes elements such as accuracy, legality, and moral considerationsmorality. Group-Trust at the group level dependstrust relies on data linking compliance to group affiliations, but this can leadreinforce to reinforcing biases and class disparities, particularlyespecially for marginalized communitiesgroups. [13:  Aronson et al supra note, on file with author ] 


In our collaborativejoint work,[footnoteRef:14] we aim to filladdress the gap in current research onexisting big data research  by exploringexamining  the feasibility and desirability of utilizing big data for regulatory decision-making. In the context of trust-based regulation, we focus on theit explores the challenge of identifying trustworthy individuals within the public. Specifically, we delveit delves into the ability to anticipatepredict and evaluateassess public cooperation, particularlyas demonstrated during the early stagesdays of the COVID-19 pandemic. Atwhen that time, governments had to determinedecide whether theyto couldrely depend on public confidencetrust tofor adherecompliance towith safety protocolsmeasures.  Big data hasoffers the potential to accurately distinguish individuals and groups accurately, whichenabling can enable more precise predictions of voluntary cooperation in trust-based regulation. These questions hold aresignificance importantin forthe design of less coercive regulatory systems. Trust ,works ingiven athe reciprocal naturemanner, meaningof trust,that where placing trust in individuals can enhancefoster theirincreased trustworthiness.  While the idea of suspecting individuals might intuitively lead to changes in behavior, there is less empirical research on this issueaspect. [14:  Supra note ___] 

[bookmark: _Ref165801735]The Fourth Amendment safeguardsprotects individuals from unreasonable police searches and seizures. Utilizing big data information will have an impact on all the mainmajor facetsaspects of traditional policing, including thestopping practiceand friskingof stop and frisk. The more informationdata that is known or discovered about a particular suspect, the easier it is to justify a stop based on reasonable suspicion. According to the articleHowever, relyingthere oncan be problems with using big data on suspects, besides leading to makemistakes theseand decisionsbeing cana lead to mistakes as well as violations of the right to privacy., Bbig data can also overwhelm officers and interfere with their ability to determine determination of who should be stopped for suspected criminal activity.[footnoteRef:15] [15:  Ferguson, Andrew Guthrie. “Big Data and Predictive Reasonable Suspicion.” U. PA. L. REV. 163 (2014): 327.‏] 

We delvefurther deeperdevelop intosome ethical considerations surrounding the regulation of trust in data-driven trustsettings. Specificallyregulation, weand examineexplore the ethicalethics implications of differentiated approaches to lawmaking and regulation, with a particularfocus emphasis on data-basedregulating trust regulationbased on data. InWe thisoutline keycontext, weethical areconsiderations outliningin key this contextethical considerations. For example example, we ask what iswhat is  the meaning of statistical trust. What degrees of effect, what effect sizes areshould required to justify a policy change? What levels, and what level of correlation could can be consideredseen as predictive enough to warrantallow different treatments? What policy purposes justify predictions, and security concerns, or provide more efficient ways to collect taxes? AccordingThe to the proportionality doctrine in constitutional law,, policymakerssuggests maythat we are allowed to engage in activities that haveare amore higherlikely likelihoodto ofinfringe infringing on peoples’people’s rights ifwhen the goal, theypolicymakers areattempt attempting to achieve is of greater importance. 

Overall, the collaborationwork with Aronson and Lobel, highlights the key ethical concernsissues relatedin to differentiated lawmaking and regulation, particularlyfocusing concerningon data-driven trust regulation based on data. InNavigating ourthese complexitiesdata-driven isworld, essential for policymakers and regulators must be able to navigate these complexities in order to promote fairness, transparency, and equity in our data-driven world. In our collaborativethat work, we exploreexamine real-world examples, such as predictive systems thatfor identifyidentifying potentiallikely harassers and cases like COMPASS, to gain insightinsights into the ethical and regulatory challenges of trustalgorithmic mechanisms data-driven bytrust mechanismsalgorithmic data.	Comment by Susan Doron: Is this is what you are referring to: https://www.iom.int/compass? This should be specified.
This discussion provides an apt approach to exploringis a good way to move to the country that is most commonly associated with data-driven regulationsregulation, particularlyespecially in ethical contexts –– China. 

[bookmark: _Toc168483582]China’'s Ssocial Ccredit Ssystem -– Ttrustworthiness

China'sThe Social Credit System (SCS) in China has generatedsparked concernsinternational globallyfears about the possibility of an Orwellian techno-dystopia powered by technology.  Research Aon studyChina sexamined conducted on the useexpansion of algorithmic ratings ininto everydaydaily life in China.[footnoteRef:16] Indeed, China's plan to build a Social Credit System has evoked fear internationally of an Orwellian techno dystopia. The paper argues that the SCS is an exemplarepitome  of how social issues are often reduced to numbers and statistics. This approach undermines important moral values, such asthe quantification of the social disenchants and flattens moral values such as trust and trustworthiness.[footnoteRef:17]  Current research indicatesIt seems from current research that China is conducting a pilot of its expansive Social Credit System (SCS) in select cities,[footnoteRef:18] aiming to merge financial credit scores with broader societal assessments. The SCS employs a system of rewards and punishments system, to encourageincentivizing adherence to government values and discourage  – and penalize – penalizing deviations. The SCS tacklesIt addresses trust and integrity issues in Chinese society withinamidst the world’'s largest surveillance network, comprising 176 million cameras (projected to reach 626 million by 2020) used for identity verification and access control. According to existing research, China’'s rapid adoption of big data in governance has led to widespread approval of Social Credit Systems (SCSs). According to an online survey conducted in China, A survey conducted through online platforms revealed that four out of five respondents use commercial SCS, while only 7% knew about locally runwere aware of local government-run systems.[footnoteRef:19] 	Comment by Susan Doron: Where ? In Chinese cities?  By the state? Corporations? It is not clear.  [16:  Zou, Sheng. "Disenchanting trust: Instrumental reason, algorithmic governance, and China’s emerging Social Credit System." MEDIA AND COMMUNICATION 9.2 (2021): 140-149. ]  [17:  Zou, Sheng  (n. 16).]  [18:  Wong, K. L. X., & Dobson, A. S. (2019) "We’re just data: Exploring China’s social credit system in relation to digital platform ratings cultures in Westernised democracies" GLOBAL MEDIA AND CHINA, 4(2), 220-232. https://doi.org/10.1177/2059436419856090]  [19:  Kostka, G. (2019). China’s social credit systems and public opinion: Explaining high levels of approval. NEW MEDIA & SOCIETY, 21(7), 1565-1593. https://doi.org/10.1177/1461444819826402 ] 

BasedAccording onto the survey, thea majority (59%) of individuals believe that the central government should bemanage responsible for managing a nationwide social media surveillance system. Trust in political institutions varies, withfavoring a preference for the central government over local ones. In summary, according to this paper, China's Chinese citizens apparently perceive the SCS as a means to improveenhance theirlife quality of life and bridge institutional gaps in a data-driven governance landscape.	Comment by Susan Doron: What survey? Please specify
Additional rResearch conducted in China analyzed how examined the expansion of algorithmic rating has infiltratedinto daily life, applying through the Frankfurt School’'s critique of instrumental reason .[footnoteRef:20] Sheng Zou''s research providesis ana excellentgood example of how to tackle the issueproblem ofin technological monitoring incomprehensively. Itgeneral demonstratesas howit suggests that the methodway used by algorithmic systems measure to gauge trust reflectsexemplifies the growingincreasing impactrole of technology and instrumental reasoningreason onin society. This approach prioritizes identifyingthe identification of patterns and correlations in data overwhile neglecting the traditional methods of scientific verification methods. As a result, the emphasis shifts from building human relationships to prioritizing technical efficiency, whichreducing can reduce trust to mere confidence in technology. andThis, indiscouraging risk-turn, can discourage people from taking risksbehavior. The SCSocial Credit System in China, which combines economic and social behavior, is a prime example of this growing trend of technologized governance. However, Zouthe author argues that cultivating genuine trust demands a different approach thatlogic that goes beyond mere instrumentality and avoids an excessive emphasis on quantificationresists the urge to quantify everything excessively. [20:  Zou, Sheng. "Disenchanting trust: Instrumental reason, algorithmic governance, and China’s emerging Social Credit System." MEDIA AND COMMUNICATION 9.2 (2021): 140-149. ] 

[bookmark: _Toc168483583]Big Data and Voluntary Compliance 

InFollowing light of the previous discussion on China’’s SCSsocial credit approach, Yotamin Kaplananother andjoint Iproject havethis collaboratedtime onwith aYotam newKaplan projectwe tohave exploreexamined howways to use big data can be used in waysmanners thatwhich are less invasiveharmful to people’sindividuals' privacyautonomy and autonomyprivacy. Our research explores the transitionshift from personalization to a situational approach in the context of big data and ethicalbounded boundariesethicality.
Recent years have seen a remarkable rise in big data’'s use for predictive decision-making inacross diverse sectors such aslike finance, healthcare, and law enforcement.,[footnoteRef:21] As Julie Cohen notespoints out,[footnoteRef:22] big data involves both advanced technology and a process that rapidly processes massive data volumes, identifies patterns, and applies data-driven predictions. This results in a wealth of synthesized knowledge. [21:  Angèle Christin, From Daguerreotypes to Algorithms: Machines, Expertise, and Three Forms of Objectivity, 46 ACM COMPUTERS & SOC’Y 27, 27–28 (2016).]  [22:  Julie E. Cohen, What Privacy Is For, 126 HARV. L. REV. 1904, 1920 (2013).] 

Big data analytics involvesrequires working with  immense datasets, often reaching intoin petabytes, as well as integrating information from various sources.[footnoteRef:23] Some of the cCurrent applications of big data analytics include spam and fraud detection, credit scoring, insurance pricing, and data-driven law enforcement, such as predicting gun violence,[footnoteRef:24]  and serious crimes.[footnoteRef:25] [23:  For other definitions of big data, see David Lazer & Jason Radford, Data ex
Machina: Introduction to Big Data, 43 ANN. REV. SOC. 19, 19 (2017) (emphasizing the context dependence of any definition of big data); VIKTOR MAYER-SCHÖNBERGER & KENNETH CUKIER, BIG DATA: A REVOLUTION THAT WILL TRANSFORM HOW WE LIVE, WORK, AND THINK 2–3 (2013).]  [24:  Andrew V. Papachristos, David M. Hureau & Anthony A. Braga, The Corner and the Crew: The Influence of Geography and Social Networks on Gang Violence, 78 AM. SOC. REV. 417, 418, 425 (2013) (Offering a network model that predicts the identity of individuals most likely to participate in gang violence).]  [25:  Walter L. Perry, Brian McInnis, Carter C. Price, Susan C. Smith & John S. Hollywood, Predictive Policing: The Role of Crime Forecasting in Law Enforcement Operations 13 (2013).] 

UsingUtilizing big data for predictive regulation enablesallows regulators to preemptively engage with potential wrongdoers,violators by issuing alerts before anymisconduct occurswrongdoing takes place. This data-driven approach effectively tackles ethical challenges. Another important concept that we develop is targeted regulation, whichwhere Data-drivenallows law enforcement enables regulators to focus on specific risks and behaviors through data-driven law enforcement, rather than random enforcement. AThis targeted approach is neededessential to preventcounter ethical desensitizationnumbing and enhanceimprove ethical deliberation.., finallyAdditionally, we also explorediscuss the ideaconcept of tTailored rRegulation, whichwhere Datainvolves using data-driven law enforcement toaids choosein appropriatechoosing the right regulatory measurestools basedby onproviding insights gainedinto from specific instancescases of misconduct. Big data analysis can aidhelps inpredict predicting the effectiveness of ethical interventions bybased takingon into account the past transgressors' histories and situational characteristics of transgressors. 
While the focus of the work with Kaplan, as, discussed above, was on the concepttext  of bounded ethicality, theis newfound ability to overcome ethical numbing is crucial for overcoming the danger of ethical numbing discussed above.[footnoteRef:26] To improve ethical deliberation, regulatory intervention must be targeted and specific, rather than broad and general and broad. For example, ethical alerts are effective only if they are targeted and infrequentrare, rather than routine and constant.[footnoteRef:27] If everyone is randomly bombarded with ethical messages, those messages will quickly lose their meaning and impact.[footnoteRef:28] Big data analysis canoffers provide a significantcrucial advantage here, by enablingas it facilitates a regulatory scheme that isonly activatedbecomes onlyoperative when analysis of the background information suggestsindicates that its involvement is necessary.  [26:  Ayal, Shahar, et al. "Three principles to REVISE people’s unethical behavior." Perspectives on Psychological Science 10.6 (2015): 738-741.]  [27:  See for example in environmental context, Ricart, Sandra, Jorge Olcina, and Antonio M. Rico. "Evaluating public attitudes and farmers’ beliefs towards climate change adaptation: Awareness, perception, and populism at European level." Land 8.1 (2018): 4.]  [28:  Banaji, Mahzarin R., and Anthony G. Greenwald. Blindspot: Hidden biases of good people. Bantam, 2016., at 10–11.] 

[bookmark: _Toc535397964][bookmark: _Toc168483584]Tailored Regulation 

Data-drivenUsing data to inform law enforcement can helpprovide tools to overcome the challenge of selectingchoosing the mostright effectivetools methodsto foreffectively promotingtrigger thoughtfuldeliberation consideration and addressingaddress ethicalbounded limitationsethicality. This will be crucial forin decidingdetermining on the most appropriate legal response, basedaccording onto the ethicalnature biasof thatthe preventsethical openbias andpreventing honestcandid discussiondeliberation. 
Indeed,Big big data analysis can provide regulators with a wealthplethora of information regardingon instancesspecific cases of misconduct, allowingin thema way that will enable regulators to developdevise the most suitableappropriate regulatory response. Situations wherein which many of the likely transgressors are first-time offenders tendare more likely to involvebe characterized by ethical blind spots, comparedrelative to situations wherein which the transgressor is a repeat protagonistoffender. In these cases, making itthe ispossibility lessof likelyunfamiliarity that one would be unfamiliar with the underlying ethical problem behindof the behavior less likely. MoreoverIn addition, byusing utilizing big data, we can gainalso insightslearn into the pasttransgression transgressionshistory of frequentthe offendersmost common transgressors and identifyrecognize the most effectivesuitable ethical nudges to encourage ethical behavior. Essentially, the history of the violations of the typical transgressor could be used to improve our ability to predict not onlygenerate better predictions not just of the situational characteristics that may lead towhere we expect increased levels of more unethical behavior, but also of the specificcharacteristics of the interventions that are likely towill be effective, based on their past efficacy across different situations.[footnoteRef:29]  [29:  Yuval Feldman and Yotam Kaplan "Big Data and bounded ethicality." CORNELL JL & PUB. POL׳Y 29 (2019): 39.] 

Second, policymakers may be able to determine indirectly which mechanism is operative by using big data analysis together with an approach of experimental regulation.[footnoteRef:30] Randomized content can beuse createdthe usingprotocols of experimental design protocols and analyzedtheir for varying effects throughusing big data analysis. ByAfter deploying randomized messages are deployed, statistical analysis can yieldprovide insights into the effectiveness of each messageone.  [30:  The more common term is experimental legislation, see Sofia Ranchordas, The Whys and Woes of Experimental Legislation, 1 Theory & Prac. Legis. 415, 415 (2013), but the term experimental regulation is also mentioned frequently and fits under the same analytical framework, Id. at 415. In both cases, the term refers to the idea that policymakers should aspire to evaluate the effects of legislation or regulation either prior to or after their implementation, Id. at 417.] 

[bookmark: _Toc535397965][bookmark: _Toc168483585]Integrated Datasets

Another aspect that Kaplan and I discuss is the integration of data from previously separate institutional sources.[footnoteRef:31] Law enforcement has always been data-driven to an extent. That is, police have traditionally used limited data sets, documenting fingerprints, past convictions, or other relevant information.[footnoteRef:32] The trendmove towards big data involves combiningentails the merging of information from multiple sources and analyzing it in a its systematic and integrated wayanalysis.[footnoteRef:33] AnSuch an integrated system likeallows this enables users to track disparate data points in relation to eachone otheranother and study correlations amongbetween data points thatoriginating originatein from different datasets.   [31:  Ferguson, supra note )n 14).]  [32:  Richard Berk, Balancing the Costs of Forecasting Errors in Parole Decisions, 74 ALB. L. REV. 1071, 1074 (2010) (discussing the use of historical data to identify future offenders).]  [33:  Brayne, supra note Error! Bookmark not defined., at 993.] 

In our paper, Kaplan and I demonstrate in that paper that the recent trend of usingmove towards big data for law enforcement purposes marksentails a departure from this traditional approaches. Specifically, there is now a growing move to gather and analyze information about individuals, in favor of the inclusion of information on those with no prior contact with law enforcement authorities.[footnoteRef:34] Policymakers are now able tocan also now  regulate people with no prior encounters with the law, which is crucial given the recognitionconsidering the understanding that bounded ethicality is far more prevalentcommon, as discussed in the concept of good people in the  law of good people.[footnoteRef:35]   [34:  Brayne, supra note Error! Bookmark not defined., at 992.]  [35:  Feldman 2018, supra note ..] 

Such an integrated approach can be seen inillustrated through  the recent work of by Nancy Cantalupo and& William Kidder, who utilized the latest advances in data availability to analyze and categorize instances of sexual harassment by university faculty members.[footnoteRef:36] They use a database drawn from media reports,[footnoteRef:37] federal civil rights investigations by the United States Departments of Education and Justice,[footnoteRef:38] lawsuits by students alleging sexual harassment,,[footnoteRef:39]  and lawsuits by tenure-track faculty fired for sexual harassment.[footnoteRef:40] In general,More generally, many types of databases are now currently accessibleavailable for integrated, data-driven law enforcement. A; any dataset that documents or recordsdocumenting and recording misconduct or disputes can become abe a relevant source of information.[footnoteRef:41]  [36:  Nancy Chi Cantalupo & William C. Kidder, A Systematic Look at a Serial Problem: Sexual Harassment of Students by University Faculty, 2018 UTAH L. REV. 671, 671–72 (2018). ]  [37:  Id. at 705.]  [38:  Id. at 715.]  [39:  Id.]  [40:  Id. at 728.]  [41:  James Jacobs & Tamara Crepet, The Expanding Scope, Use, and Availability of Criminal Records, 11 N.Y.U. J. LEGIS. & PUB. POL’Y 177, 181–88 (2008).] 

First, databases currently utilizedused and upheldmaintained by law enforcement agencies can beprove usefulhelpful in detectingidentifying patterns of unethical conductbehavior. LawExisting law enforcement datasets have becomegrown increasingly comprehensive over time, providing rich and detailed, informationnow thatoffering includes data points measured in the trillions., This has happened even before the integrationtransition ofto integrated datasets. These sources include datasets compiled by law enforcement agencies themselves, as well as databases compiled by private companies for use by law enforcement agencies. When analyzed correctly, thethis data currently available data can be essentialcrucial forin identifying and characterizing the specificprecise details of situations that encouragefoster unethical behaviorconduct.
According to James Jacobs and Tamara Crepet,[footnoteRef:42], private commercial actors may also maintain databases that could prove useful for our purposes. FThus, financial institutions maintain detailed andkeep  extensive records, directly and indirectly documenting the actions, preferences, and behavior of both employees and consumers.[footnoteRef:43] Similar datasets are maintained and used by retailers, pharmaceutical companies, and technology firms.[footnoteRef:44] Some private companies, especially in the financial sector, have already begunfinancial markets, are already  implementing situational regulation of their employees. For example, JP Morgan Chase provides ethical reminders to employees, cautioningwarning them when they are approaching the limits of legitimate business practices. Such warnings, which seek to prevent wrongdoing before it occurs,  are based on “predictive monitoring” algorithms and attempt to prevent wrongdoing before it occurs.[footnoteRef:45] Other financial institutions areThis type of mechanism, which is based on big data analysis, is now being beginning to adopt similar mechanisms based on big data analysisadopted by other financial institutions.[footnoteRef:46]  [42:  Supra note]  [43:  Id.]  [44:  Candice L. Kline, Security Theater and Database-Driven Information Markets: A Case for an Omnibus U.S. Data Privacy Statute, 39 U. TOL. L. REV. 443, 447 (2008); Sam Kamin, The Private Is Public: The Relevance of Private Actors in Defining the Fourth Amendment, 46 B.C. L. REV. 83, 125–27 (2004) (discussing databases that retailers compile in order to store consumer information).]  [45:  Haugh, supra note Error! Bookmark not defined., at 712, 736.]  [46:  Credit Suisse is developing a compliance program with Palantir Technologies, a Silicon Valley tech company focused on data analysis for police and intelligence services; Jeffrey Vogeli, Credit Suisse, CIA-Funded Palantir to Target Rogue Bankers, BLOOMBERG (Mar. 22, 2016), https://www.bloomberg.com/news/articles/2016-03-22/credit-suisse-cia-funded-palantir-build-joint-compliance-firm.  ] 

[bookmark: _Toc168483586]The Personalized Law Approach

Omri Ben- Shachar and Ariel Porat’s influential book on personalized law,[footnoteRef:47] focuses on the use ofsees technology, particularly with a special focus on big data, as a solution to the fact that peoples’ preferences differ acrossfrom each other across many legal domains. In their book, they demonstrate how using big data analytics can help the law could provide more tailored solutions to variousnumerous factors that can predict peoples’people’s preferences and align them with various fairness constraints. AlthoughWhile thein their book, thedoesn’t addressnotion of people’’s ethics and willingness to cooperate is not mentioned, it’s is worth consideringexamining how their approach could justify a situation, inwhere people’swhich past cooperation determineswill theaffect levelhow ofmuch trust should the government shouldplace have in their willingnessdeclarations to cooperate voluntarily.  [47:  Ben-Shahar, Omri, and Ariel Porat. Personalized Law: Different rules for different people. OXFORD UNIVERSITY PRESS, 2021.] 

The conceptnotion of personalization could also be incorporatedembedded intoin various technologies, suchfor asexample modifyingregarding the type of a pledge andthe providingindividual thewill optionneed to sign,opt  changing the text, and alternating the opting out orto omitallow certainfor sectionsomissions.  Tax authorities could gainlearn insightswhat into effective practices forhave promotingworked ethicalto behaviorenhance amongethicality individualsfor people who share similarthe same characteristics as the individual. AsWhen peoplemore increasinglyand interactmore of the individual interaction with the government is through the digital platformplatforms, personalization shouldwhich aimwill tofocus enhanceon ethicalenhancing standardsethicality rather than simplyattempting learningto learn their preferences and establishingcreate a suitable legal framework based on that. 
Empathy in the Digital Administrative State[footnoteRef:48] 	Comment by Susan Doron: Why is this footnote here? [48:  Ranchordas, Sofia, Empathy in the Digital Administrative State (October 20, 2021). DUKE LAW JOURNAL, 2022, Available at SSRN: https://ssrn.com/abstract= 

] 

Another important factoraspect inof thetechnology’s ability of technology to improveenhance voluntary compliance is the role of empathy, which is oftensomewhat absentmissing when algorithms makeare making policy decisions, affectingregarding people. Sofia Ranchordasichards writes that mMaking mistakes is a fundamental human trait, especially when dealing with complex government forms like tax returns and benefit applications. NeverthelessHowever, the abilitycapacity tofor overlookforgiveness of these mistakeserrors is diminishing asdue governmentto servicesthe becomeincreasing moredigitization digitized and automationautomated. Theof authorgovernment services.asserts She argues that empathy has beenplayed a contentiouscontroversial butyet vitalcrucial factorrole in enablinghelping public officialsauthorities to strike a balance between administrative prioritiesvalues andwith citizens'the needs of citizens, particularly underservedbenefiting vulnerable groups such as peopledisabled individualswith disabilities, seniorselderly persons, minorities, and those with low incomes. In the digital administrative state, the erosion of empathy could potentially hinderposes a risk to the ability of vulnerable citizens from being able to access their rights through the digital bureaucracy. Ranchordas arguesHer research contends that preserving empathy, defined as the capacity to comprehend legal scenarios from various angles and relate to others, is pivotal in the realm of administrative law, especially within the context of the digital administrative state. Empathy can significantly enhance procedural due process, equitable treatment, and the legitimacy of automated systems. Administrative empathy does not promoteadvocate for emotional-based exceptions or individualized justice. butInstead, itrather suggestsproposes strategies to humanize digital governance and automated decision-making bythrough comprehensivelya understandingcomprehensive grasp of citizens' requirements. 	Comment by Susan Doron: This needs a citation
Ranchordaslands exploresexamines the significancerole of empathy inwithin the digital administrative state on two fronts.: Firstfirstly, she positsit maintains that administrative empathy can address certain deficiencies of digital bureaucracy by acknowledging citizens’' diverse competencies and needs, whichnecessitating demands that application forms, the redesign of application forms, governmental platforms, algorithms, and support systems be redesignedmechanisms. Secondly, empathy should function post-decision as a means of humanizing administrative decision-making after decisions are taken. Drawing upon comparative instances of empathic practices in the United States, the Netherlands, Estonia, and France, Ranchordasichards offers an interdisciplinary examination of empathy’'s role in administrative law and public administration in the digital age, with a focus on empowering vulnerable citizens, while also operationalizing the concept of administrative empathy.

Top of Form
Reorienting Big Data Law Enforcement
According to researchers, big data has already become incorporated intoworking in the area of algorithmic enforcement is that the practice of using big data is already deeply entrenched in existing law enforcement procedures, particularly in the area of algorithmic enforcement.[footnoteRef:49] To give one example of this trend, consider the case of Palantir Technologies, a privately owned software company specializing in big data analytics.[footnoteRef:50] FoundedPalantir, founded  in 2004, Palantir is just one of the major big data platforms currently used by law enforcement agenciesrs in the United States.[footnoteRef:51] Palantir customers include the Central Intelligence Agency (CIA), Federal Bureau of Investigation (FBI), National Security Agency (NSA), United States Department of Homeland Security (DHS), United States Immigration and Costumes Enforcement (ICE), as well as police departments in major American cities such as New York and Los Angeles.[footnoteRef:52] [49:  See Brad Brown, Charles Roxburgh, Jacques Bughin, James Manyika, Michael Chui & Richard Dobbs, Big Data: The Next Frontier for Innovation, Competition, and Productivity 85 (2011) (describing police practices in using cellphone information). Ferguson, supra note )n 14).]  [50:  Matt Burns, Leaked Palantir Doc Reveals Uses, Specific Functions and Key Clients, TECHCRUNCH (Jan. 11, 2015), https://techcrunch.com/2015/01/11/leaked-palantir-doc-reveals-uses-specific-functions-and-key-clients/. ]  [51:  Id.]  [52:  Kim A. Taipale, Data Mining and Domestic Security: Connecting the Dots to Make Sense of Data, 5 COLUM. SCI. & TECH. L. REV. 1, 14–15 (2003) (showing that law enforcement agencies are already utilizing big data analysis in a variety of contexts and arguing it would be unrealistic to expect these practices to stop). ] 

[bookmark: _Ref8394913]The argument that Kaplan and I presentedmade is that the increasedprevalence use of data-driven law enforcement has raised significantimportant concerns regarding its legitimacy concerns. Mainly, commentators have voiced objections to this emerging form of law enforcement that relies on big data, citing concerns related tobased on  privacy and autonomy concerns.,[footnoteRef:53] They argue that such methodsarguing that law enforcement based on big data may violate citizens’ Fourth Amendment rights.[footnoteRef:54] Many studies have shown that big data analysis by policymakers can perpetuate existing discriminatory patterns by replicatingmimicking them.[footnoteRef:55] In this chapter, we advocateargue for a shiftreorientation inof the current practices of big data law enforcement and a reassessmentrethinking of its objectivesgoals and proceduresoperations. We demonstrateshow that prioritizingif boundedbig ethicalitydata aslaw theenforcement primarymakes objectivethe regulation of bigbounded dataethicality lawits enforcementmain goal, as we propose, this can alleviatehelp mitigate some of the validlegitimate concerns aboutregarding lawthe enforcement’s use of big data analytics by law enforcers. ThereThis areis true for two main reasons. First,why thisto isovercome boundedtrue. Firstethicality, governments dodon't not need to collectgather information at the personal level in order to overcome bounded ethicality. Unlike the use of big data in other contexts, such as preventingthe prevention of serious crimescrime, the purposegoal of government intervention is not to targetsingle particularlyout exceptionally malevolent individuals but to identify the conditions that lead to ethical biases amongby ordinary people. This suggestsmeans that privacy concerns are relativelysomewhat less alarming in this context, becauseas information doesneed not necessarily have to be linkedattached to particularspecific individuals. LikewiseSimilarly, concerns aboutregarding the perpetuation of prejudice and discriminatory actions are less concerningtroubling, sinceagain because big data analysis is used to produce situational forecastspredictions insteadrather ofthan personalized ones.	Comment by Susan Doron: Or should this read “in our work,” [53:  Daniel J. Solove, Digital Dossiers and the Dissipation of Fourth Amendment Privacy, 75 S. CAL. L. REV. 1083, 1089 (2002) (highlighting the risk to privacy in a world in which personal data is increasingly held by third parties, and not by the individuals who own this data).   ]  [54:  Ferguson, supra note )n 14), at 330 (evaluating the constitutionality of the use of big data analytics as a basis for police searches and seizures). ]  [55:  Solon Barocas & Andrew D. Selbst, Big Data’s Disparate Impact, 104 CAL. L. REV. 671, (2016) on the importance of the data on which the algorithms are being paid.  ] 

Algorithmic Regulation
As regulators discuss theWith the discussion of the potential of algorithms to help with the trust issuespuzzle by regulators, it is important to recognize that there has already been an increaseacknowledge the increase in research which was already done on algorithmic regulation.[footnoteRef:56] Karen Yeung’'s study focusesexamines on algorithmic regulation, whicha isform aof decision-making process that manages risksrisk and alters behaviorsbehavior bythrough continuouslycontinuous collecting data collection and performing computational analysis. The research categorizesclassifies these systems as either reactive or pre-emptivepreemptive and outlinesprovides a taxonomy of eight different forms based on their configuration at three stages: standard setting, information -gathering and monitoring, and sanctioningsanction and behavioral modificationchange. ThisThe study examinesexplores the emerging  debates surrounding on algorithmic regulation, drawing insights from differentvarious disciplines to underscorehighlight concerns about its legitimacy. Yeung’'s descriptive analysis enhancescontributes ourto the understanding of the complex nature and potential implications of algorithmic regulation, also in the context of compliance, with and without additionalother enforcementmeans of enforcementmeasures.  [56:  Yeung, Karen. "Algorithmic regulation: A critical interrogation." REGULATION & GOVERNANCE 12.4 (2018): 505-523.] 

[bookmark: _Hlk106530951]Algorithmic Policing
FurthermoreIndeed, tothe complementadditional studies, that complete the previousabove discussion onof algorithmic regulation, it is important to consider algorithmic enforcement., Inwhere thispart ofcontext, athe keychallenge question is to understand whether the prevailingcurrent research perspective view sis it as a toolmechanism that is unlikelyless likely to crowd out willingnesstheir tocompliance motivationcomply with rules. Generally speaking, mostas studieswill suggestbe thatoutlined technologyin mightthe reduce rather than increasecoming paragraph,public trustmost studies take the perspective, asthat willtechnology bemight outlineddecrease inpubic thetrust nextrather than increase itsection. 
For example, concerns have been raised that new police technologies may aggravate existing inequities in policing.[footnoteRef:57] For instanceexample, lawpolice enforcement agencies in many cities utilizeuse predictive policing algorithms to analyzefind patterns in data onabout criminal activity and utilizeuse thethose resulting patterns to anticipateproactively wheredeploy crimespolice are more probable to locationshappen. Theywhere thencrimes deployare policestatistically personnelmore proactivelylikely to occurthese locations. However, because the underlying data encodes existing racial inequity in policing, predictive policing may learn and replicate racial bias. A second example is theas follows.use ofmany police forces use automated face recognition technology by many police forces to help identify suspectsfaces captured in photos and videos of crime suspectscrimes. Due to the fact that face recognition technology often works less well on faces of color, police face recognition technology may increase the likelihood that people of color will be wrongfully identified and prosecuted for crimes they did not commit. Therefore,Hence current research aimstries to mitigate such fears by offering various models for assessing theof equity impact assessment offor proposed police technologies.[footnoteRef:58] [57:  Bennett Moses, Lyria, and Janet Chan. "Algorithmic prediction in policing: assumptions, evaluation, and accountability." POLICING AND SOCIETY 28.7 (2018): 806-822.‏]  [58:  Moy, Laura M. "A Taxonomy of Police Technology's Racial Inequity Problems." U. ILL. L. REV. (2021): 139.‏] 

In another survey, the participants expressed doubt about anthought an algorithm’s ability to identify would not be able to discern good candidates, reasoning that because it would lack human intuition and make judgments based on keywords, orkeywords or ignore qualities that are hard to quantify. These results indicate that people have, which indicates a lower level of trust in algorithms performing such tasksthis type of task done by algorithm.[footnoteRef:59] Other  studies have examined police responses to new technology, focusing on the benefits of data integration as well as on the number of risks associated with different pathways. These risks can, which will affect the likelihood and degreeextent of impact on those who could be considered the potential “'losers.”'.[footnoteRef:60]  [59:  Lee, Min Kyung. "Understanding perception of algorithmic decisions: Fairness, trust, and emotion in response to algorithmic management." BIG DATA & SOCIETY 5.1 (2018): 2053951718756684.‏]  [60:  Chan, Janet, and Lyria Bennett Moses. "Making sense of big data for security." THE BRITISH JOURNAL OF CRIMINOLOGY 57.2 (2017): 299-319.‏] 

Governments use technological sSurveillance as a substitute for trusting people. Surveillance is also a mode of engagement with the world that enhancesenabling trust, accountability, and eventually responsible humanitarianism. It uses the example of predictive policing to consider Tthe difference between panoptic modes of surveillance and emerging practices of environmental surveillance can be examined using predictive policing as an example.[footnoteRef:61] Predictive policing involves the conceptclaimed ofability being able to 'forecastpredict where and when the next crime or series of crimes will take place'occur.  FindingThe the appropriate balance between ensuring  predictive accuracy and protecting historically disadvantaged groups is a difficult,challenging and subjective taskone. PreviousExisting research hasworries raised concerns about the potentialpossibility failurethat of law enforcement officers towill not fully comply with necessarythe needed safeguards.[footnoteRef:62] DueBecause toof publicthe lack of trust by the publicdistrust, itthere maymight be necessarya need to employuse an independent judicial body forto assistancehelp. Governments can reassureconvince citizens that the same rigorous controls applied tothat make government handling of traditional tax returns also applyare also transferable  to online tax returns.[footnoteRef:63] [61:  Governments use technological Surveillance as a substitute for trusting people.]  [62:  Ferguson, supra note )n 14), at 327.‏]  [63:  Warkentin, Merrill, et al. "Encouraging citizen adoption of e-government by building trust." ELECTRONIC MARKETS 12.3 (2002): 157-162.‏] 

 The survey queried citizens about their experience with, involvement with, and perceptions of e-government.[footnoteRef:64] Among other findings, it revealed It found among other things that such communication approaches might be seen by people may view such communication approaches as primarily beneficial toas a way that mostly helps the government.   [64:  Welch, Eric W., Charles C. Hinnant, and M. Jae Moon. "Linking citizen satisfaction with e-government and trust in government." JOURNAL OF PUBLIC ADMINISTRATION RESEARCH AND THEORY 15.3 (2005): 371-391.‏] 

[bookmark: _Hlk106531392][bookmark: _Hlk106539479]The New York City Police Department hasswitched transitioned from old-styletraditional policing methods to thoseone based on predictive analytics into responserespond to aan growingincreased demand for police services. This has resulted inCausing regularly suspecting certain groups of people based on their perceivedto be regularly suspected based on their risks and threats.[footnoteRef:65] [65:  Sanders, Carrie B., and James Sheptycki. "Policing, crime and ‘big data’; towards a critique of the moral economy of stochastic governance." CRIME, LAW AND SOCIAL CHANGE 68.1 (2017): 1-15.‏] 

Related to the issueA related problem to the discussion about of the lack of trust in academic big data-based policing is related to the problem of transparency, which is sometimes lacking in AI driven--driven policing.[footnoteRef:66]	Comment by Susan Doron: Consider adding a few words about how this affects people’s perceptions. Perhaps it belongs in the beginning of the next section and not here? [66:  E.g. Berk, Richard A. "Artificial intelligence, predictive policing, and risk assessment for law enforcement." ANNUAL REVIEW OF CRIMINOLOGY 4 (2021): 209-237.] 

Transparency and Trust
Research has shown that higher levels of citizen satisfaction with the level of interaction with government are associated with higher levels of trust in government. Similarly, the more that citizens believethe stronger citizens believe that government websites are a reliable source ofprovide reliable information, the greater their level of trust in government.[footnoteRef:67] [67:  Welch, Eric W., and Charles C. Hinnant. "Internet use, transparency, and interactivity effects on trust in government." 36TH ANNUAL HAWAII INTERNATIONAL CONFERENCE ON SYSTEM SCIENCES, 2003. Proceedings of the. IEEE, 2003.‏] 

Use of government websites may lead to positive attitudes toward e-government, which may encourage improved trust or confidence in government generally. In other words, eE-government has the potential to enhance the provisionholds promise for improved delivery of many types of public services. We maintainThe paper continues to argue that the growing number of federal government websites at the federal level are connected to a rise in the perceptionare related to increased perceptions of the transparency of government.[footnoteRef:68] Most prediction software tends to focus on locationsfocuses on place rather than on people. However, it is crucial to acknowledge that complete neutrality may be impossible to achieve when dealing with historical data, which often includes evidence of past discrimination., but it remains important to understand the impossibility of neutrality concerning the existence of historic discrimination in historical data.[footnoteRef:69] [68:  Tolbert, Caroline J., and Karen Mossberger. "The effects of e‐government on trust and confidence in government." PUBLIC ADMINISTRATION REVIEW 66.3 (2006): 354-369.‏]  [69:  Bennett Moses, Lyria, and Janet Chan. "Algorithmic prediction in policing: assumptions, evaluation, and accountability." POLICING AND SOCIETY 28.7 (2018): 806-822.‏] 

The ability to predictcalculate (whether accurately or inaccurately) the geo-spatialgeographic distribution of future crimecrimes, regardlessitself ofchanges accuracy, alters the context in which police strategies are developedformulated. Some predictive programs focusare onprimarily about mobilizing police patrols to specificparticular blocks usingbased on predictive analytics, insteadnot ofabout tryingattempting to comprehendunderstand the underlying causes of crime in a particular area. ResistancePolice fromresistance the police may posebe a hindrancebarrier to the effectivesuccessful implementation of predictive policing. In addition, there is credible empirical evidence that the use of hot spot policing can lead to lower crime levels.[footnoteRef:70] Hot spots shouldmust be limitedsmall inenough sizeto sopatrol they can be patrolled effectively, and there shouldmust not be too many of them. There is credible empirical evidence that the use of hot spot policing can lead to lower crime levels.[footnoteRef:71] [70:  Id.]  [71: ] 

In the context of taxes, numerous research findings suggest that enforcing regulations too strictly withAccording to the article, the findings of the research could be interpreted as a sign that too strict enforcement under the form of  high audit rates and heavysevere fines may result in reactance and resistance-provoking compliance. 
[bookmark: _Hlk120262926]Research indicates that in order for e-audits to be successfully implemented, bothAccording to the article, Successful implementation of e-audits requires broad acceptance from  taxpayers and tax auditors most widely accept them.  HavingAudit a high degree of certainty insignificantly taxincreases audits can greatly enhance people’s trust in the tax authorities, but with no significant effect on how powerful they are perceived to beperceived power. We suggest thatThe article suggests that trust leads to voluntary compliance and power can ensureto enforced compliance. However, we acknowledge that tax authorities must possess a reasonable amount of power in order to ensure compliance, but that a fair amount of power of tax authorities still must be present.[footnoteRef:72]	Comment by Susan Doron: Is we, as in this book, correct? Or do you mean research suggest? [72: Paul Brezina, Eva Eberhartinger and Maximilian Zieser "The Future of Tax Audits? The Acceptance of Online-Based, Automated Tax Audits and their Effects on Trust and Power." SSRN ELECTRONIC JOURNAL (2021).

] 

[bookmark: _Ref165131339]Taxpayers who already havedisplay a high level of trust in tax authorities are more likely to supportendorse e-audits and respondreact to them bywith increasinghigher theirincreases trustin trusteven further. Tax auditors react negatively to the same feature of auditing that makes itthat made audit certainty attractive to taxpayers, namely audit certainty.[footnoteRef:73] There is a positive association between electronic participation and people’'s perceptions of government responsiveness and their trust in the local government providing the program.[footnoteRef:74] E-participants who receive quality feedback and responses from government officials are more likely to perceive that they have obtained useful policy information that helps them better understand government agencies and community issues. The quality of government responses to citizen participants can help boost their self-esteem.[footnoteRef:75] In that regard, a recent study found that if citizens are more likely to return to thebelieve e-government site if they believe it isis more transparent, they are more likely to return to the site.[footnoteRef:76] [73:  Id.]  [74:  Kim, Soonhee, and Jooho Lee. "E‐participation, transparency, and trust in local government." PUBLIC ADMINISTRATION REVIEW 72.6 (2012): 819-828.‏]  [75:  Id.]  [76:  Id.] 

ByIncreased improvingcommunication from the frequencygovernment andabout quality of its communicationactions withtaken incitizens, the governmentbest interest of citizens can strengthenenhance itsthe relationship withbetween the peoplegovernment and demonstrate that its peopleactions are taken in their best interest. This sense of connection with the government couldmight also contribute to increased trust among citizens. However, this study found no significant correlation between citizens’' use of social media for government purposesin government and their level of trust in the government.[footnoteRef:77] [77:  Song, Changsoo, and Jooho Lee. "Citizens' use of social media in government, perceived transparency, and trust in government." _PUBLIC PERFORMANCE & MANAGEMENT REVIEW_ 39.2 (2016): 430-453.‏] 

[bookmark: _Ref165131761]ThereResearch is a significant gap in research on the factorsantecedents thatof create trust andthat resultlead into the successful adoption of e-government service adoption has a notable gapservices. VAccording to the paper, very few studies have addressed the impact of trust on satisfaction, continued usage intention, and successful e-government adoption.[footnoteRef:78] This research highlightspoints out that trust in e-government canis beaffected influenced by variousseveral factors, includingsuch as gender, education, perceived risk, and citizens'the expectations and beliefs of citizens. The accuracy, completeness, reliability, and accessibilitytimeliness of information on government websites, areas crucialwell factorsas thatthe influencereliability andcitizens‘ accessibilitytrust. Inof addition, timely updates to the system, canare alsofactors that influence the level of trust citizens' trusthave in the information provided. [78:  Alzahrani, Latifa, Wafi Al-Karaghouli, and Vishanth Weerakkody. "Analysing the critical factors influencing trust in e-government adoption from citizens' perspective: A systematic review and a conceptual framework." _INTERNATIONAL BUSINESS REVIEW_ 26.1 (2017): 164-175.‏] 

FurtherMore research on the correlationrelationship between trust and technology indicatessuggests that citizens’Citizens’ level of trust in the government risesincreases when they receiveare informationinformed about governmentthe actions and processes of the government. Having the users participate in the process, as well as consulting them for their views is an imperative approach to creating trust.[footnoteRef:79] [79:  Alzahrani, Latifa, Wafi Al-Karaghouli, and Weerakkody. (n 80).] 

[bookmark: _Ref165131802]If government agencies expect citizens to provide sensitive information and carry outcomplete personal transactions online, they must recognizeacknowledge and enhance citizens’' views concerning the reliabilitycredibility of e-government services.[footnoteRef:80] GIt is imperative that government agencies must acquire and advertise features that increase citizens’' perceptions of the site’'s trustworthiness as well.[footnoteRef:81] [80:  Bélanger, France, and Lemuria Carter. "Trust and risk in e-government adoption." THE JOURNAL OF STRATEGIC INFORMATION SYSTEMs 17.2 (2008): 165-176.‏]  [81:  Bélanger, France, and Carter.(n 82)] 


High versus low trust did not affect enforced tax compliance under conditions of low power. There was, however, a significant negative interaction between trust and power. In 13 countries in which power reduced voluntary compliance, whereas in the remaining 31 countries, the level of power showed no significant effect.[footnoteRef:82]	Comment by Yuval Feldman: This should be moved to the chapter on trust [82:  Batrancea, Larissa, et al. "Trust and power as determinants of tax compliance across 44 nations." JOURNAL OF ECONOMIC PSYCHOLOGY 74 (2019): 102191.‏] 
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