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*Abstract* — Reliability is a crucial requirement in any modern integrated circuit (IC) because it assures correct execution over the IC lifetime. As mission-critical components are becoming common in commodity systems, the demand for reliable processing continues to grow. The latest process technologies have aggravated the situation by further extending IC vulnerability to reliability issues. Lately, asymmetric aging has emerged as a major contributor to reliability concerns. With asymmetric aging, logical elements suffer from unequal timing degradation over their lifetime and, consequently, may cause system failure. Few tools are available to handle asymmetric aging, and such tools as exist mainly rely on circuit- or physical-design approaches and are hard-pressed to handle large-scale ICs. We thus introduce herein a design flow and a tool to minimize asymmetric aging in data-path design structures. The proposed tool is easy to integrate into standard design flows of large-scale ICs. In addition, it can automatically analyze various designs at resistor-transistor-logic or gate level and identify logical elements that are suspectable to asymmetric aging. As part of the design flow, the tool automatically embeds a special logical circuitry into the design to counter asymmetric aging. The experimental analysis and simulations show that the proposed design flow minimizes asymmetric aging and eliminates major reliability concerns while introducing minor power and silicon-area overhead.
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# INTRODUCTION

Reliability is a crucial requirement for modern integrated circuits (ICs) to assure correct execution over their lifetime. New mission-critical computation-intensive applications (e.g., autonomous vehicles, data centers, cloud computing, life-support systems) impose strict requirements on IC reliability through the lifetime and operating conditions. For example, the automotive industry expects an IC to function reliably for 10–15 years at a given temperature (usually about 125 °C [1,2]) and under various workloads. None of these reliability-sensitive applications can afford IC faults caused by reliability issues. As the requirements for reliability have become substantially more stringent, advanced FinFET VLSI technologies (28 nm and lower) have become highly suspectable to reliability issues, and in particular to transistor aging. Transistor aging is the deterioration of transistors due to charge carriers trapped at the dielectric insulator of a transistor gate. This phenomenon is induced by hot-carrier injection (HCI) and bias-temperature instability (BTI), which are further discussed in Section 2. The common approach to handle such degradation in digital circuits is to provide extra timing margin to the clock cycle time and thereby take the timing degradation into account (however, as a result, ICs incur performance degradation). This solution is adequate provided that aging is symmetric (i.e., all transistors age at the same rate).

Unfortunately, many digital circuits experience asymmetric transistor aging. As a result, different paths in the circuit may incur different degradations that may result in critical timing violations. Asymmetric aging is mainly induced by the BTI effect [3–5], which results from applying constant voltage to transistor gates for long periods. The time required for the transistor to incur such degradation may vary from tens of seconds up to several weeks [4]. As a result, even if the asymmetric delay shift is relatively small, critical timing constraints in the logical circuit may be compromised. This observation renders logical elements that are maintained under constant logical values for long duration susceptible to severe reliability concerns. Past studies indicate that, from the architectural point of view, asymmetric aging is commonly induced by dynamic-power-saving techniques (e.g., clock gating), which enforce static states on logical circuits and, as a result, cause BTI stress [6].

 Many prior studies (described in Section 2.3) have approached asymmetric aging from the physical-design point of view. Such approaches have proven quite complicated because they involve highly complex simulations and analysis methods. Even many of the common electronic design automation (EDA) tools today lack such a capability and are extremely limited for analyzing very-large-scale circuits, which could employ billions of transistors.

 This work generalizes the method we previously presented [7] and introduces an extended design flow and a tool for avoiding asymmetric aging. The proposed tool automatically analyzes data path design structures at the RTL or gate level and identifies logical elements that are suspectable to asymmetric aging induced by static BTI stress. The proposed tool uses a special testbench that injects random data patterns into the circuitry being tested while automatically monitoring the logical elements’ signal probability and toggle rate. The tool automatically generates special logical circuitry, which is embedded in the design, to avoid asymmetric aging while the device is in mission mode. The proposed design flow is straightforward to integrate as part of the standard design flow of large-scale ICs.

 The remainder of this paper is organized as follows: Section 2 introduces asymmetric aging reliability challenges and reviews previous works. Section 3 presents our proposed tool and design flow. Section 4 describes our experimental results and, finally, Section 5 summarizes the study and suggests directions for future research.

# Asymmetric Aging

The susceptibility of modern process technologies to reliability-related issues has grown dramatically over the last decade. Design efforts dedicated to reliability have substantially increased for 28 nm process technology and below (16, 7, 5, and 3 nm). The design community has focused on enhancing physical design flows to minimize and eliminate reliability-related issues. Such flows involve substantial design efforts and, in many cases, require multiple iterations to make the IC comply with the design rules (also known as the “sign-off process”). In the remainder of this section, we first describe the asymmetric aging effect, following which we provide an overview of previous studies.

## Asymmetric Transistor Aging

Transistor aging is the deterioration of transistors in logical elements [8, 9] and is caused by charge carriers from the transistor inversion channel being trapped at the dielectric insulator of a transistor gate. There are two physical mechanisms that trap charge carriers: (1) HCI, which involves charge carriers that flow from transistor source to drain. With this mechanism, charge carriers occupying abnormally high energy levels can get trapped in the gate oxide. (2) BTI, whereby charge carriers also become trapped in the dielectric gate insulator, but this time no current flow is required between the source and drain of the transistor; instead, charges can become trapped whenever a voltage is applied to the transistor gate. If the gate voltage is applied for a short period of time (<10s), the damage is partially reversible (i.e., some of the charge carriers are detached).

Both BTI and HCI increase the transistor threshold voltage, reduce charge-carrier mobility in the channel, and mandate a higher voltage to switch on the transistor. In addition, the reduced transistor current reduces the transistor speed. As a result, ICs may experience major frequency degradation over their lifetime. Proposed methods for dealing with aging effects include physical-design or circuit-based solutions [9–11], with the most common approach being to provide an extra margin in the clock-cycle time to compensate for the expected performance degradation over the lifetime of the device.

 Recent studies have discovered that degradation due to aging may not be uniformly distributed. This may happen inside a logical cell when p-devices and n-devices age unequally and, as a result, rising and falling transient edges may experience different shifts in timing delays. In addition, the same phenomenon can also occur between different paths in a logical circuit [7, 12] that age unevenly, possibly leading to violations of critical timing constraints. When such violations involve setup-timing constraints, they can be mitigated by reducing the clock frequency; however, when hold constraints are violated, the circuit will become plagued by severe reliability issues that cannot be mitigated. This phenomenon is referred to as “asymmetric aging” and has become a major reliability concern in mission-critical systems.

Asymmetric aging is induced by unequal static stress applied to logic elements for long periods, which may vary from tens of seconds up to several weeks [7]. BTI is the main contributor to this phenomenon, which may affect both p-type (NBTI) and n-type (PBTI) transistors. The impact of NBTI exceeds that of PBTI by several orders of magnitudes, although in advanced process technologies, PBTI also has considerable impact. BTI causes logical paths that are under different static stress to age asymmetrically and introduces new timing violations that cannot be identified by conventional timing-verification methods.

Asymmetric aging is difficult to model, analyze, predict, and avoid in very large-scale ICs, making it a major reliability issue. In addition, timing analyses that consider asymmetric aging are non-trivial because they depend not only on the mode of operation (static versus dynamic stress) but also on the operating conditions and technology specifications. Conventional timing verification tools [13] lack information related to the lifetime activation modes of the digital circuit (e.g., standby modes, constant values, and activation of clock gates) that are applied for long periods.

 From an architectural point of view, asymmetric aging in many cases results from dynamic power-saving techniques that enforce a static state on logical circuits, leading to BTI. This is demonstrated in Figure 1 on two typical scenarios that are common to various logic circuits. Figure 1(a) depicts a logical shifter implemented by a multiplexor where the input data are left-shifted in accordance with the multiplexor control. The static logical 0 padding in the multiplexer input introduces static BTI stress, which can lead to asymmetric aging in the multiplexor. Figure 1(b) shows another example in which an idle data path of an execution unit (e.g., a floating-point adder or multiplier) is under static stress. The inputs to the block are stored by clock-gated registers and, when the unit is not in use, the clock is disabled. This induces a static logical state on all gates in the execution unit.



Figure - Asymmetric aging in (a) logical left-shifter and (b) execution unit with gated clock.

## Prior studies

Many prior works approached asymmetric aging from the physical design point of view, which is not a straightforward approach because the process of simulating, analyzing, and fixing asymmetric aging issues in large-scale circuits is highly complex [15], with only a few EDA tools (e.g., BERT, RelXpert) currently offering a limited capability in this area [16, 17]. The strategies proposed to cope with the problem have attacked it from various directions. One approach is to enhance the process node to reduce the impact of the BTI. However, this becomes extremely challenging because the dimensions of the gate oxide must be downscaled. Traditional approaches rely on allowing margins in timing closures for both setup and hold that are designed to take into account asymmetric aging. This necessitates a highly complex analysis and, in many cases, terminates in overdesign. Other studies model and predict the degradation as a result of NBTI [3–5, 7, 12, 13, 18–20] and suggest various solutions such as transistor sizing, *V*DD tuning, duty cycle reduction, and decreasing the length of the transistor channel. Agrawal et al. [21] presented a mechanism to predict circuit failure that involves collecting data from special sensors placed in different locations in the silicon die. Their results indicate that the use of these sensors leads to the reduction of the conservative margins used by traditional design flows and thereby improves chip performance. Further studies [22–25] introduced methods for analyzing digital circuits and identifying critical gates that are the most susceptible to NBTI stress. This was done by employing an aging model (consisting of BTI-aware libraries) and an aging-aware timing analysis.

While many studies attempted to cope with asymmetric aging from the physical design point of view, only a limited number of works have examined this phenomenon from an architectural point of view. Firouzi et al. suggested inserting a NOP instruction to reduce the impact of NBTI on the execution stage of MIPS processors [26]. Unfortunately, this method provides limited improvement [27].

Abbas et al. suggested running anti-aging programs instead of idle tasks when the processor is not in use [27]. Anti-aging programs generate specific values to counteract BTI asymmetric aging in the execution unit combinatorial circuits. Although this technique has proven efficient, it requires complex analysis of the critical paths and the requisite anti-aging values. Moreover, it is limited to execution-stage combinatorial circuits and assumes a scalar processor. With out-of-order processors, such techniques may have difficulty mapping the anti-aging patterns to the multiple execution units.

Chen et al. examined performance degradation due to asymmetric aging in multicore systems where processors asymmetrically age because of different workloads and uses [34]. They suggested reserving certain cores at the early stages of the system lifetime to be used for executing critical missions at the later stages.

Field programable gate array (FPGA) devices may also be highly susceptible to NBTI. Unused FPGA logic can suffer from constant, long-term logical stress and, when the same logic is used again, it may cause asymmetric aging. A technique to reduce the impact of asymmetric aging on FPGAs was introduced in Ref. [29], which suggests bundling unused FPGA elements in logical chains and toggling them at low rates to prevent constant NBTI stress. Other studies proposed remedies for asymmetric aging in processor memory systems [7, 30–33]. Various techniques aim to mitigate degradation in SRAMs due to asymmetric aging by balancing the signal probability of 0 and 1 states.

# A Design Flow and Tool for Avoiding Asymmetric Aging

This section presents a new design flow and tool to cope with the problem of asymmetric aging. The proposed flow and tool are based on our prior study [7], which showed that data-path circuits might be highly susceptible to asymmetric aging when exposed to different workloads. The experimental analysis, which examines various benchmarks and applications, indicates that microprocessor execution units, such as integer ALU, FP adder, and multiplier, may incur long-term static BTI stress. For example, when integer benchmarks are used, FP execution units see extremely little use, resulting in excessive BTI stress. In previous work [7], we proposed a scheme to mitigate BTI stress over FP adders that uses a pseudorandom sequence bit (PRBS) generator [35] that inputs pseudorandom patterns into the data path of the FP adder unit to prevent extended periods of constant stress.

The present study generalizes our previous work and extends it to automatically handle any data path logical structure. We introduce a full design flow and a tool to minimize asymmetric aging in data-path logical structures. We start by presenting the proposed design flow, following which we describe the implementation and configuration of the automated tool.

## Design Flow for Avoiding Asymmetric Aging

 Figure 2 shows the proposed design flow, which consists of two iterative phases. In the first phase, the analysis is done at the RTL level and, once completed, the second phase involves the synthesized design at the gate level. At the RTL level, the proposed tool runs on the original design, and the run setting is specified through a special configuration file, described below. The tool automatically generates two modules: a testbench module and a synthesizable module. As presented in Figure 3, all logical components automatically added by the tool appear in light and dark gray. For the synthesizable design module, the tool generates a top-level wrapper that instantiates the original data path, a PRBS generator, and a multiplexor. The PRBS generator, which is activated by a slow-frequency clock, generates pseudorandom patterns that are fed into the data-path module through a multiplexor to prevent extended periods of constant stress. The multiplexor, connected to the data path inputs, is controlled by the slow clock and arbitrates between the functional inputs and the PRBS outputs. To minimize dynamic power overhead, the slow clock frequency can be on the order of megahertz or even less. Different varieties of PRBS generators are used for communication and security applications; we examine herein a simple PRBS circuit [35] that introduces very small logic and power overhead while generating random patterns that are sufficient to toggle the execution unit at a low rate.

The testbench module serves to quantitively measure through RTL simulations the effectiveness of the asymmetric aging avoidance circuitry, which is integrated as part of the synthesizable module. The testbench module instantiates the synthesizable module with the clock generators and a set of signal-probability counters. The tool automatically maps all nets in all hierarchies of the original data-path design and associates each net with an individual counter. Through the RTL simulation, the counters measure the number of clock cycles in which the corresponding net is in the logical state of 1. The signal probability of a logical 1 of every net in the synthesizable design is denoted SP(1) and is calculated by dividing the corresponding counter value by the number of simulated clock cycles.

In the next step of our design flow, the tool invokes a RTL simulation of the testbench. When the simulation is complete, it dumps the signal-probability counter values and the corresponding net names into a temporary file. The file is post-processed by the tool, which generates a report. The report summarizes SP(1) for every net in the design and is further described below as part of the tool implementation. The report is reviewed by the designer and highlights all the nets with excessive BTI stress that could not be mitigated by the asymmetric aging avoidance circuitry. If some of these cases can be fixed by the designer at the RTL level, the process repeats itself until no manual fixes remain. Figure 4 illustrates an example of such a manual fix. In this example, one of the multiplexor inputs is connected to logical 0. This, of course, induces excessive BTI stress independently of the logical value of the multiplexor select signal. As seen in Figure 4, this stress can be eliminated simply by replacing the constant 0 with a NOT gate which is connected to the multiplexor selector. The manually fixed circuit is logically equivalent to the original circuit and, assuming that SP(1) = 0.5 for the multiplexer select signal, eliminates the static stress. Note that the proposed design flow does not necessarily rely on such manual fixes by the designer but rather offers them to the designer as an optional step.



Figure – Design flow to avoid asymmetric aging.



Figure – Automatically generated design with asymmetric aging avoidance agent.



Figure – Manual fix at RTL level.

The second phase of the proposed design flow runs at the gate level. The synthesizable module, which includes the original data path, and the asymmetric aging avoidance circuitry are synthesized by using standard synthesis tools. The gate-level netlist is input into the tool. The tool automatically generates a testbench module, as illustrated in Figure 3, like the run in the RTL phase. In this phase, the tool automatically analyzes the gate-level netlist and associates every net to a unique individual signal-probability counter. In the next step, the tool invokes a gate-level simulation of the testbench and the gate-level netlist. Like the RTL phase, once the simulation completes, all counter values are dumped into a temporary file, and a signal-probability report is automatically generated and presented to the designer. Given that the pattern generated by the PRBS circuit may not propagate to all nets in the design, a step of incremental fixes might be needed. These incremental fixes and optimizations may be done manually by the designer, as done in the RTL phase, although in this case, the tools can be configured to automatically perform incremental fixes on nets with asymmetric BTI stress.

The automatic fix procedure is done by the tool as an engineering change order on the gate-level netlist. The tool provides the designer with two options (which can also be combined) to specify the required nets to be fixed. In the first option, the designer provides a list of nets to be fixed by the tool and, in the second option, the designer provides two SP(1) thresholds: threshold-high (thH) and threshold-low (thL). Given the two thresholds, the tool fixes all nets with SP(1) in the range 0 to thL and thH to 1. For example, if thL = 0.2 and thH = 0.7, then all nets with SP(1) ≤ 0.2 or SP(1) ≥ 0.7 are fixed.

Identifying the nets that require incremental fixing involves running a standard timing verification combined with aging models. To accurately model the aging degradation of each cell, the aging models use the signal probability from the flow. Once a timing report is generated, the candidate nets for incremental fixes are obtained from all the violating paths in the report.

The fixes that can be done by the tool are illustrated in Figure 5. The tool automatically detects all the nets to be fixed and inserts a multiplexor to drive the input of the original net. One of the inputs of the multiplexer is connected to the original driver cell, which drives the net before the fix, whereas the second input is connected to one of the outputs of the PRBS generators. The inserted multiplexor selector is controlled by the slow clock, which injects a pseudorandom logical value into the fixed nets. With this method, the tool ensures that the pseudorandom pattern propagates through a selective number of nets in the design. Note that the fix process is fully controlled by the designer. The designer can adjust for the overall design considerations and initiates the needed tradeoffs between the number of fixes required to meet reliability requirements and the power and area overhead associated with the incremental fixes (which is also presented by the tool as part of its report). A broader discussion on overhead is presented in Section 4 as part of the experimental results.



Figure - Automatic incremental fix of a net with asymmetric BTI stress.

##  Architecture of Asymmetric Aging Avoidance Tool

Figure 6 shows a block diagram of our asymmetric aging avoidance tool. The tool was coded in the Tcl language and includes the following software modules: configuration-file parser, hardware description language (HDL) generation engine, signal-probability analyzer, incremental fix engine, and report generator. The configuration-file parser reads the configuration file supplied by the designer. Table 1 summarizes the main configuration parameters of the tool.

The parameters parsed from the configuration are provided to all other internal modules of the tool. The HDL generation engine creates a new top-level wrapper for the synthesizable design and a testbench module, both of which are depicted in Figure 3. The HDL generation engine also launches the simulation that, once completed, dumps the SP(1) information into a file. The dump file is analyzed, and the information is input into the report generator and incremental-fix engine. The report generator can generate any combination of reports demanded by the report command specified in the configuration file (see Table 1). Finally, the incremental-fix engine identifies all the candidate nets for fixes, as identified by the signal-probability analyzer, and inserts the incremental fixes shown in Figure 5 into the synthesizable design.

Table 1

Configuration Parameters

|  |  |
| --- | --- |
| Parameter | Details |
| prbs\_type | Specifies PRBS type: PRBS9, PRBS31 or none. |
| design\_type | Species the data path design type: RTL or gate-level |
| inv\_synt | If set to TRUE, the tool will launch the synthesis tool |
| inc\_fix | If set to TRUE, the tool will perform incremental fix at gate-level. |
| inc\_fix\_nets | Specifies a list of nets to be fixed provided by an input file |
| thH and thL | Specify the threshold high and low values when incremented fix is executed. |
| report | histogram – generates SP(1) histogram.netlist – generate SP(1) textual report.Violations – generates textual report of all violating nets with SP(1)<thL and SP(1)>thHarea – reports estimated area overhead as a result of incremental fixes.power – reports estimated power overhead as a result of incremental fixes. |
| fix\_cell\_type | Specifies the standard library cell to be used in the incremental-fix procedure. |

# Experimental Results

This section presents the results of experimentation with our design flow and tool to mitigate asymmetric aging. The experimental analysis has three parts: first, we present the improvement in signal probability gained by applying the proposed tool. Second, we summarize the impact on power and area produced by applying the proposed design flow. Finally, we analyze the timing by applying aging models, which demonstrates the improved reliability gained by the proposed design flow. In the last part, we also combine the incremental-fix mode that is offered by our tool.

As part of our experimental analysis, we examine the effectiveness of the full flow on various data-path units (see Figure 2). The examined data-path execution units consist of integer ALU, FP adder, FP multiplier, FP divider, and FP round logic. All modules were obtained from the OpenCores[[2]](#footnote-2) repository.

The analysis was done on 28 nm process technology using the Synopsys® Digital Cell Libraries (SAED\_EDK28\_CORE) [38]. The process technology and synthesis parameters are summarized in Table 2. For every block examined, we run our tool at the RTL level and gate level, and we use the PRBS generator “PRBS9.” After examining different PRBS generators, we found that this type of PRBS generator performs optimally with minimal overhead. The simulation time of our testbench is 1 million clock cycles. The next subsections summarize the experimental observations and results.



Figure - Tool Block Diagram to Avoid Asymmetric Aging.

Table 2

Process Technology Parameters.

|  |
| --- |
| Core model |
| Process | 28 nm |
| PDK | Synopsys SAED 28 nm |
| Core VDD | 1.05 V |
| Clock frequency | 420 MHz |
| Synthesis tool | Synopsys Design Compiler Q-2019.12-SP1 |
| Process corner | SS\_1p05\_125C (Slow-Slow corner) |

## Signal-Probability Experimental Analysis

In the first part of the experimental analysis, we examine the SP(1) distribution over our data-path modules. Initially, we run the tool at RTL level and generate histogram reports of the signal probability for every module. In the next step, we synthesize every module with the asymmetric aging avoidance circuitry. Finally, we run the tool on the gate-level netlist and generate histogram reports of the SP(1) distribution. Figure 7 presents the histograms generated by the tool (for both RTL and gate levels). The proposed tool and asymmetric aging avoidance circuitry clearly eliminate continuous BTI stress from most nets. The FPU adder, FPU multiplier, and ALU all have SP(1) in the range of 30%–70% for the majority of nets. The FPU divider and FPU round modules have an even tighter distribution, and the majority of their nets have SP(1) in the range of 40%–60%. The histograms show that a smaller fraction of nets cannot be toggled effectively and remain static through most of the simulations. We have determined that this behavior is due to:

1. constant values in the design which are logical 0 or 1;
2. large logical shifters in the FPU adder, FPU multiplier, and FPU divider that involve many nets with constant zero-padding.

Such constant nets are easily fixed by running the proposed tool in incremental-fix mode. However, this may not be needed in this case because such nets are not typically on the critical path in an asymmetrically aged design. In subsection C we discuss how the SP(1) distribution affects reliability and violates timing paths as a result of asymmetric aging.

 

 

 

Figure - SP(1) histograms for integer ALU, FP adder, FP multiplier, FP divider, and FP round execution units.

## Analysis of Power and Area Overhead

As part of our experimental analysis, we integrated all data-path modules and wrapped them together in a top-level module representing an execution unit that combines multiple processing elements and then hierarchically synthesized the execution unit (see Table 3). *Table 2* shows the overall area and power of each module using the process technology parameters. We ran the proposed asymmetric aging flow on the combined gate-level netlist with no incremental-fix part (which will be examined as part of the timing analysis). Table 3 also presents the area of the asymmetric aging avoidance circuitry and the power overhead, both of which are very small (1.5% and 1.6%, respectively).

Table - Area and power overhead of asymmetric aging aware scheme for execution units.

|  |  |  |
| --- | --- | --- |
| Module | Area [um2] | Power [mW] |
| FP Adder | 10 299 | 2.27 |
| FP Multiplier | 60 172 | 7.74 |
| FP Divider | 22 415 | 3.40 |
| FP Round | 3095 | 0.96 |
| Integer ALU | 49 563 | 4.36 |
| Total area w/o asymmetric aging avoidance circuitry | 145 544 | 18.73 |
| Asymmetric aging avoidance Circuitry area overhead  | 2226 (1.5%) | 0.3 (1.6%) |

## Timing Analysis Based on Aging Models

In the last part of our experimental analysis, we analyze the timing based on aging models to examine whether the reliability improves as a result of our proposed design flow. We use aging diagnosis methods like those introduced in previous studies [7, 44], which are more practical for large-scale circuits. The aging model is based on a simplified BTI aging-aware digital library that serves to model the gate-delay degradation (as a function of SP) combined with conventional timing analysis for aging diagnosis. In the aging-aware library, the rising cell delays are derated by their corresponding NBTI degradation factors, whereas the falling delays remain unchanged. The derate factors for the aging libraries were generated by using SPICE simulations to replace the nominal *V*th values with aged *V*th values that correspond to the lifetime and SP. The *V*th degradation model that we rely on is based on the reaction-diffusion model, which is the most widely accepted model for BTI aging in both industry and research [36, 47–50]. The reaction-diffusion model produces the following equation for *V*th degradation *ΔV*th resulting from static NBTI stress:

$$∆V\_{th}∝K\_{s}e^{-\frac{E\_{a}}{kT}}(t-t\_{0})^{\frac{1}{6}}$$

Equation – Diffusion-reaction model for Vth degradation.

where *Ks* is a technology-dependent constant, *Ea* is the activation energy of Si, *T* is the operating temperature, *k* is the Boltzmann constant, *t*0 is the time of the onset of the NBTI stress, and *t* is the overall time.

The aging model used herein produces a maximum delay shift of approximately 6% over a ten-year lifetime, which is similar to results of previous studies and to industry observations, which report that BTI degradations may even reach 10% delay shift when stressed [7, 39–44]. Figure 8 summarizes the frequency degradation predicted by the aging models as a result of the BTI stress over a ten-year lifetime.



Figure - Frequency degradation and absolute asymmetric delay shift over a ten-year lifetime.

The results show that, when SP(1) is small (i.e., the gates are more likely to be in a constant state of logical 0), the frequency degradation is nearly 6%, whereas, for a greater SP(1), the frequency degradation drops to 2%–3%. This figure also illustrates the absolute delay shift of gates under variable BTI stress relative to gates that age symmetrically [with SP(1) = 0.5]. Such a comparison is of significant value because it demonstrates the asymmetrical delay shift of a circuit under constant BTI stress relative to other circuits within ICs that age symmetrically. Note that gates with constant stress [when SP(1) = 0 or 1] experience a 2.0%–2.5% asymmetric delay shift relative to gates that avoid constant stress [i.e., SP(1) = 0.5–0.6]. In addition, gates with SP(1) in the range 30%–70% experience significantly smaller delay shifts of approximately 1% or lower. Note also that the observed asymmetric delay shift, even one as small as 2%–3%, may crucially affect circuit reliability by introducing unbalanced clock trees, setup, and hold-timing violations. This implication is further supported by the comparison of the timing analysis of fresh, aged, and asymmetric-aging-aware designs (using our proposed design flow and tool), which is summarized in Tables 4 and 5. The timing analysis, which was done using aged and fresh library models, shows that all modules incur setup violations when asymmetric aging is considered. In addition, the FP adder, FP round, and FP divider also experience hold violations. Note that, even if the integer ALU still meets the hold constraints, the positive slack becomes smaller and thereby the design becomes marginal. Tables 4 and 5 also show that the proposed asymmetric aging avoidance tool dramatically reduces the timing violations of the asymmetrically aged design. The FP divider, FP round logic, and integer ALU are now clean from any timing violations. Both FP multiplier and FP adder exhibit a small number of setup and hold violations that are cleaned by applying our incremental-fix flows. In both, the number of paths involved is very small, so the power and area overhead is negligible as a result of the incremental-fix flow.

 Based on our comprehensive experimental results, we conclude that our design flow and tool can cope with different types of data-path design modules by minimizing the asymmetric delay shift and thereby eliminating reliability issues. This has been accomplished with a very small area and power overhead.

Table 4

Number of setup-Violated Endpoint Paths for fresh, aged, and asymmetric-aware desIgns.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  | Maximum delay (setup) |  |  |
|  | Fresh | Aged  | Asym. aging-avoidance tool | Incremental fix flow |
| FP Add. | 0/687  | 4/687  | 1/687  | 0/687  |
| FP Mul. | 0/1803 | 12/1803 | 3/1803 | 0/1803 |
| FP Div. | 0/992 | 4/992 | 0/992 | 0/992 |
| FP Rou. | 0/322 | 8/322 | 0/322 | 0/322 |
| Int. ALU | 0/134 | 2/134 | 0/134 | 0/134 |

Table 5

Number of HOLD-Violated Endpoint Paths for fresh, aged, and asymmetric-aware desIgns.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  | Minimum delay (hold) |  |  |
|  | Fresh | Aged  | Asym. aging-avoidance tool | Incremental fix flow |
| FP Add. | 0/687  | 59/687  | 3/687  | 0/687  |
| FP Mul. | 0/803 | 68/803 | 4/1803 | 0/1803 |
| FP Div. | 0/992 | 116/992 | 0/992 | 0/992 |
| FP Rou. | 0/322 | 115/322 | 0/322 | 0/322 |
| Int. ALU | 0/134 | 0/134 | 0/134 | 0/134 |

# Conclusions and discussion

IC reliability is a crucial requirement that has become increasingly difficult to satisfy for advanced process technologies and new computation-intensive applications such as autonomous vehicles, data centers, cloud computing, and life-support systems. Recent advanced process nodes are highly susceptible to asymmetric aging, which can cause critical timing violations in ICs and overall system failure. Asymmetric aging is induced primarily by the BTI when constant voltage is applied for long periods to transistor gates. We summarize the contributions of this paper as follows:

1. We introduce a design flow and tool for asymmetric aging analysis. Our proposed tool can automatically analyze data-path design structures at the RTL or gate level and identify logical elements that are suspectable to asymmetric aging induced by static BTI stress.
2. The proposed tool automatically generates a special circuitry embedded in the design to avoid asymmetric aging while the device is in mission mode. The embedded circuitry injects periodic pseudorandom data at low rates to avoid static BTI stress.
3. The tool introduces an automatic incremental-fix procedure where the asymmetric aging avoidance circuitry is further enhanced to eliminate BTI for gates that are not reachable by the PRBS circuitry.
4. The proposed design flow is easily integrated as part of standard design flows of large-scale ICs.
5. The experimental analysis shows that very little power and area overhead are associated with the asymmetric aging avoidance circuitry.
6. The experimental results indicate that the proposed techniques efficiently eliminated constant BTI stress. The aging model shows that the proposed methods can eliminate an asymmetric delay shift of 2%–3%, which is the threshold for precipitating major reliability issues. Our conclusion is supported by comparing the timing analysis of fresh, aged, and asymmetric-aging-aware designs. The analysis shows that the proposed techniques mitigate the asymmetric timing violations.

Asymmetric transistor aging is becoming an increasingly important phenomenon in many fields such as embedded systems, autonomous cars, and memory databases. Many of these environments require system architects to guarantee the product lifetime, which may be contingent on their reliability. Meeting such demands requires further extensive studies by different disciplines: process technology, physical design, EDA tooling, and system microarchitecture. In the most advanced process technologies of 5 and 3 nm, future reliability issues are expected to become even more complex, mainly because the HCI effect becomes more dominant in these technologies. Physical design flows should thus be developed to better analyze and fix asymmetric aging violations in large-scale circuits. This is a major challenge that requires both industry and research to find practical solutions to allow the future development of reliable large-scale ICs.
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