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Abstract—Reliability is critical for integrated circuits (ICs)
to ensure accurate operation over their lifetime. With the rise
of mission-critical systems, the demands imposed by reliabil-
ity concerns continue to grow. However, recent advancements
in semiconductors have revealed that ICs are vulnerable to
reliability issues, particularly those stemming from transistor
aging. Transistor aging refers to the gradual deterioration of
a transistor’s performance over time and depends mainly on
the bias-temperature instability (BTI). The BTI severely affects
IC reliability, degrading performance and causing critical circuit
failures due to timing violations. Additionally, asymmetric aging
occurs when the degradation is unevenly distributed, intensifying
timing violations and reliability concerns. This paper examines
how asymmetric transistor aging affects clock tree design and
highlights the role of useful skew, clock gates, and asymmetry
between clock buffer delays and net delays in amplifying reliabil-
ity concerns. Furthermore, we propose new design flow guidelines
to address asymmetric-aging-related violations in clock trees.

Index Terms—Transistor aging, BTI, Reliability, Clock-tree

I. INTRODUCTION

In recent decades, VLSI technologies have remarkably
advanced in several characteristic ways. First, the continuous
development of new process nodes has ensured the consistent
miniaturization of transistors to nanometric dimensions, in
line with the principles of Moore’s law. Second, revolutionary
devices and materials have played a pivotal role in driving
advancements, resulting in improved performance and re-
duced energy consumption. However, these advances have also
brought exposed the vulnerability of integrated circuits (ICs)
to reliability issues, particularly those caused by transistor
aging. Transistor aging refers to the decline in a transistor’s
performance over time and is primarily attributed to the bias-
temperature instability (BTI), which will be described in detail
in Section 2. The impact of the BTI on IC reliability is
significant: it degrades performance and causes critical circuit
failures due to timing violations. Moreover, asymmetric aging
exacerbates timing violations and amplifies reliability concerns
because it results from unevenly distributed degradation.

Given the ongoing advances in VLSI technologies, semicon-
ductors are increasingly being integrated into mission-critical
systems, including autonomous vehicles, medical appliances,
finance, and security systems [14], [15]. These emerging
applications have raised the standards for ICs in terms of
resiliency, reliability, and safety, as enforced by regulatory

agencies and industry standards [13]. As a result, reliability-
aware IC design is now obligatory.

This paper investigates how asymmetric aging affects clock
tree design. Clock trees are crucial circuit resources respon-
sible for distributing a balanced clock signal across the chip
die. The reliability of the clock tree is vital to IC reliability
because even a single clock tree failure point can lead to
complete failure of the entire clock distribution network. This
paper shows that clock trees are highly vulnerable to reliability
issues caused by asymmetric aging. Prior studies [9], [10]
mainly focused on how asymmetric aging affects gated clocks,
whereas the present study extends the scope of previous work
and shows that factors such as useful skews and the asymmetry
between net and cell delays can contribute to significant
timing violations in the clock tree, ultimately resulting in
overall IC failure. Our experimental analysis of a case study
examines the clock tree susceptibility to asymmetric aging in
General Purpose Graphic Units (GPGPUs) and demonstrates
the timing violations that arise when considering asymmetric
transistor aging. Additionally, we introduce timing constraints
combined with design flow guidelines to mitigate the impact
of asymmetric aging on clock trees. The proposed mitigation
guidelines are examined by applying an aging-aware timing
analysis.

The remainder of this paper is structured as follows: Section
2 provides background and discusses prior works. Section
3 examines the vulnerability of clock trees to asymmetric
transistor aging and introduces extended timing constraints.
Section 4 presents the experimental results, and Section 5
concludes.

II. BACKGROUND AND PRIOR WORK

This section gives background information on transistor
aging and the BTI and reviews previous studies in the field of
transistor aging.

A. Transistor aging

Transistor aging refers to the deterioration over time of
transistors in digital circuits [8], [9] and is caused by the
trapping of charge carriers from the transistor inversion chan-
nel at the dielectric insulator of the transistor gate. The BTI
is recognized as the primary mechanism governing transistor



aging. The BTI activates when a constant voltage is applied to
the transistor gate, elevating the transistor’s threshold voltage.
This increase in threshold voltage increases the transistor
switching delay and thereby reduces the transistor speed.
Asymmetric aging, which denotes the uneven distribution of
performance degradation among transistors within an IC, can
lead to severe timing issues, including setup and hold timing
violations.

The signal probability (SP) is a common technique [9] for
assessing the BTI stress profile on logical elements. The SP
quantifies the probability of a signal having a logical value of
1 and is defined as the ratio of the time a signal spends in the
logical-1 state to the overall time. A decrease in SP intensifies
the effect of the BTI, resulting in performance degradation or
potentially causing failures in integrated circuits over time.

B. Prior work

Common approaches involve incorporating additional tim-
ing margins to mitigate the effects of asymmetric aging.
However, this approach often necessitates complex simulation
analysis and can lead to overdesign [1]. Other studies [2]–
[4] have proposed models for predicting aging degradation
and have explored various solutions, including reducing clock
cycle time, resizing transistors, VDD tuning, and power gating.
Agrawal et al. [6] proposed a method to predict circuit failure
by using sensors placed at various locations within the silicon
die. Additional research [7] has explored techniques to analyze
digital circuits and detect the most vulnerable gates affected
by negative BTI (NBTI) stress. This involves using an aging
model with BTI-aware libraries and conducting aging-aware
timing analysis. Abbas et al. [8] proposed executing anti-aging
programs instead of idle tasks during periods of low processor
use. Reference [9] proposed an aging-aware microarchitecture
to minimize the effects of asymmetric aging on execution
units, register files, and memory hierarchy in microprocessors
while keeping overhead to a minimum. Reference [10] ana-
lyzes asymmetric aging in the clock tree segments of power-
efficient designs by using a 45 nm process node. The authors
examined how BTI affects the clock tree as a result of clock
gates and built-in clock tree skews. However, they did not
consider how useful skew and the asymmetry between net and
cell delays affect clock tree design. These important factors
are extensively addressed in the present study using a 28 nm
process node.

III. IMPACT OF ASYMMETRIC TRANSISTOR AGING ON
CLOCK TREES

Clock trees are responsible for delivering the clock sig-
nal across digital circuits with minimal insertion delay and
minimal clock skew between clock tree endpoints. The clock
signal is crucial for the correct logical operation of digital
circuits. Any failure in the clock tree can potentially manifest
itself as an overall circuit failure. Therefore, to ensure reliable
operation of the clock signal, setup and hold timing constraints
are enforced.

This paper introduces below the three main factors that
encourage asymmetric aging in clock trees.

A. Clock gating

Clock gating is a widely accepted approach for achieving
dynamic power savings. It entails selectively blocking the
clock signal in inactive sections of the circuit, thereby reducing
dynamic power consumption. Deactivating the clock in idle
circuit areas eliminates unnecessary switching and associated
power consumption. Clock gating typically involves using a
clock gate cell, which comprises a latch and an AND gate.

Clock gating contributes to asymmetric aging by increasing
the idleness of the clock network, as shown in Figs. 1(a)
and 1(b). In Fig. 1(a), the clock gate is used in the launch
path, increasing aging in this path compared with the capture
path. This imbalance can result in setup-timing violations.
Conversely, Fig. 1(b) shows that using the clock gate in the
capture path accelerates its aging relative to the launch path,
leading to hold-timing violations.

B. Asymmetry between cell and net delays

Asymmetric aging in clock networks can also be caused by
the disparity in accumulated delay between logical cells and
nets. Unlike logical cells, nets are not affected by the BTI.
When the launch and capture paths have varying accumulated
logical-cell delays, the BTI can induce asymmetric aging, as
depicted in Fig. 1(c). An accumulated logical-cell delay in
the launch path exceeding that in the capture path can lead
to setup-timing violations. Conversely, an accumulated cell
delay in the launch path smaller than that in the capture path
may result in hold-timing violations. Figure 1(c) illustrates
a scenario where both the launch and capture clocks have
a balanced 100 ps clock latency. However, the accumulated
clock buffer delay in the capture path is 60 ps, whereas the
total delay of the clock buffer in the launch path is 40 ps. Even
assuming equal aging rates for all clock buffers, the asymmetry
between accumulated cell and net delays, combined with the
BTI, can cause hold-timing violations due to the delay shift
in the capture clock.

C. Useful skew

Useful skew is a common design method in clock tree
synthesis, where intentional delays are introduced in clock
paths to mitigate setup or hold timing violations. A clock skew
inserted on the capture path, as illustrated in Fig. 1(d), allows
the design’s critical timing path to be extended beyond the
clock cycle time. This can only be applied if the timing path
has extra positive hold slack to accommodate the delay in the
capture clock. In this way, clock skew can either avoid an
increase in the clock cycle time or mitigate timing violations.
When useful skew is inserted into the launch path, it operates
similarly, but this time it helps extend hold margins at the
expense of setup.

Useful clock skew increases the susceptibility of clock
trees to asymmetric transistor aging, particularly when it is
used in the presence of clock gating or when an asymmetry



exists between cell and net delays. Clock gating can en-
courage asymmetric aging of clock skew buffers, potentially
contributing to timing violations when considering transistor
aging. Additionally, the presence of clock skew buffers induces
an intrinsic asymmetry between accumulated net delays and
cell delays, which further encourages timing violations in the
presence of transistor aging.

D. Timing constraints in the presence of asymmetric aging

The timing constraints for a general synchronous digital
circuit, as illustrated in Fig. 2, are defined by Eqs. (1) and
(2). The corresponding timing parameters of the circuit are
outlined in Table I, assuming a clock cycle time of T . The
useful skew buffers shown in Fig. 2 are positioned on the
capture path with a delay parameter tus. When tus > 0
(tus < 0), the useful skew is applied to the capture (launch)
path.

TABLE I: Timing parameters.

Elements Timing Parameters
Propagation Containment Setup Hold

delay delay time time
Launch clock buffers #1 tCL n/a n/a n/a

Launch clock nets #2 tNL n/a n/a n/a
Capture clock buffers #3 tCC n/a n/a n/a

Capture clock nets #4 tNC n/a n/a n/a
Flip-flops #5 tpdFF tcdFF ts th

Combinational circuit #6 tpdC tcdC n/a n/a
Useful skew buffers #7 tus n/a n/a n/a

∆slacksetup = T − tpdFF − tpdC − ts + tus

+(tCC + tNC)− (tCL + tNL), (1)
∆slackhold = tcdFF + tcdC + (tCL + tNL)

−(tCC + tNC)− tus − th. (2)

Assuming that the launch and capture paths have undergone
asymmetric aging due to different clock gating activities (or
different SPs), we can represent the derate factors resulting
from the BTI as dL > 1 for the launch path and dC > 1 for
the capture path. By applying dL to the launch cells and dC
to the capture cells, as described in Eqs. (1) and (2), we can
calculate the setup and hold slacks for an aged circuit using
Eqs. (3) and (4), respectively:

∆slackaged
setup = T − dL(tpdFF + tpdC + tCL)− tNL

+dC(tCC + tus) + tNC − ts, (3)

∆slackaged
hold = dL(tcdFF + tcdC + tCL) + tNL

−dC(tCC + tus)− tNC − th. (4)

Let δL and δC represent the added shift fractions in the
launch and capture paths, respectively, such that δL = dL − 1,
and let δC = dC − 1. By combining Eq. 1 with Eq. 3 and
Eq. 2 with Eq. 4, we can derive the setup and hold slacks for

an asymmetrically aged circuit, as described by Eqs. 5 and 6,
respectively:

∆slackaged
setup = ∆slacksetup − [δL(tpdFF + tpdC + tCL)

−δC(tCC + tus)] (5)

= ∆slacksetup −∆slackdegradation
setup ,

∆slackaged
hold = ∆slackhold − [δC(tCC + tus)

−δL(tcdFF + tcdC + tCL)] (6)

= ∆slackhold −∆slackdegradation
hold .

The degradation in the setup slack (∆slackdegradation
setup ) and

hold slack (∆slackdegradation
hold ) due to asymmetric aging can be

expressed by Eqs. 7 and 8, respectively:

∆slackdegradation
setup = δL(tpdFF + tpdC + tCL)

−δC(tCC + tus), (7)

∆slackdegradation
hold = δC(tCC + tus)

−δL(tcdFF + tcdC + tCL). (8)

Equations 7 and 8 express two opposing forces that govern
slack degradation. In setup, if the degradation in the capture
path exceeds that in the launch path, the setup slack is
degraded. Conversely, if the degradation in the launch path
exceeds that in the capture path, the hold slack is degraded.
Even if δL = δC, indicating that both the capture and launch
paths experience symmetric aging, both slacks can still be
degraded. Moreover, setup timing violations can occur when
∆slackdegradation

setup > ∆slacksetup, whereas hold timing viola-
tions can happen when ∆slackdegradation

hold > ∆slackhold.

IV. EXPERIMENTAL ANALYSIS

This study shows how asymmetric transistor aging affects
GPGPU processing elements. Functional simulations are ana-
lyzed to extract the aging profile of GPGPUs, which includes
SP measurements. Next, we comprehensively analyze the tim-
ing with aging models incorporated into the aging profile. As
part of our experimental analysis, we examine potential timing
violations due to asymmetric aging while considering the
impact of (i) useful skew optimization and (ii) the asymmetry
between net and cell delays. Additionally, we show that certain
timing paths may require extra timing margins to compensate
for the degradation due to asymmetric aging. Finally, we
summarize the requisite extensions for conventional physical
design flow to account for the impact of asymmetric transistor
aging.

Our functional experiments were conducted using the
GPGPU simulator [11]. The simulation environment incor-
porates cycle-level modeling of the NVIDIA Volta V100
GPGPU [12], enabling the execution of CUDA or OpenCL
computing workloads. To meet the specific requirements of
our experiments, we modified the simulation platform and
integrated essential mechanisms for the required measure-
ments. For benchmarking, we used the Neural Network (NN)
benchmark from the gpgpu-sim benchmark suite of IPSS [11].
The NN benchmark encompasses training and inference of
neural networks.



Fig. 1: Asymmetric aging in clock trees: (a) clock gate on the launch clock, (b) clock gate on the capture clock, (c)
asymmetry between accumulated logical cells delay and net delay, and (d) useful clock skew.

Fig. 2: Asymmetric aging in clock trees in the presence of
useful skew and net delays.

As part of our functional experimental analysis we mea-
sured the activity ratio and SP of the integer execution unit
and the single-precision floating-point unit (FPU). Figures
3 and 4 illustrate the activity measured in the Volta V100
Streaming Multiprocessors while benchmarking the NN. Ac-
tivity is quantified as the percentage of time the execution
unit remains active relative to the total elapsed time. Our
experimental findings indicate that the integer execution units
within all streaming multiprocessors are idle 80%–85% of
the time, while the FPUs are idle over 98% of the time.
These observations imply that the GPGPU processing elements
are susceptible to transistor aging due to their extended idle
periods. Being in an idle state for a long time amplifies their
exposure to asymmetric aging, which can introduce serious
reliability concerns.

To examine the GPGPU case study, we use the integer

execution unit and FPU from an open-source Nyuzi Processor
GPGPU1 [16] to investigate how asymmetric aging affects
timing. We fully synthesize the place and route on the GPGPU
modules in the 28 nm process node. Cadence® GenusTM

implements the synthesis, and the place and route is executed
within Cadence® InnovusTM. The clock frequency of the
integer execution unit is 250 MHz, and the FPU is assumed
to operate at 167 MHz. For the timing analysis, we use the
measured aging profile of the Volta V100 in conjunction with
aging-aware library models, as detailed in Ref. [9]. These
models consider the impact of the BTI by adjusting cell delays
based on NBTI degradation factors derived from SP values
extracted from the functional simulations depicted in Figs. 3
and 4.

TABLE II: Summary of timing analysis in presence of
asymmetric aging.

Func, Setup WNS [ps] Number of Violations
Units No Aging Aging Aging+U.S. Aging+U.S.+N.D.
I-EXU 0 / 0 −157 / 8 −128 / 4 −181 / 22
FPU 0 / 0 −238 / 7077 −237 / 7042 −337 / 9753

Func. Hold WNS [ps] Number of Violations
Units No Aging Aging Aging+U.S. Aging+U.S.+N.D.
I-EXU +13 / 0 +9.5 / 0 −1 / 2 −1 / 10
FPU +4.5 / 0 +4.5 / 0 +3.1 / 0 −2 / 7

The timing results in Table II present the worst negative
slack (WNS) and the number of timing violations for both the

1https://github.com/jbush001/NyuziProcessor/tree/master/hardware/core



Fig. 3: Activity fraction of integer execution units in Volta V100 Streaming Multiprocessors for NN benchmark.

Fig. 4: Activity fraction of single precision floating-point units in Volta V100 Streaming Multiprocessors for NN
benchmark.

setup and hold analyses in the following cases:

(1) when the effect of asymmetric aging is not considered
(No Aging);

(2) when the effect of asymmetric aging is considered in
timing analysis (Aging);

(3) when using useful skew optimization and considering
asymmetric aging impact (Aging+U.S.);

(4) when using useful skew optimization and considering
asymmetric aging in conjunction with the asymmetry
between net delay and cell delay (Aging+U.S.+N.D.).

The results presented in Table II indicate that, upon con-
sidering asymmetric aging with no useful skew optimization,
setup violations are introduced in the integer execution unit
(I-EXU) and FPU. In addition, the hold slack of the I-EXU
degrades. When useful optimization is applied while consider-
ing the impact of asymmetric aging, the setup WNS improves
and the number of violations decreases since it delays the
capture edge. However, useful skew further degrades the hold
slack and introduces hold violations in the I-EXU. Using
useful skew optimization and considering asymmetric aging
in conjunction with the asymmetry between net delay and
cell delay introduces a significant number of violations for
both setup and hold. In the case of setup analysis, the I-EXU
WNS is reduced from −128 ps to −181 ps, while the FPU
WNS is reduced from −237 ps to −337 ps. Additionally, the

number of setup violations increases from 4 to 22 in the I-EXU
and from 7042 to 9753 in the FPU. In the hold analysis, the
WNS remains the same for the I-EXU, whereas the number of
violations increases from 2 to 10. In the FPU, the hold WNS
drops from +3.1 to −2.0 with a total of 7 violations.

The experimental results summarized in Table II indicate
that asymmetric aging can introduce severe timing violations
related to clock trees. Furthermore, a combination of useful
clock skew optimization and asymmetry between the net delay
and cell delay can even further intensify timing violations and
degrade circuit reliability. Hold violations are considered to
be more severe than setup violations because the latter can
be mitigated by reducing the clock frequency, whereas hold
violations cannot be mitigated. Therefore, given asymmetric
transistor aging, the timing constraints should be extended
as indicated by Eqs. (7) and (8), and extra timing margins
should be added to logical setup and hold paths that exhibit
marginal and negative slacks. Finally, Fig. 5 summarizes the
full flow used in our analysis. Our physical design flow
extends the conventional flow, which includes (1) synthesis,
(2) place and route, (3) extraction, (7) timing report generation,
and (8) timing fixes, with new capabilities to incorporate
the dependence of timing on asymmetric aging. The new
components added to the flow include

(5) functional simulation of the design, which is used to



Fig. 5: Extended physical design flow in presence of
asymmetric transistor aging.

measure the idleness for a given workload;
(6) extraction of the aging profile in the form of SP;
(7) aging-aware timing analysis, which incorporate aging-

aware libraries that are derated based on their corre-
sponding SP.

In summary, by incorporating these new capabilities into our
physical design flow, we address the challenges posed by
asymmetric aging, thereby ensuring improved timing analysis
and design reliability, as demonstrated on the GPGPU pro-
cessing elements.

V. CONCLUSIONS

This study investigates how asymmetric aging affects clock
tree design considerations. Clock trees are vital circuit re-
sources responsible for distributing a balanced clock signal
across the chip die, and their reliability is critical to overall
IC operation. This study reveals that clock trees are highly
susceptible to reliability issues arising from asymmetric aging.
While previous studies primarily focused on how asymmetric
aging affects gated clocks, the present work expands the scope
of such investigations, highlighting the significance of factors
such as useful skews and the asymmetry between net and
cell delays in causing substantial timing violations in clock
trees, potentially leading to IC failure. Using General Purpose
Graphic Units (GPGPUs) as a case study, our experimental
analysis reveals the timing violations resulting from asymmet-
ric transistor aging. In response to the challenges posed by
asymmetric aging, we introduce an aging-aware design flow,
which includes new extensions to the timing constraints. These
extensions add extra timing margins to logical setup and hold
paths that exhibit marginal and negative slacks. Understanding
how asymmetric aging affects clock tree design is crucial for
ensuring the reliability and performance of ICs. By incorporat-
ing aging-aware design flow and timing constraints, potential
timing violations can be mitigated, thereby improving overall
IC operation and longevity.
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