## Variation in People’s Unethicality: A Differentiated Regulation Approach

First Draft[[1]](#footnote-1)

Contents

[Variation in People’s Unethicality: A Differentiated Regulation Approach 1](#_Toc493843226)

[Two Aspects of the Behavioral Approach to Law 2](#_Toc493843227)

[Variation in awareness: 3](#_Toc493843228)

[Variation in Compliance Motivation 4](#_Toc493843229)

[Regulatory focus on intrinsic vs. extrinsic motivation 5](#_Toc493843230)

[Variation in command and control vs. softer types of regulation 6](#_Toc493843231)

[There are various approaches to dealing with misconduct which could be implemented without full deliberation. Among them are](#_Toc493843232) *[debiasing](#_Toc493843232)*[, a group of cognitive methods used to overcome biased thinking and non-deliberative choice. This uses various techniques, such as consideration of the opposite approach, reflection on one’s choices, and taking an alternative view. An important form of debiasing is](#_Toc493843232)*[accountability](#_Toc493843232)*[, which asks individuals to explain why they made a certain decision after the fact.](#_Toc493843232) *[Framing,](#_Toc493843232)*[which is based on research showing how a shift in one’s reference point affects subsequent perceptions of gains and losses, is another technique which could be used to alter behavior. An additional approach is the use of](#_Toc493843232) *[nudges](#_Toc493843232)*[—an intervention that changes behavior by changing the situation, but not by creating economic incentives. 7](#_Toc493843232)

[The three main problems with current approach to enforcement 7](#_Toc493843233)

[The differentiated regulation challenge 8](#_Toc493843234)

[Interpersonal variation 8](#_Toc493843235)

[Variation in morality from an individual difference perspective. 9](#_Toc493843236)

[Fifty shades of unintentional unethicality 13](#_Toc493843237)

[Demographic predictors of variation in unethicality: 14](#_Toc493843238)

[Variation based on level of intrinsic motivation 15](#_Toc493843239)

[Variation in type of misconduct 15](#_Toc493843240)

[Possible Differentiated Regulation solution to the variation between people 16](#_Toc493843241)

[Using Big Data and experimental legislation approach to predict variation in unethicality 16](#_Toc493843242)

[Increasing the focus on detection. 17](#_Toc493843243)

[Shifting the Focus on Regulating Situations Rather than People 18](#_Toc493843244)

[Green line/ Red line approach 19](#_Toc493843245)

[Acoustic separation and Legal Ambiguity 19](#_Toc493843246)

[The Pyramid of Regulation 20](#_Toc493843247)

[Conclusion [incomplete] 20](#_Toc493843248)

# Two Aspects of the Behavioral Approach to Law

Variation in compliance motivation across individuals and situations becomes more important and complex when accounting for the role of non-deliberative choices in human behavior. In recent years, there has been an increase in research and conceptualization of non-deliberative choices, and numerous experiments have developed into competing paradigms describing various aspects of behavior that are not regulated by full consciousness.[[2]](#footnote-2) The popularity of scholars such as Daniel Kahneman and Eldar Shafir in psychology, Richard Thaler in economics, Cass Sunstein and Dan Kahan in law, government, and management demonstrates, in both applied and basic sciences, the importance of non-deliberative aspects of human choice and behavior. Indeed, various methods have been used to study non-deliberative choices. One paradigm that has gained popular recognition through Kahneman’s book, *Thinking, Fast and Slow*, developed the concept of two systems of reasoning, and this now stands at the core of much research in behavioral law and economics.[[3]](#footnote-3) Thousands of papers have been published based on this concept, including many collective works .[[4]](#footnote-4) Kahneman and others differentiate between an automatic, intuitive, and mostly unconscious process - *System 1*; and a controlled and deliberative process - *System 2.*[[5]](#footnote-5) The recognition of automaticity in decision-making has played an important role in the emergence of behavioral economics and behavioral law and economics.[[6]](#footnote-6) However, this paradigm has been criticized by many scholars.[[7]](#footnote-7)

This literature has already contributed to the legal scholarship and to behavioral economics.[[8]](#footnote-8) While indeed a large portion of the research on behavioral law and economics is related to biases attributed to non-deliberative choice, this is done mainly with regard to the effects of framing, perception of risk and probabilities with almost no focus on compliance motivation. In the following paragraphs, I will attempt to explain the other type of behavioral approach to law, which is based on the limitations of people as it relates to the morality of their behavior. This could be related to two different, albeit related, variations among people, namely in their motivation to comply and in their awareness of the illegality of their behavior.

## Variation in awareness:

Behavioral ethics replicates the focus of the biases and heuristics literature which is the basis of behavioral law and economics, and transfers this to the field of ethics and morality. It explores various contexts in which people either behaved unintentionally or without full awareness of how they came to do something wrong.[[9]](#footnote-9) Many paradigms of behavioral ethics are based directly or indirectly on "motivated reasoning, where people’s various types of motivations are affecting their understanding of reality."[[10]](#footnote-10) It has been shown that decisions are made based on implicit rather than explicit attitudes;[[11]](#footnote-11) the work of Haidt[[12]](#footnote-12) on moral intuition suggests that people make moral judgements on the basis of intuition, with reasoning being *post hoc*.

In contrast to behavioral law and economics, behavioral ethics, when focused on people’s inability to fully recognize their wrongdoings, seems to create the greatest challenge for policy makers who seek to curb misconduct in society.

Research conducted and summarized in recent volumes show that much of societal harm comes from non-deliberative misconduct.[[13]](#footnote-13) These scholars and many others emphasize that the role of automaticity and the repeated focus on "good people"[[14]](#footnote-14) attests to the growing recognition that many unethical decisions are not based on a deliberate intention to act wrong, but are consequential to the situation.

### Variation in Compliance Motivation

As suggested above, the traditional approach to legal compliance by behavioral scholars has focused on challenging the dominant perception that people are motivated by a fear of sanctions.[[15]](#footnote-15) Various highly influential research has focused on limited self-interest, with emphasis on the role of fairness and morality in legal compliance such as the work of Tyler, Darly, and Robinson, and Paternoster and Simpson.[[16]](#footnote-16)

In my previous research, I focused mainly on curbing deliberate misconduct and differentiated between various types of compliance motivations which exist in the literature (e.g. deterrence, fairness, citizenship, social norms). However, even when recognizing the type of motivations, an examination of most of the scholarship that underlies compliance motivation shows that the overwhelming assumption is of an individual who basically thinks deliberately on whether to obey the law.[[17]](#footnote-17) The first and best known regulatory approach targets the calculative or the incentive-driven individual. On many accounts, the literature that discusses this approach is the richest, given the centrality of both deterrence and incentives within legal scholarship.[[18]](#footnote-18)

After presenting the two main types of variation, in the next paragraph, I will focus on the main two regulatory choices that could be employed to change people's behavior in ethical contexts. The first is tailored toward individuals' intrinsic motivation, as opposed to those tailored toward extrinsic motivation. The second is the traditional command and control regulation versus non-traditional softer regulation.

## Regulatory focus on intrinsic vs. extrinsic motivation

The deterrence, or cost-benefit, model has been criticized on numerous grounds. Some scholars have demonstrated empirically the limits of deterrence in explaining both self-reported and actual compliance.[[19]](#footnote-19) Others have suggested that deterrence does not really work, simply because people have little awareness of the written law.[[20]](#footnote-20)

The main competition to the deterrence rationale probably comes from research on the limits of self-interest in accounting for individual motivation. Various studies demonstrate that fairness is a dominant factor in human motivation, at times overshadowing self-interest more than expected.[[21]](#footnote-21) Research by scholars like Tyler, Darly, and Robinson, and to some extent even Paternoster and Simpson, have shown the importance of fairness and morality in legal compliance.[[22]](#footnote-22) In my own research on this topic, I have examined how fairness could shift the behavior of people toward greater compliance and acceptance of organizational rules in various legal contexts,[[23]](#footnote-23) more sensitive environmental compliance[[24]](#footnote-24) and greater organizational enforcement.[[25]](#footnote-25)

While deterrence and legitimacy differ on various grounds in the type of motivation they attempt to influence, and in the type of people they interact with, both approaches as well as most of the other regulatory approaches still focus on people who make deliberate decisions regarding the law. Most variation is in motivation. However, it could be asked whether the behavior of individuals vis-a-vis the law is always as deliberative and planned as games-based methodology would suggest. Thus, for example, in the work of Fishbacher et al.,[[26]](#footnote-26) cooperativeness levels were measured by asking people to make a choice to either cooperate or free ride, where their choices between doing "good" or "bad" were clearly defined.

## Variation in command and control vs. softer types of regulation

Variation in compliance motivation, which is evident in the above discussion, should be supplemented with a question regarding an individual's level of awareness of the legality of an action. However, the argument I wish to put forth is that, in many legally relevant situations, it is not always clear to people that an action is in fact a choice to be cooperative or non-cooperative. In such situations, differences between people are not necessarily related to their preferences as per the usual meaning of this term. Rather, there are other processes, both situational and personal, some deliberative and some not, which will affect the likelihood that an individual might view his or her behavior as cooperative or not. This is true for much of the research arguing that compliance motivation is explicit, where people are given vignettes and researchers attempt to assess the factors that interact with their decisions to obey the law. In that regard, the assumption is that people know when they are violating the law and the question is why they would choose to do so. The idea that individuals who violate the law do not necessarily know whether they are about to do so carries huge importance for legal policy-making. Hence for types of behavior that are carried out with limited awareness, the regulator should employ less traditional approaches such as nudges or situational design, which will increase the likelihood that people are fully aware of the meaning of their behavior.

There are various approaches to dealing with misconduct which could be implemented without full deliberation. Among them are *debiasing*, a group of cognitive methods used to overcome biased thinking and non-deliberative choice.[[27]](#footnote-27) This uses various techniques, such as consideration of the opposite approach, reflection on one’s choices, and taking an alternative view. An important form of debiasing is*accountability*, which asks individuals to explain why they made a certain decision after the fact.[[28]](#footnote-28) *Framing,*which is based on research showing how a shift in one’s reference point affects subsequent perceptions of gains and losses,[[29]](#footnote-29) is another technique which could be used to alter behavior.[[30]](#footnote-30) An additional approach is the use of *nudges*—an intervention that changes behavior by changing the situation, but not by creating economic incentives.[[31]](#footnote-31)

## The three main problems with current approach to enforcement

Based on the arguments mentioned above, there are three main problems with the current approach. First, incorrect assumptions exist about most types of misconduct perpetrated by most individuals. Second, the "one policy fits all" approach to regulation clearly misses the variation mentioned above. Third, because of the approach mentioned above, we are faced with the problem of employing enforcement measures which do not fit. For example, two of the leading scholars of ethical decision-making argue that incentives and similar concepts fail to correct a large portion of unethical behaviors, because "such measures simply bypass the vast majority of unethical behaviors that occur without the conscious awareness of the actors, who engage in them."[[32]](#footnote-32) This recognition lies at the heart of this paper. Indeed, many of psychologists who focus on ethical decision-making challenge the assumption held by most legal scholars about self-control, autonomy, and responsibility for actions. These assumptions are at the basis of most external measures, in particular incentives. These types of problems lead to the main challenge this paper is attempting to deal with, which is how to create a regulatory policy to deal with misconduct perpetrated with different levels of awareness and motivation.

## The differentiated regulation challenge

The question this paper attempts to address is what information could be gathered *ex ante* to design situations that are be responsive and that can deal with violations of the law perpetrated on varied levels of awareness and per various motivations. This ability is crucial since the law needs to use different measures for different types of misconduct, and since using the wrong measures might prove ineffective or even harm the situation, as in the case of the crowding-out motivation.[[33]](#footnote-33)

## Interpersonal variation

There are various paradigms which might explain the kinds of people who are more likely to engage in situational wrong-doing.[[34]](#footnote-34) Thus, there is variation not only in the level of intentionality and moral development, as traditional behavioral law and economics researchers have assumed. Rather, we argue that there is interpersonal variation in terms of the likelihood that a particular situation will affect an individual's behavior. With regard to intentional wrongdoing, we will start with the more familiar dimensions of the classical calculative wrongdoers which are related to risk, respect for the law, and moral decision-making.[[35]](#footnote-35)

Having discussed variation in the types of people that a situation is likely to affect, we will then move to examine scales which have potential for some variation among people regarding the likelihood that they will engage in misconduct which could be attributed to good people. Nonetheless, I will show that there are some stable differences between the levels of "goodness" of people that correlate to the likelihood that they will engage in non-calculated misconduct. I would suggest that overall, regarding those types of wrong-doing, the situational factor is much more dominant than the personal factor. Hence, from the perspective of the state, the focus should be on traditional methods of preventing transgressions that are more likely to be perpetrated by calculative wrong-doers, as well as on situational factors to shape situations so as to make most non-calculative wrong-doers less likely to do wrong. In other words, regarding what has sometimes been called ordinary unethicality,[[36]](#footnote-36) the existing scales do not seem to provide large enough differences to justify a differentiated approach regarding these types of misconduct.

### Variation in morality from an individual difference perspective.

This approach is very different from the classic treatment of morality in legal enforcement that can be seen for example in Rest’s work,[[37]](#footnote-37) which represents a traditional, deliberative approach to ethical decision-making, where certain people are simply more likely to be seen as bad people if they basically choose to do bad things.

In a way, this perspective is a direct attack on Tyler’s scenario-based research where people are told what a situation is and must be explicitly asked about the likelihood that they will obey the law in a certain way. If people are unable to understand their ethical behavior, which is mostly affected by situational heuristics, can they actually tell us something about their future ethical behavior in a survey which clearly defines what that is?[[38]](#footnote-38)

Jones was one of the first to argue that people need to recognize the moral issue in order to use moral rules.[[39]](#footnote-39) A more modern approach will combine deliberative and non-deliberative characteristics of the moral person. For example, such an approach could combine the Kohlberg model of morality which suggests that people who are low in cognitive moral development are likely to obey authority figures or act merely to avoid punishment[[40]](#footnote-40) with a measure of Machiavellianism – people's ability to manipulate others for their needs. The distinction we present between intentional and situational measures can be seen to have an interesting interaction with the individual measure, which has been shown to affect the likelihood of engaging in unethical behavior: an individual's locus of control. According to this, people who score high on external locus of control are more likely to see their actions as a choice of circumstance, and hence are more likely to view their ethical choices as beyond their control and are therefore less likely than others to engage in ethical choices. Another important observation is that these measures do not substitute for each other in multiple regressions, i.e. they have an independent effect on the likelihood of engaging in unethical behavior. These measures also offer a rich account of the self far beyond that which rational choice approaches usually account for. While in rational choice, the classical account focuses on self-gain, in social psychology there are other self-related mechanisms that are no less important, such as self-preservation.

A key point in our argument about the ability to connect the automaticity of ethicality and individual differences is related to the question of how individual differences affect the likelihood that individuals will even recognize that there is a moral issue.[[41]](#footnote-41) Thus, according to this perspective, something in a particular situation needs to trigger an individual's reflexive judgment in order for them to avoid engaging in automatic processing. Emerging from the accumulation of growing research on automaticity in moral reasoning is an understanding of the limitations of the current usage of moral reasoning in law.[[42]](#footnote-42) This is especially true with regard to the "self-reported scenarios" line of research, which has been highly influential on current scholarship on the behavioral analysis of law. According to that line of research, one can only capture people's motivation with regard to behaviors that they fully recognize as being in violation of the law. As the behavioral ethics research suggests this ignores behaviors which are not seen as fully illegal.

Tenrunsel and Smith-Crowe[[43]](#footnote-43) examine the possible connections between individual differences which might account for the likelihood that a certain individual will engage in wrongdoing. Among other things, they suggest that values orientation, ethical experience, and moral disengagement are more likely to be related to moral awareness than to aspects such as gender or nationality.

To find a relationship between the different possible scales, Raynold et al[[44]](#footnote-44) demonstrated that propensity for moral disengagement is moderately correlated with other traits such as Machiavellianism, moral identity, and cognitive moral development. Their overall argument is that there is some sort of interaction between an individual's moral knowledge of the situation and his or her propensity to morally disengage – this is basically a combination of the moral development and the cognition theories.

Some of the research we will review below suggests that we can definitely identify variation across individuals when it comes to various implicit measures. For example, research on the implicit attitudes test and individual differences, which became the gold standard in implicit employment discrimination, suggests that people do differ.[[45]](#footnote-45) The IAT basically gives people a score which predicts to some extent their explicit behavior. For example, in a legal context, research in the area of judicial decision-making has shown how the IAT score of judges affected their discriminatory behavior against black defendants.[[46]](#footnote-46) Similarly, in the controversy around IAT as a screening mechanism for employees in Walmart, much of the discussion regards the ability of the IAT to serve as a screening mechanism which informs employers about the future behavior of job candidates.

Similarly, Frederick's CRT (cognitive reflective test) is another example of a measure which could prove valuable for any interest in implicit misconducts.[[47]](#footnote-47) This scale rates people based on the likelihood that they will use sys 2 to overcome sys 1. The main focus of the studies carried out on the basis of this scale is related to the connection between people’s CRT grades and various other behavioral measures.[[48]](#footnote-48)

Two additional scales more directly related to implicit predictors of ethical behavior are: propensity to morally disengage and moral identity. Based on Bandura's famous concept related to moral disengagement, a scale of propensity to morally disengage has been developed.[[49]](#footnote-49) Moore attempts to use this concept to create a typology of people based on the likelihood of their engaging in ordinary unethicality at the workplace that focuses on the ability of people to find excuses for imposing harm on others (e.g. "he had it coming," "it would have happened without me," etc.). A related concept is called moral firmness.[[50]](#footnote-50) This scale differentiates between an individual's likelihood of engaging in misconduct based on their likelihood of exploiting some ambiguity. Finally, the moral identity of Aquino and the various studies that are based on his measures found that people’s likelihood of doing harm, even implicitly, could be different across different situations based on their level of moral identity.[[51]](#footnote-51)

## Fifty shades of unintentional unethicality

Current research on behavioral ethics is not very clear on the level of awareness associated with this ordinary unethicality. Some scholars differentiate between intentional unethicality -- where people know that their behavior is bad but are unware of the reasons that led them to engage in doing harm -- and unintentional unethicality, where people are not even aware of the fact that what they are doing is wrong.[[52]](#footnote-52) Others differentiate between system 1 and system 2 mechanisms which are responsible for individual wrongdoing.[[53]](#footnote-53) Thus it seems that even when it comes to ordinary unethicality we need to know more about what leads people to engage in situational wrongdoing. There are several reasons why this is required. First from a legal perspective, we are required to answer the question of responsibility, not to mention the criminal aspects of such behavior, which naturally requires more knowledge of an individual's state of mind. Second, from a more practical perspective, knowledge of individual difference is also important to examine whether we still need to have tailor-made enforcing mechanisms. If a certain level of tax is likely to cause 20% or 80% of people to evade taxes, this would naturally move legal policy makers to use additional enforcement mechanisms. Third, even the design of the situation itself is not cost-free (in a similar way to the crowding out argument, designing a situation without ambiguity carries various costs as well). Orly Lobel and I have attempted to show that the nudge approach associated with the work of Sunstein and Tahler[[54]](#footnote-54) carries with it various procedural and motivational costs.[[55]](#footnote-55) Thus, understanding variation in individual responses to a situation is important not only for the design of enforcement approaches but also for gaining advance knowledge of the extent to which a situation should be designed in such a way to minimize ordinary misconduct.

At the same time, many of the individual differences presented above do suggest that there is greater likelihood that some people would violate the law. While as suggested above interpersonal variation is highly important for policy design, for a differentiated approach, given the complexity of predicting people’s behavior based on their personality *ex ante* we might need to look for other approaches on which to base the idea of differentiated regulation[[56]](#footnote-56). I will therefore examine two alternatives to personality-based differentiated regulation of good and bad people: demographics and level of intrinsic motivation.

### Demographic predictors of variation in unethicality:

Regarding demographic factors, the ability to regulate behavior *ex ante* is much larger. One can much more easily engage in differentiated regulation based on demographic relative to individual differences. However, from the review by Terbenusell et al[[57]](#footnote-57), it seems that for the most part, demographic factors do not carry a strong enough predictive value. They found zero to little relationship between factors such as gender, education level etc. Thus, organizations can avoid picking up "bad apples," but demographic strategies are not likely to be useful. They report mixed findings about the relationship between gender and unethicality. Regarding culture, there are conflicting studies which do not seem to represent a clear picture. Terbunssel et al. report that while some studies find a relationship between Brazilians and Americans,[[58]](#footnote-58) this effect was not found in later studies. Similar things can be said about other factors such as age and education, where some studies are more consistent than others.

One of the most impressive cross-societal studies was conducted by Gechter and Schulz[[59]](#footnote-59) where, using samples from different type periods, they can speak about causality between institutions and people’s honesty behavior. Overall, their argument is that there are a greater number of "honest" people in countries with stronger rule of law institutions, where people from less corrupt countries have lower claims regarding their dice-rolling. Weak institutions have therefore not only a direct effect on corruption and productivity, but might also create direct dishonesty. Countries with strong institutions are more likely to have lower values of justified unethicality. Gechter and Schulz also found variation between countries in mean claims. Frequency of high claims 3’4’5 is supposed to be 50% if everyone is honest and 75% under justified unethicality (because only in half of the cases they were offered the option to throw the dice twice).

In reality, the range across countries was from 61% to 84.3%, indicating that no country contains only honest people but that some countries do have only justified dishonest people at a rate of 71.8% on average.

Income maximizers are those who reported rolling a 5 – the random proportion of rolling 5, which is 16.7%, here to the range was between 0.3 to 38.3% of income maximizers (in our terminology calculated individuals) the mean is 16.2%

## Variation based on level of intrinsic motivation

The last type of variation between individuals is related to the difference between individuals from a legal perspective. This could have a different meaning than the individual differences concept used in psychology. As legal scholars, we sometimes need to know that in each situation, individual reactions to a new regulation will vary, but the variance will not necessarily be the same. For example, the most classical example is high versus low intrinsically motivated individuals. The example of high and low commitment to the values of the law could differ across different laws where people with high commitment in the context of one law might not have high commitment in a context of a different law.

## Variation in type of misconduct

An additional important aspect is related to the difference between the types of misconduct created by people intentionally and situationally. In other words, the difference is not just in the type of people, but also in the circumstances that allow for these two types. In that regard, Gephart et al.[[60]](#footnote-60) discussed the difference between two types of misconduct described by them as ethical impulse versus ethical calculus. In impulse, they suggest various non-deliberative mechanisms to operate and enable individuals' unethical activity. Nonetheless, the exact nature of non-deliberation always remains somewhat unclear. The Gephart model of compliance is combined and consists of three main aspects: the individualistic aspect, the nature of the moral issue aspect, and the environmental aspect. In the individualistic aspect, they refer mainly to three sub-aspects: cognitive moral development (Kohlberg), locus of control, and propensity to morally disengage (Bandura). In the moral development issue, they review characteristics such as moral intensity,[[61]](#footnote-61) proximity, and social consensus regarding the immorality of the act. With regard to environment, Gephart reviews concepts such as moral climate, social norms, organizational norms, and code of conduct enforcement.

Thus, according to the above argument, it is possible to focus on a differentiated approach based on the type of likely misconducts. In contexts where expected misconducts are clearly calculative, the best approach through traditional instrument choice of the most suitable enforcement mechanisms were based on traditional considerations (e.g. the limits of money, likelihood of detection, level of intrinsic motivations etc.).

However, in contexts where the expected harm is created by non-calculated misconduct, which even good people who usually avoid calculated wrongdoing might engage in, the focus should be on designing the situation to reduce the likelihood of an individual's ability to maintain the self-perception of themselves as good people. Such measures include reducing ambiguity, reducing excuses for wrongdoing, increasing accountability, etc.

# Possible Differentiated Regulation solution to the variation between people

## Using Big Data and experimental legislation approach to predict variation in unethicality

A possible solution to the complexity described above in accounting for the mixture of personal, situational, occupational, and demographic antecedents of unethicality is big data. Using big data, people’s past behavior in ethical contexts and across various domains can be used to help regulators implement an appropriate balance of measures. There is increasing research on the potential use of aggregated knowledge about human behaviors in different situations. Even if privacy concerns mean that big data could not be used for specific individuals, it could help regulators considerably in understanding situations where certain measures work better relative to others. This approach might be a mixture of a personal and occupational background of an individual's likely unethical behavior. Existing studies have already focused on the implication of big data for people’s future level of awareness and motivation for ethical behavior. The big data approach could be used to advance our knowledge on how well competing measures operate on certain people and help create a more tailored regulatory and enforcement approach to each situation.

## Increasing the focus on detection.

The relative effectiveness of enforcement versus severity of punishment in deterring misbehavior is still the subject of fierce debate.[[62]](#footnote-62) Most studies suggest that degree of punishment has only a marginal deterrent effect on the behavioral choices of people.[[63]](#footnote-63) We argue that this might be related to our argument about good people, because they do not think that they will be subject to punishment. In contrast, bad people know that if they are caught they will be punished; hence, they are more sensitive to the degree of punishment.

Instead, good people of both types—situational wrongdoers and blind-sport wrongdoers—are more likely to be affected by the likelihood of enforcement. Enforcement that is more frequent creates more reminders for people in a way that could reduce both their justifications and their lack of awareness that their behavior may lead to wrongdoing. It is also likely to reduce the uncertainty that might make it easier for people to deceive themselves as to the true legal meaning of their behavior. In other words, the relative deterrent value of frequent enforcement versus punishment degree depends on an individual's mindset. Raising the cost of wrongdoing only affects calculative people. For genuinely moral individuals whose wrongdoing is mainly related to their blind spots, clearly raising the expected price might not reduce that behavior.[[64]](#footnote-64)

Imposing harsh punishment does have value in clearly illustrating the government’s approach and commitment to enforcing morality. Yet, harsher punishment may reduce good people’s compliance.

The process of imposing this punishment is a lengthy one, which may allow time for a backlash.[[65]](#footnote-65) For example, Eerev,[[66]](#footnote-66) who examined enforcement of safety regulations in factories, found that more frequent enforcement with small fines was more effective than less frequent punishment with large fines. A longer process also enables good people to create justifications to engage in smaller level misconduct. Thus, criminal sanctions that might deter calculative people might do the opposite for the other two types of people who engage in noncompliant with limited awareness.

## Shifting the Focus on Regulating Situations Instead of Individuals

The recognition of the limited ability of individuals to monitor their own behavior gives the situation a different, and presumably larger, role than the more traditional law and economics perspective. In a sense, the now famous "nudge approach" suggests that given the growing recognition of people’s non-deliberative reasoning, situations should be modified in various subtle ways to improve behavior. However, in a sense, behavioral ethics simply exacerbate an already-growing recognition in the legal enforcement literature that the source of wrongdoing is not necessarily the "bad apples" but rather the environment in which they operate.

Various behavioral ethics scholars have attempted to understand the implications of behavioral ethics on the need to pay closer attention to the situation. Tenbrunsel and Smith-Crowe[[67]](#footnote-67) discuss the situational factors which affect the likelihood of moral awareness and conclude that ethical infrastructure is much more important for the likelihood of moral awareness relative to the individual factors. Along those lines, Tenbrunsel and Messick[[68]](#footnote-68) argue that formal systems, informal systems, and the organizational climate are responsible for much unethical behavior, especially because of the process of ethical fading which is trigged by euphemism.[[69]](#footnote-69)

## Green line/ Red line approach

One of the dominant voices in the attempt to differentiate people based on their willingness to engage in wrong-doing is Raskolnikov, who focuses mainly on tax evasion.[[70]](#footnote-70) In this typology he speaks about "gamers"[[71]](#footnote-72) who do everything in their power to pay less tax and, in that sense, are not reacting to situations but planning to do bad things.[[72]](#footnote-73) The "gamer" type is similar to the calculated wrongdoer model used in classical deterrence theory. However, what Raskolnikov fails to account for is the fact that even non-calculative people could engage in either intentional or unintentional wrong-doing. These are people who mostly react to a situation that allows them to do bad things without worrying too much about the consequences of the act on their consciousness or on their standing in society.

## Acoustic separation and Legal Ambiguity

Taking a different approach, Henry Smith and I have proposed an acoustic separation argument based on the usage of ambiguity.[[73]](#footnote-74) We have argued that different types of people react differently to legal ambiguity; whereas for some people ambiguity would harm the ability to find loopholes, for others it might allow various self-deception mechanisms associated with moral "wiggle room."

## The Pyramid of Regulation

According to Ayres and Braithwaite's responsive regulation pyramid of regulation approach[[74]](#footnote-75) most people in a population react to less strict interventions. The stricter interventions would be used in a consequential way for the portion of the population which did not react to previous, more lenient, messages.

According to Tyler, it is possible to design interventions based on people’s intrinsic motivation, beginning with those that target considerations of morality, fairness, and social values and then moving to a harsher approach for the minority of more calculated wrongdoers. This sequential move from soft to hard regulation may align with a move from nontraditional and situational enforcement, which focuses on good people, to traditional enforcement, which is always in the background but comes into play when nontraditional enforcement fails. However, while the approaches of Tyler and of Ayres and Braithwaite hold that soft regulation is mostly preferable to hard regulation, we recognize that nontraditional means such as nudges suffer from many limitations that make them inferior to traditional enforcement methods that involve deliberation.

# Conclusion [incomplete]

Part of the rationales I discuss in these papers claims that financial instruments are highly effective for people with low intrinsic motivation, but could be devastating for people with high intrinsic motivation, because of the crowding out phenomenon.[[75]](#footnote-76) In addition to the effect of variation regarding incentives, one could consider the parallel move of variation in effect of morality, where some people are more likely to react to moral language, relative to other approaches.[[76]](#footnote-77)
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