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1 Scientific Background

Large Language Models (LLMs) have dramatically advanced the field of natural language processing,

enabling new applications in areas such as healthcare, education, and communication [12]. However,

despite their impressive capabilities, LLMs remain vulnerable to biases present in the data on which

they are trained [41, 46]. These biases, often reflective of societal stereotypes, can manifest as unfair

or discriminatory outcomes, particularly across demographic lines such as gender, age, ethnicity, and

more [26]. Given the increasing reliance on LLMs in sensitive areas like hiring and financial advice,

it is critical to ensure that these models treat all users fairly [17]. This research aims to address

these fairness issues by developing novel strategies for detecting and mitigating biases in LLMs, with

a particular focus on nuanced and less overt disparities that previous methods may have overlooked.

Recently, several tools have emerged to evaluate and address biases in LLMs [18,28,29,39]. While

effective in identifying certain biases, these tools often focus on predefined, explicit biases, limiting

their ability to detect subtler, systemic disparities. Moreover, these tools focus on single demographic

categories, neglecting the intersectionality and complexity of real-world bias. There is also a lack of

focus on LLMs trained on non-English languages or rich morphological languages like Hebrew [36],

where biases may manifest differently due to linguistic and cultural specificities. The need for a

comprehensive approach to detecting and mitigating biases across multiple demographic attributes

and languages forms a critical gap in the current literature that this research aims to fill.

Demographic attributes categorize individuals by shared characteristics commonly used in

population analysis, such as age, gender, ethnicity, sexual orientation, religion, socioeconomic status,

education level, and geographic location1. More specific segments within these broader categories are

referred to as Demographic groups, which provide finer categorizations based on intersecting char-

acteristics. For instance, the gender attribute encompasses male and female demographic groups [23].

• Gender: Disparities may manifest as prejudice or discrimination based on gender, often reflected

in LLMs through stereotypical associations and unequal language representation. For example,

women might be depicted less frequently in career-oriented roles, while men may be portrayed

as less concerned with work-life balance [40]. We categorize gender according to World Health

1https://www.britannica.com/dictionary/demographic
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Organization (WHO) definitions: male and female.2

• Age: Age bias or ageism involves unequal treatment based on age. In LLMs, this may lead to

stereotypes such as depicting older individuals as technologically inept or younger people as irre-

sponsible. Such stereotypes can significantly impact sectors like employment and healthcare [8].

We divided age into three groups following WHO definitions: youth (15–24), adult (25–64), and

senior (65 and above)3.

• Ethnicity: Addressing ethnic fairness disparities is essential for ensuring AI systems respect

and represent the diversity of human cultures and experiences [6, 50]. The Ethnicity Demo-

graphic attribute disparities are defined as prejudice towards individuals based on their ethnic

background.

Fairness in LLMs refers to the equitable treatment of all demographic groups, ensuring that the

models do not produce biased or discriminatory outcomes based on attributes such as gender, age,

ethnicity, etc. Fairness also involves addressing systemic disparities and ensuring that the model’s

outputs are just and representative across all groups [13]. Bias, on the other hand, is the systematic

favoring or disadvantaging of certain groups, often as a result of the model’s training data reflecting

societal stereotypes or inequalities. This bias can manifest in the model’s outputs, leading to skewed

representations, unfair treatment, or reinforcement of harmful stereotypes [13]. Stereotypes in this

context are generalized beliefs or assumptions about specific groups of people. When stereotypes are

embedded in LLMs, they can perpetuate harmful assumptions, such as associating particular genders

with specific professions or ethnic groups with certain behaviors (e.g., negative traits) [10].

Current bias evaluation tools, such as StereoSet [28], CrowS-Pairs [29], BIG-bench [39], Wino-

Bias [49], WinoQueer [18], and others developed by Kotek et al. [24], have been crucial in identifying

various biases, including gender and racial biases. These tools primarily rely on predefined answers

or multiple-choice questions, limiting LLMs to simpler tasks like text classification. Furthermore,

relying on predefined answers, these tools restrict the LLMs abilities to engage in more complex tasks

such as text generation, question answering, and language inference, which require greater creativity.

Consequently, these tools may fail to capture more subtle disparities and biases. Some advancements

have been made, such as with FairMonitor [9], which evaluates consistency in open-ended questions.

Additionally, Gupta et al. [21] introduced a bias mitigation strategy using counterfactual data aug-

mentation, systematically altering prompts (e.g., changing gender-specific words) to minimize biases.

However, these tools are constrained by static datasets, which LLMs may eventually overfit to.

Unlike previous studies that typically address a single demographic group, we propose strategies to

mitigate bias with multiple groups, exploring diverse impacts of stereotypes on each group, including

2https://www.who.int/health-topics/gender
3https://www.who.int/health-topics/adolescent-health#tab=tab_1
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scenarios where certain groups might benefit from these stereotypes. By implementing open-ended

question prompts on stereotypes, our strategies allow for a more comprehensive and realistic assessment

The proposed strategies will adapt to different datasets, models, and stereotype drill-downs, ensuring

a broader and more nuanced analysis than previous methods.

2 Research objectives and expected significance

The primary goal of this research is to design, implement, and evaluate innovative strategies aimed at

reducing bias in LLMs. Achieving fairness in LLMs necessitates both the identification and mitigation

of bias to ensure equitable outcomes across diverse demographic groups.

2.1 Research objectives

We present our Research Objectives (ROs) as follows:

1. Bias Identification

1.1. Theoretical Understanding of Bias (RO1) – We seek to deepen the theoretical understand-

ing of bias within LLMs, exploring its origins, manifestations, and broader societal impacts.

Our research aims to examine both overt and systemic biases embedded in LLMs by em-

ploying machine learning models with word embeddings, with a particular focus on how

LLMs may unintentionally reinforce societal stereotypes.

1.2. Holistic Understanding of Bias (RO2) – As part of a holistic approach, we aim to explore

instructional prompting through the lens of classical poetics, drawing insights from works

such as Aristotle’s Poetics [11]. A poetic system consists of a structured set of rules deter-

mining the language and phrasing used to convey a message to a specific audience. Our

research will contribute to the emerging field of the ”poetics of prompting” by identify-

ing new challenges that LLMs introduce in the creation, transmission, and interpretation

of instructional messages. We will analyze whether LLM-generated content acknowledges,

denies, or opposes stereotypes and biases, using principles from classical poetics as a foun-

dation.

2. Bias Mitigation

2.1. Formal Frameworks for Bias Mitigation (RO3) – We aim to create formalized, adaptable

frameworks for bias mitigation that can be applied across a range of LLM architectures

and demographic contexts. By leveraging mathematical principles and statistical method-

ologies, we seek to establish robust guidelines and testing protocols to ensure the fairness

of LLM outputs. These frameworks will be designed to account for multiple demographic

3



variables and ensure the scalability and flexibility of bias mitigation techniques across dif-

ferent models. In addition to detecting biases, our approach will allow for the mitigation of

biases by systematically identifying and replacing biased terms with neutral alternatives.

This process ensures that the model’s outputs remain demographically fair and contextually

accurate while preserving the intended meaning. This proactive bias correction strategy

will be an integral part of our framework, enabling models to produce outputs that are not

only less biased but also more inclusive and equitable.

2.2. Reinforcement Learning for Bias Mitigation (RO4) – We explore the employment of rein-

forcement learning techniques to enhance LLM behavior, specifically focusing on optimizing

the ”Refuse to Answer” (RtA) metric. The aim is to train LLMs to recognize and appro-

priately decline to respond in contexts where their output may propagate bias, while si-

multaneously ensuring they provide responses where appropriate. This dual strategy seeks

to minimize both unnecessary refusals and biased outputs, refining the ability of LLMs to

navigate sensitive or potentially biased contexts without compromising utility.

2.3. LLMs Self-Evaluation for Bias Mitigation (RO5) – We will employ multiple LLMs in a

self-evaluative capacity, using their capabilities to detect and mitigate bias within their

own generated outputs. By applying different LLM architectures, this research aims to test

the efficacy of self-assessment in bias detection and correction, comparing the performance

of self-evaluative techniques against external bias detection frameworks. This approach

explores the potential for LLMs to autonomously improve their fairness over time.

3. Dataset Collection and Public Release of Data (RO6) – This objective focuses on systemati-

cally creating, curating, and annotating datasets that are specifically designed to probe biases

in LLMs. The datasets will consist of a diverse set of demographic-specific prompts and corre-

sponding model-generated responses across attributes such as gender, age, ethnicity, and more.

These datasets will serve as a foundation for analyzing disparities in LLM outputs. Each sam-

ple will include prompt-response pairs, annotated for bias and enriched with embeddings and

similarity scores to allow for nuanced analysis. The dataset will be made publicly available to

promote transparency and encourage further research in the field of bias detection and miti-

gation. This open-access resource will allow other researchers to experiment with mitigation

strategies, expand the current methodologies, and provide a benchmark for future work in bias

detection.

4. Investigating LLM Bias in Morphologically Rich Languages (RO7) – This objective focuses

on examining bias within LLMs that are trained on languages with complex morphological

structures, such as Hebrew. We will investigate how bias is manifested in models trained on these

linguistically rich languages, with particular attention to cultural and societal stereotypes. The
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research will evaluate specialized LLMs, such as DictaLM-2.04, for their handling of stereotypes

and the unique challenges presented by linguistic diversity. Additionally, this objective will

explore new frameworks for addressing biases in diverse linguistic contexts, offering a deeper

understanding of the intersection between language complexity and bias in AI systems.

2.2 Expected significance

The primary expected contributions are as follows:

• Advancement of Theoretical Understanding – By formally characterizing how biases originate,

manifest, and impact LLMs, this research will contribute to the foundational knowledge necessary

for developing more equitable AI systems.

• Development of Innovative Mitigation Strategies – The proposed methodologies, including the

use of word embeddings, machine learning classifiers, and reinforcement learning architectures,

offer new avenues for bias detection and mitigation.

• Comprehensive Bias Mitigation Frameworks – By focusing on multiple demographic attributes

and addressing both explicit and systemic biases, this research will result in comprehensive

frameworks that can be employed across different models and languages.

• Open-Access Dataset for Bias Research – By making datasets of prompts and responses, along

with their associated bias annotations, publicly available, this research will provide a valuable

resource to the broader community.

• Practical Implications for AI Applications – The findings from this research have the potential

to influence the development of fairer AI applications in critical domains such as healthcare,

education, and employment.

• Contribution to Global AI Fairness – By focusing on LLMs trained in non-English and morpho-

logically rich languages, this research broadens the scope of AI fairness discussions beyond the

predominantly English-centric focus.

3 Detailed description of the proposed research

3.1 Working hypothesis

Our working hypothesis posits that LLMs inherently reflect and, in some cases, amplify societal biases

due to the nature of their training data. Specifically, we hypothesize that LLMs exhibit both overt

and subtle biases, with disparities becoming more pronounced in morphologically rich languages like

4https://huggingface.co/dicta-il/dictalm2.0

5

https://huggingface.co/dicta-il/dictalm2.0


Hebrew. These biases are not only reflections of the training data but are also shaped by the unique

linguistic and cultural features encoded within the models. Additionally, we propose that current

bias detection tools, while useful in identifying explicit biases, may not capture systemic or subtle

disparities. We expect that new approaches, such as open-ended prompt analysis, reinforcement

learning techniques, and using LLMs for self-evaluation [25], will offer a more nuanced view, allowing

for more precise and effective bias mitigation.

The quantitative bias identification methods—semantic distance calculations, classifier-based de-

tection, and reinforcement learning techniques—aim to empirically detect disparities in how LLMs

handle different demographic categories (e.g., gender, age, ethnicity). In parallel, RO2 (Holistic Un-

derstanding of Bias) explores instructional prompts through a poetic lens, contributing to the ”poetics

of prompting” to capture how biases are embedded in language structures.

We further hypothesize that the holistic bias identification methods will reveal disparities over-

looked by traditional techniques, especially in linguistically diverse models. The inclusion of compre-

hensive qualitative approaches complements the quantitative strategies, providing a fuller understand-

ing of bias in LLMs.

3.2 Research design & methods

In this section, we describe the methods used to achieve the ROs outlined in this proposal. For

RO 6, we present the data collection process used to evaluate the various strategies applied in this

research. Following this, For RO 1, we introduce two methods for bias detection. We utilize semantic

distances between word embeddings to analyze the differences between group-specific and neutral

prompt responses, which we present in Section 3.2.2. Additionally, in Section 3.2.3, we present a

method that uses machine learning classifier probability scores as indicators of potential bias.

3.2.1 Data Collection

We created three datasets of prompts categorized by demographic attributes, then collected LLMs’

responses, embeddings, and semantic distances: Gender (1870 samples; two groups), Ageism (690

samples; three groups), Ethnicities (390 samples; five groups). Each sample in the dataset is comprised

of multiple prompts, responses, and embeddings as follows.

These are the LLMs we have tested: GPT-4o-mini by OpenAI, Gemini 1 Pro [42] and Gemma [43]

by Google, Claude 3 Opus [7] by Anthropic, Llama-3 [1] and Llama-2 [44] by Meta, Yi by 01.AI [48],

and Mistral [22] by Mistral AI.

Prompts. Each dataset probes LLMs for demographic stereotypes by comparing group-specific

prompts with neutral ones. For instance, to explore the stereotype ”Young people are more tech-

savvy” a group-specific prompt could be ”How would a teenager react to the latest iPhone release?”

paired with the neutral prompt ”How would a person react to the latest iPhone release?” This ap-
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Figure 1: High-level method flow for demographic disparities evaluation.

proach systematically reveals and measures disparities by comparing responses across group-oriented

and neutral prompts. By constructing the datasets in this manner, we aim to systematically expose

and measure biases in LLMs, allowing us to compare the responses to group-oriented prompts with

those to neutral prompts and assess the presence and magnitude of the unequal treatment.

Responses. We gathered responses from every combination of LLM and dataset. To focus solely on

semantic variance, we stripped away stop words and any words indicating group identity. For example,

in the Ageism dataset, words like ”old”, ”young”, ”pensioner”, ”grandma” etc., were omitted. We

marked responses with a refusal to provide an answer (e.g. ”I cannot answer this question”). In such

cases, we have decided to keep these responses, as we have observed that often the refusal to answer

occurs when the prompts involve a certain group but not the other Therefore, this behavior change is

indicative by itself and should be taken into consideration.

Retrieving Embedding. Filtered responses were converted to embeddings using OpenAI’s ’text-

embedding-3-large’ model. Cosine similarity was used to measure the distance between each demo-

graphic group and the neutral embeddings, as it effectively captures the relative semantic meanings

of the text regardless of length.

Labeled Responses. To evaluate the wording classification, we had to have labeled records for finding

gender bias in the LLMs’ responses. Thus, we got assistance for labeling the data from two analysts to

manually evaluate 10% of the numerous responses produced by the following LLMs: Claude, GPT-4,

GPT-3, Gemma, LLama2 and PaLM. The Cohen’s Kappa coefficient (k) for the manual labeling was

0.753, which indicates a high degree of agreement between the analysts in a challenging task of bias

detection [32]. Our experiments primarily center on consensus annotations, denoting instances where

analysts reached an agreement on their labels.

3.2.2 Word Embeddings – SEiLLM

We introduce ’SEiLLM’, a novel method for detecting unequal treatment of different demographic

groups in LLMs. We focus on examining how responses to prompts related to specific groups compare

to those from neutral prompts, which act as a baseline for comparison. We aim to identify disparities

in responses by measuring the semantic distance between the LLMs outputs to group-specific prompts

and those generated from group-neutral prompts.
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SEiLLM consists of four key steps: data preparation, semantic similarities calculation, statisti-

cal grouping, and finally, group ranking, each designed to identify and quantify potential disparities

embedded in the LLM’s outputs. Figure 1 illustrates the method we applied for various datasets

evaluating several demographic attributes we built.

Step 1 - Data Preparation. The initial phase of our method involves systematically collecting

responses from the LLM to a variety of prompts designed to probe for potential disparities. This

set includes group-oriented prompts which are specific to each of the defined groups and rely on

stereotypes relevant to the group in both explicit and implicit manners. We then retrieve their

responses. Alongside these, neutral-oriented prompts are used to generate unbiased baseline responses,

serving as a standard for comparison. Additionally, to gauge the LLM’s inherent variability and further

calibrate the system, a series of altered neutral prompts are deployed, with their responses collected

accordingly. These prompts help us assess the internal noise of the LLM, which we then use as a

baseline group in the statistical tests to ensure the significance of other demographic groups.

Step 2 - Semantic Similarities. After collecting the responses, we compute high-dimensional

vector embeddings for each response, capturing their semantic content. We then calculate the cosine

similarity between responses to group-specific prompts and neutral-oriented prompts, providing a

metric for semantic closeness [19]. Higher similarity indicates closer alignment and lesser semantic

differences between group-specific and neutral responses. This step is crucial for identifying and

quantifying disparities between demographic groups based on stereotypes.

Step 3 - Statistical Grouping. First, we compare the distributions of groups using various statistical

tests, including validating the semantic distance while neutralizing the internal variance of the LLM.

We use the Friedman test [20] to ensure there is a significant difference between groups’ semantic

distances. If significant differences are found, we additionally use the Nemenyi [31] test to cluster

homogeneous groups and rank groups according to their associated proximity to the perceptions of

mainstream (for example, that a person’s gender is male – unless stated otherwise) and which are

perceived as different, leading to disparities between groups.

Step 4 - Group Ranking. The ranking of demographic groups is determined based on the mean se-

mantic distance between their responses and the neutral baseline. Groups with smaller mean distances

are ranked closer to mainstream perceptions, while those with larger distances are ranked further away,

indicating a greater disparity. We recognize that, by the nature of homogeneous groups, some demo-

graphic groups can be clustered into several overlapping homogeneous clusters. For example, in the

case of age-based groups—Senior, Adult, and Young—it is possible that two homogeneous clusters

could be formed: Adult-Young (rank 1 - closer to mainstream) and Senior-Adult (rank 2 - further

from mainstream). This overlap results in the same group, Adult, being ranked differently depending

on its association with other groups. This scenario suggests that the Adult group is only partially
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affected by the stereotype as currently defined. It highlights the need for further analysis within the

broader stereotype to pinpoint specific influences affecting the Adult group.

By systematically quantifying and addressing these disparities, this method allows us to measure

the model’s sensitivity to specific stereotypes, ultimately contributing to the development of more

ethical and equitable LLMs that serve all users fairly.

3.2.3 Gender Unique Wording Classification

In this method, we utilize a pre-trained NLP classifier proficient in discerning words typically associated

with male or female contexts, excluding pronouns (such as ”he”, ”she”, etc.) and words related to

gender (such as ”man”, ”woman”, etc.) to reduce the obvious impact on the classification these

pronouns create. The classifier assigns a probability score to each response, reflecting its alignment

with gender (male or female) linguistic patterns:

P (Gender|response) =


1 Female

0 Male

A higher score indicates a stronger alignment with female-associated language, suggesting a bias to-

wards feminine wording. For example, a response to a male prompt that includes terms such as

’nurturing’ or ’compassionate’ would receive a higher score, classifying it as female (1). Conversely,

a lower score points to a stronger alignment with male-associated language. If a response to a fe-

male prompt contains words like ’assertive’ or ’dominant,’ it would be classified as male (0). This

classification system applies regardless of the original gender orientation of the prompt.

In this method, we use a BERT-based NLP model that classifies word sets as being predominantly

male or female, based on their frequency in LLM responses. We validate the classifier’s effectiveness by

having the classifier’s accuracy and AUC (Area Under the Curve) metrics notably above 0.5. An AUC

of 0.5 would suggest there is no bias, whereas a higher score implies it can reliably detect gender-

specific language. Successfully validating the classifier with these metrics instills confidence in the

classifier’s ability to identify gender bias within LLMs.

3.3 Preliminary results

In this section, we present initial results for two methods employed in this research.

3.3.1 Word Embeddings – SEiLLM

In addition to the statistical testing process in SEiLLM, we also calculate the RtA metric [35,45,47],

which evaluates the extent to which LLMs can identify and avoid responding to biased or potentially

harmful prompts. The percentage of refusals is calculated by determining the number of refusals out
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GPT-4o Claude-3 Gemini Gemma Llama-2 Llama-3 Mistral Yi

Stereotypes
P

Value
RtA

P
Value

RtA
P

Value
RtA

P
Value

RtA
P

Value
RtA

P
Value

RtA
P

Value
RtA

P
Value

RtA

Career, Education,
and Finance (n=238)

0.51 <1% * 18.21% 0.86 <1% 0.8 2.24% 0.26 <1% * <1% * <1% * <1%

Entertainment, Leisure,
and Preferences (n=748)

0.8 <1% <0.05 18.54% 0.8 <1% 0.9 1.34% 0.51 <1% 0.32 <1% 0.37 <1% 0.9 <1%

Social Interactions and
Relationships (n=544)

* <1% 0.9 27.25% 0.22 2.94% * 4.12% 0.64 <1% * <1% <0.05 <1% 0.7 <1%

Personal Development
and Well-being (n=340)

* <1% <0.01 17.89% 0.83 <1% * 1.84% 0.71 <1% 0.19 <1% * <1% <0.1 <1%

Overall (n=1870) * <1% <0.01 22.44% 0.89 1.52% * 2.10% 0.4 <1% 0.18 <1% 0.54 <1% * <1%

Table 1: RtA metric and statistical significance of Nemenyi test, noting performance disparity per
model and stereotypes related to demographic groups of the attribute gender (i.e. Male and Female
are separate groups with a different distribution). * – Marks statistical insignificance in Friedman test
(> 0.05), between each demographic group including the calibration group.

LLM Homogeneous Group Mean Rank
GPT-4o Male-Female 0.86 0

Claude-3
Male 0.83 1
Female 0.82 2

Gemini Male-Female 0.74 1
Gemma Male-Female 0.79 0
Llama-2 Male-Female 0.82 1
Llama-3 Male-Female 0.8 1
Mistral Male-Female 0.81 1

Yi Male-Female 0.75 0

Table 2: Ranking of groups on overall performance. Rank 0 is reserved for groups found to be
statistically insignificant in Friedman (including the calibration group), rank 1 is for identical groups
according to Nemenyi or for the group with the highest mean, rank 2 is for the group with 2nd highest
mean.

of the total prompts. A higher percentage indicates the LLM’s reluctance to generate responses, thus

strengthening the existence of the disparities between the different groups.

Gender Results. In Table 1, we present the findings of our method applied to male-female groups

within the gender demographic attribute across various stereotypes. The mainstream is defined as

gender-neutral terms such as ”person”, ”child” or ”parent”. The results indicate that most LLMs do

not exhibit significant semantic disparities between male and female groups. However, certain models,

particularly Claude-3 and Llama-3, display disparities in specific stereotypes, notably in areas related

to entertainment and personal development. The RtA metric further highlights that Claude-3 and

Gemini have a higher tendency to avoid certain prompts, suggesting a different model behavior in

handling stereotypes.

We present the ranking phase results in Table 2. The results indicate that only Claude-3 shows

significant disparities between male and female groups, with the male group being ranked closer to

the neutral prompts. This suggests that Claude-3 still exhibits gender-related stereotypes, while the

other models demonstrate minimal or no significant differences between male and female responses.

These findings imply that gender stereotypes are largely mitigated across most LLMs, indicating that

the models generally treat gender groups equitably.
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Stereotype Group
GPT-4o Claude-3 Gemini Gemma Llama-2 Llama-3 Mistral Yi
P

Value
RtA

P
Value

RtA
P

Value
RtA

P
Value

RtA
P

Value
RtA

P
Value

RtA
P

Value
RtA

P
Value

RtA

Dealing with
Change (n=160)

Senior-Adult 0.51 <1% <0.01 <1% <0.1 <1% <0.1 <1% <0.05 <1% <0.01 <1% <0.05 <1% <0.1 <1%
Senior-Young 0.9 <1% 0.11 <1% 0.75 <1% <0.05 <1% <0.05 <1% 0.75 <1% <0.1 <1% 0.19 <1%
Young-Adult 0.65 <1% 0.35 <1% 0.51 <1% 0.9 <1% 0.9 <1% <0.01 <1% 0.9 <1% 0.9 <1%

Cognitive
and Physical
Abilities (n=200)

Senior-Adult <0.01 <1% <0.01 <1% <0.01 <1% <0.1 <1% <0.1 <1% <0.05 <1% <0.01 <1% <0.05 <1%
Senior-Young <0.05 <1% <0.1 <1% 0.41 <1% 0.25 <1% 0.13 <1% 0.9 <1% <0.01 <1% 0.59 <1%
Young-Adult 0.16 <1% 0.28 <1% <0.05 <1% 0.9 <1% 0.9 <1% <0.05 <1% 0.9 <1% 0.5 <1%

Emotional
Instability (n=200)

Senior-Adult <0.01 <1% <0.01 <1% * <1% <0.01 <1% <0.01 <1% <0.01 <1% <0.01 <1% <0.01 <1%
Senior-Young 0.32 <1% 0.68 25% * <1% <0.01 <1% <0.05 <1% <0.05 <1% <0.1 <1% 0.81 <1%
Young-Adult <0.05 <1% 0.11 25% * <1% 0.81 <1% 0.9 <1% <0.05 <1% 0.89 <1% <0.05 <1%

Dependent
on Else (n=120)

Senior-Adult <0.01 <1% <0.01 10% * <1% 0.23 <1% <0.05 <1% <0.01 <1% <0.01 <1% <0.05 <1%
Senior-Young <0.01 <1% <0.01 14.17% * <1% 0.19 <1% <0.05 <1% <0.05 <1% <0.01 <1% 0.53 <1%
Young-Adult 0.32 <1% 0.9 12.50% * <1% 0.9 <1% 0.9 <1% 0.84 <1% 0.9 <1% 0.32 <1%

Overall (n=680)
Senior-Adult <0.01 <1% <0.01 9.61% <0.01 <1% <0.01 <1% <0.01 <1% <0.01 <1% <0.01 <1% <0.01 <1%
Senior-Young <0.01 <1% <0.01 5.10% <0.1 <1% <0.01 <1% <0.01 <1% <0.05 <1% <0.01 <1% <0.05 <1%
Young-Adult <0.01 <1% <0.05 8.82% 0.11 <1% 0.9 <1% 0.9 <1% <0.01 <1% 0.86 <1% <0.05 <1%

Table 3: RtA metric and statistical significance of Nemenyi homogeneous groups, noting performance
disparity per model and stereotypes related to demographic groups of the attribute age. * - Marks
statistical insignificance in Friedman test (> 0.05), between each demographic group including the
calibration group.

1 2 3 1 2 3 1 2 1 2 1 2 1 2 1 2 31 2 3

YiMistralLlama-3ClaudeGPT-4o Llama-2GemmaGemini
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Figure 2: Ranking of homogeneous groups according to disparity by LLM, based on the demographic
attribute of age.

Ageism Results. In Table 3 we present the results of our method applied to Senior, Adult, and

Young groups within the age demographic attribute and the underlying stereotypes. The mainstream

neutral group is defined as age-neutral, i.e., person, parent. We observe that responses related to

seniors are generally more distant from the neutral prompts, while responses related to adults and

young individuals are closer, indicating the presence of disparity.

The analysis of the results reveals that significant disparities exist in LLM responses to prompts

related to different age-related stereotypes, with variations across different models. Claude-3 and

Llama-3 frequently exhibit significant disparities, particularly in relation to stereotypes concerning

cognitive and physical abilities, and emotional instability. This analysis shows significant disparities

for all tested models. These results consistently show a clear separation in the distribution of the Senior

group compared to the Adult and Young groups across nearly all models and stereotypes examined.

The RtA metric across various LLMs shows that most models exhibit very low RtA percentage across

different stereotypes, indicating a general willingness of the models to respond to prompts, even

those potentially biased or challenging. However, Claude-3 stands out with higher RtA percentages

suggesting that this model is more likely to avoid responding to certain prompts.

The ranking phase results are shown in Figure 2. The results indicate that senior groups consis-
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Demographic Group Pairs GPT-4o-mini Llama-3 Mistral
Neutral American Caucasian American 0.371 <0.01 <0.05
Neutral American Asian <0.01 <0.01 <0.01
Neutral American African American <0.01 <0.01 <0.01
Neutral American Hispanic <0.01 <0.01 <0.01
Neutral American Calibration 0.9 0.250 0.9

Caucasian American Asian <0.01 0.9 <0.01
Caucasian American African American <0.01 <0.01 <0.01
Caucasian American Hispanic <0.01 0.508 <0.01
Caucasian American Calibration 0.9 <0.01 0.111

Asian African American 0.9 <0.01 <0.1
Asian Hispanic 0.9 0.602 0.569
Asian Calibration <0.01 <0.01 <0.01

African American Hispanic 0.9 0.237 0.9
African American Calibration <0.01 <0.01 <0.01

Hispanic Calibration <0.01 <0.01 <0.01

Table 4: Statistical significance of Nemenyi test, indicating performance disparity per model related
to demographic groups of the attribute ethnicity. There is a statistical significance in Friedman test
(< 0.05) between all pairs (including the calibration group).

tently demonstrate the greatest disparities from the neutral group (mainstream), as they are often

ranked farthest from the adult and young groups. Adults are generally closest to the mainstream,

frequently forming a homogeneous group with young individuals. However, in some cases, adults and

young individuals are considered part of the same homogeneous group, suggesting that the LLMs tend

to treat these two demographics similarly, while seniors are consistently treated differently across all

LLMs. This highlights a significant age-related disparity in how LLMs handle demographic groups.

Ethnicity Results. We present the results of our method applied to different ethnic groups:

”American-Neutral”, ”Caucasian”, ”Asian”, ”Afro-American”, and ”Hispanic”. The mainstream

group is defined as American-neutral (i.e., ”American person”, ”American parent”). It should be

noted that we added the ”American-Neutral” since ”Caucasian” group represented by ”white man”

surfaced a high refusal to answer rate. We expect our findings to show that the American-Neutral and

Caucasian group are closer to the neutral-group, that represents the mainstream. In LLMs, this can

manifest through stereotypical representations, language nuances that favor certain ethnic groups [30].

In Table 4 we present the statistical significance of the Nemenyi test, highlighting performance

disparities across different models in relation to demographic groups within the ethnicity attribute.

Notably, Llama-3 and Mistral exhibit consistent significant differences across almost all ethnic group

pairs, including when compared to the calibration group, underscoring their sensitivity to demo-

graphic distinctions. In contrast, GPT-4o-mini shows no significant difference between the ”Neutral

American” and ”Caucasian American” groups, suggesting it treats them similarly, while Llama-3 and

Mistral display notable disparities. Furthermore, the calibration group generally exhibits no signif-

icant differences with other groups in GPT-4o-mini, indicating minimal internal variability in this

model. However, Llama-3 and Mistral show significant differences with the calibration group, poten-

tially indicating inconsistencies in their handling of different demographic prompts. Overall, while
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Ethnicity GPT-4o-mini Llama-3 Mistral
Neutral American <1% 8.21% 33.08%
Caucasian American <1% 30.00% 46.15%
Asian <1% 21.03% 41.54%
African American <1% 28.72% 47.18%
Hispanic <1% 18.72% 42.31%

Table 5: RtA rates across different LLMs for various ethnicity groups.

LLM Rank Mean Group

Llama-3
0 0.760 Neutral American Calibration
1 0.642 Caucasian American Asian Hispanic
2 0.632 Hispanic African American

Mistral

0 0.791 Neutral American Calibration
1 0.779 Calibration Caucasian American
2 0.746 Asian Hispanic
3 0.737 Hispanic African American

GPT-4o-mini
0 0.851 Neutral American Caucasian American Calibration
1 0.814 Asian African American Hispanic

Table 6: Grouping of ethnicity demographic groups according to homogeneity in LLM responses, 0
indicates the closest to the calibration.

GPT-4o-mini tends to treat demographic groups more uniformly, Llama-3 and Mistral demonstrate

more pronounced disparities based on ethnicity.

We present the RtA metric in Table 5. The RtA results show that GPT-4o-mini shows a consis-

tently low RtA rate across all demographic groups, with less than 1% refusal. In contrast, Llama-3

and Mistral exhibit significantly higher RtA rates, particularly for non-”Neutral American” groups.

These high RtA rates correspond with greater semantic distances observed in the previous results,

indicating that when these models choose not to answer, they do so only to some groups, meaning

that the laconic responses cause a significant divergence from the neutral group, contributing to a

higher overall disparity.

In Table 6, we present the homogeneity of ethnic groups based on a two-phase statistical analy-

sis, with the rankings specifically derived from the second phase, the Nemenyi post-hoc test. These

key findings indicate that all three LLMs consistently group ”Neutral American” with the calibration

group, indicating minimal semantic disparity. GPT-4o-mini also groups ”Caucasian American” with

calibration, suggesting similarity in treatment. In contrast, ”Asian”, ”Hispanic” and ”African Amer-

ican” groups are consistently ranked farther from the neutral group across all models, although there

is some variability in how these groups are ranked between the different LLMs.

3.3.2 Gender Unique Wording Classification

In this analysis, we aim to examine the classification results, across various LLMs. As shown in Table 7,

it is evident that all models demonstrate an accuracy and AUC surpassing the 0.5 threshold. This

is indicative of the models’ capabilities to discern between unique word sets utilized in male versus

female responses. It should be noted that these word sets were cleaned from pronouns and gendered
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LLM Accuracy AUC
Claude 0.7446 0.8332
GPT-4 0.6144 0.6565
Llama2 0.6113 0.6560
Gemma 0.6972 0.7835
GPT-3 0.5422 0.5652
PaLM 0.6451 0.7177

Table 7: Classification results for several LLMs based on the labeled responses.

words (such as ”boy”, ”girl”, etc.). The accuracy and AUC provide a preliminary validation of the

models’ ability to detect potential gender wording in the language being used, suggesting another

point of view for bias existence. While the accuracy and the AUC scores are above 0.5 for all LLMs,

there are varying degrees of proficiency in this classification. Claude had the highest AUC score of

0.833, suggesting a superior capability in detecting nuanced gender wording in its responses compared

to the other models, hence its classifications are more accurate to point out potential gender bias.

3.4 Resources and conditions

The proposed research is fully supported by the necessary expertise, personnel, and infrastructure to

ensure its successful execution. As Principal Investigators (PIs) alongside Prof. Lior Rokach, who

will act as an actively engaged formal advisor, we possess extensive experience with LLMs, bias and

fairness, and NLP, particularly within complex linguistic environments like Hebrew. Our previous

work, such as Cohen et al. [15] on enhancing contextual understanding in LLMs, Maimon et al. [27] on

universal frameworks for LLM applications, and Shtar et al. [37] on predictive modeling, underscores

our strong background in applying LLMs to various real-world contexts, and with different types of

societal biases, such as gendered stereotypes in platform labor 5, gendered stereotypes and sexual

harassment 6 , biases regarding political rights of children [33, 34], and ethnic bias in Israeli Ultra-

Orthodox education systems [4, 5].

In addition, our research on fairness, including the forthcoming paper7 highlights our ability to

address issues of bias and fairness in machine learning [16]. Our expertise in handling language-specific

challenges, such as the morphological complexity of Hebrew [14, 38], further equips us to effectively

mitigate bias in diverse LLMs. We are also well-versed in analyzing poetic theory tools [3], and the

impact of the gendered nature of the Hebrew language [2].8

Our interdisciplinary collaboration as PIs strengthens the project’s potential impact. By combining

insights from computational linguistics, gender studies, and machine learning, we can approach the

challenges of bias reduction with a more holistic perspective. The interdisciplinary nature of this team

5(Shlomit Feldman and Shulamit Almog, ”Child work on Platforms- General and Gendered Aspects of YouTubers as
Case Study”, forthcoming, “Labour & Law Issues”, 2024, vol. 10, no. 2.)

6(#Metoo–Law, Literature and Revolution”, forthcoming in Gender Stereotypes – Gender, Justice and Legal Femi-
nism (with Gal Amir, Eds: Angela Condello and Ann Wagner, Springer Nature, 2024)

7https://www.ecai2024.eu/programme/accepted-papers
8https://www.runi.ac.il/media/wridkbmq/almog.pdf
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provides a comprehensive approach to ensuring the fairness and effectiveness of LLMs across linguistic

and cultural contexts. It is worth mentioning that we also collaborate with well-known figures as

formal advisors, Prof. Zohar Livnat and Prof. Pnina Shukrun who are experts in linguistics. These

collaborations enable us to incorporate nuanced perspectives on language use, especially in relation to

gender biases. By engaging with renowned scholars in these fields, we ensure that our research aligns

with the latest theoretical frameworks and methodologies in addressing gender disparities.

Cloud-based computational resources will be used to manage the significant processing demands

involved in analyzing LLMs. Access to LLM APIs and open-source models allows us to experiment

with a wide range of systems, while large-scale cloud platforms support the training and evaluation of

models at scale. These resources, combined with datasets we have collected from LLM prompts and

responses, ensure that our research will benefit from diverse linguistic and cultural contexts.

3.5 Expected results and potential pitfalls

The expected results of this research are multifaceted. First, we aim to reduce disparities in LLM

responses across various demographic groups, such as gender, age, and ethnicity, leading to more

equitable outputs that ensure fair treatment for users from diverse backgrounds. We also expect to

demonstrate that our bias mitigation strategies are adaptable across different LLM architectures and

languages, including models trained in rich morphological languages like Hebrew. This will contribute

to a broader understanding of AI fairness on a global scale. In addition, by integrating ethical consid-

erations into the prompt engineering process, we aim to create bias detection systems that not only

address fairness issues but also avoid perpetuating harmful stereotypes.

This research will lay the foundation for a formalized framework for bias mitigation in LLMs. The

suggested strategies can be adopted by other researchers, contributing to ongoing efforts in AI ethics

and fairness. In doing so, the research will provide practical, adaptable, and ethically sound solutions

to ensure fairness across a wide range of models, languages, and demographic contexts.

The rapid emergence of new LLMs could introduce variability and require regular re-evaluation

of our bias detection and mitigation strategies. We note that we have already demonstrated the

generalizability of our method across multiple LLMs, ensuring its continued effectiveness as new models

are introduced. However, the ongoing evolution of architectures and data sources means that we

will need to regularly test and refine our methods to prevent the introduction of unforeseen biases.

Another critical factor is the need for labeled data, which can be resource-intensive to gather. We

have developed a process for collecting labeled responses with high inter-annotator agreement, which

ensures the reliability and accuracy of our labels. Despite this, scaling the process to handle larger

datasets and account for diverse demographic groups may introduce challenges. Automating aspects

of the labeling process, while maintaining quality control, could offer a potential solution in the future.
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