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AThis paper presents an integral-equation approach to the linear instability problem
of two-layer quasi-geostrophic flows around a circular islands with bottom topography is
studied. The study extends an earlier barotropic model of similar geometry and topogra-
phy and focuses on the degree to which the topographic waves in the lower layer resonate
with the basic flow in each layer. The integral approach poses the instability problem in a
physically elucidating way, in whichwhereby the resonating neutral waves in the system
can beare directly identified directly. The flows investigated are composed of uniform
potential-vorticity (PV) rings in each layer, havingwith the PV of each ring being of op-
posite signs. Four types of instabilities are identified: instability caused by the resonance
of the Rossby waves traveling along the liquid contours at the edge of each PV ring (CC
resonance), instability caused by the resonance of the wave at the upper-layer contour
and the topographic waves outside the lower-layer contour (C1T), a similar resonance
of the lower-layer contour with the topographic waves (C2T), and a resonance between
one eigenmode of the contours subsystem with the topographic waves (CCT). The three
lasttter resonances lead to a critical levellayer instabilities and can be identified as reso-
nances ofbetween the contour waves withand a collection of singular topographic modes
havingwith a critical layer. The C1T (C2T) instability occurs when the lower-layer ring
is sufficiently thin enough and the basic flow travels counterclockwise (clockwise). The
neutral PV perturbations in the outer region behave asymptotically behave as barotropic
(BT) or baroclinic (BC) modes that, when traveling clockwise, have spiral shapes and
are wavelike in the radial direction. Usually, the BT mode is the onemode thatin res-
onance with the contours, but, in case offor small growth rates, the BC mode may be
the dominant onemode. The nonlinear evolution of the CC resonance usually leads to
emission of dipolar modons whichthat then return to the island and are re-emitted in a
quasi-periodic manner. The contours-topography instabilities may produce a narrow PV
ring at the lower layer at the location of the critical layers of the dominant resonating
topographic perturbations; this ring interacts with the original rings to form a quasi-
stationary structure (e.g., a tripole) that rotates counterclockwise for a relatively long
time before splitting into emitted modons.

1. Introduction
Islands in the stratified ocean mightcan be surrounded by have complex and variable

current circulation patterns around them (?). Closed flows whichthat are anomalous, (i.e.,
follow anflow in a direction opposite direction to the overall circulation of the surrounding
ocean,) have been observed around Iceland, Taiwan, the islands of Kuril Chain (?) and
the Pribilof iIslands (?). In most cases, these anomalous circulations are anticyclonic
(clockwise) in the northern hemisphere and are wind-driven. Waves generated in the
vicinity of the islands may be trapped by the slopping topography or the coast, and also



2

contribute to the circulation strength; the trapping by islands was shown for barotropic
(BT) flows (see, e.g., Refs. ???) as well asand for the stratified sea (see, e.g., Refs. ???).
In this paper, we study the conditions for instability of such baroclinic (BC) flows in an
idealized model, where the island is circular and the bottom topography is conical ( i.e.,
the beta -cone model).

To account for the stratification of the ocean, we use the simplified two-layer quasi-
geostrophic (QG) simplified model (?). The linear baroclinicBC instability problem was
solved by ? for the case of two-layer zonal uniform QG flow over a flat bottom by ?, and
later solved by ? with incthe luding bottom topography includedby ?. For circularly sym-
metric flows, the instability problem was investigated by ? for baroclinicBC QG vortices
with a flat bottom and continuous stratification. Circular baroclinicBC two-layer flows
were investigated by ?, for flows confined to an annular channel. Our model is differents
in several respects.: First, in our modelit there isrequires no external boundary. Second,
the basic flow is differents, as described below; especiallyin particular, in our model the
currents in the two layers may beflow in opposite in directions in our model. Related
to this is the fact that, in our case, the ratio of the bottom slope to the basic isopycnal
slope is not constant, and thereforeso this ratio plays no fundamental role.

T? investigated the instability associated with idealized circularly- symmetric barotropicBT
currents around circular islands with bottom topography was investigated by ?. There the
flow was composed of two constants–PVpotential-vorticity (constant-PV) rings around
the island and the velocity outside the rings was zero. The purpose of this paper is to
consider a variant of that model appropriate for a two-layer flow; now any layer consists
of onea single constant-PV ring. The flows in the two layers may have opposite direc-
tions and the velocity outside the rings does not vanish identically, but rather only the
barotropicBT velocity. fFigure 1 presents schematically the velocities and PVs profiles.

The concept of resonance provides a physical interpretation of instabilities in two-layer
shallow -water flows is made possible using the concept of resonance. As has been shown
by many authors, different types of instabilities can be identified as resonances between
neutral waves; the type of the instability is determined by the interacting waves. The
resonance is usually seen byoccurs at the crossingintersection of the dispersion curves
[i.e., ofthe curve of the phase velocity vs.ersus the wave number of the neutral modes
(?)]. This was demonstrated in zonal shear flows (???) and zonal two-layer flows (????).
In all these papers the resonantce viewpoint was only applied to the case of shallow-water
systems without the QG approximation; in this paper it is also applied also to QG flows.

ToWe identify the resonances in a simple way, by using an integral-equation approach
to the linear instability problem is undertaken. To date, the integral approach was used so
farhas only been used for barotropicBT flows by ?, with no further developmentextension
elsewhere to baroclinicBC flows. tThis paper fills this gap. It is by showning that the inte-
gral approach poses the instability problem in a physically elucidating way, in whichwhereby
the coupling between the various wave types can beis directly identified directly.

The basic flow considered in this paperherein isdiffers fundamentally different from
the barotropicBT case studied by ? since herebecause, here, the basic velocity is zero
outside the rings the basic velocity atin the lower layer is nonzero, as well ais the PV
gradient (see fFigure 1). This fact makes possiblepermits the existence of singular neutral
perturbations whose phase velocity is equals to the basic velocity at some placedistance
[i.e., havingthe lower layer has a critical layer (??)]. It is known that i If a linear stabil-
ity analysis shows that critical-layer eigenfunctions are neutrally stable, a more careful
analysis of the initial-value problem would shows that theythe eigenfunctions actually
causelead asymptotically over time to an algebraic time dependence asymptotically with
time (??).[AU: Please verify in particular all red text to ensure that the intended



Integral-equation approach to resonances in circular two-layer flows around an island with bottom topography3

Figure 1: Schematic profiles of the basic velocity in the upper layer V̄1 (solid, red online),
and in the lower layer V̄2 (dashed, red online), and the PV in the upper layer Q1 (solid,
blue online) and in the lower layer Q2 (dashed, blue online).

meaning is maintained.]The time dependence is found mathematically from the singu-
larities of the modes on the complex-frequency plane. Here on the beta cone it is shown
that new singularities, not present in the zonal case, appear; their damping effect is
analytically calculated analytically.

CA critical layer instability (?) was observed experimentally by ? for a columnar
vortex in stratified fluid and was studied in shallow-water one-layersingle-layer flows (?).
? have showned that this instability could be interpreted as the resonance ofbetween a
nonsingular mode withand a collection of singular modes. For the basic flow considered
in this paper, resonances involving the topographic waves at the lower layer lead to a
critical-layer instability. The resonating perturbations in this case are identified, and
itstheir effect on the nonlinear evolution of the flow is studied numerically.

The outline of this paper is as follows: In §2 we present the basic equations of the
model of quasigeostrophic two-layer flows, and in §3 we gives the derivation of the integral
eigenvalue equation of the linear stability analysis. In §4 we applyies the integral equation
to the basic flow composed of the two-layer PV rings schematically plotted schematically
in fFigure 1. The resonance viewpoint is then presented for this flow in §5. In §6 discusses
the spectrum of solutions in the exterior region r > R2 is discussed. These neutrally stable
solutions (according to thea linear stability analysis) are the ones that may resonate
with the waves at the contours of the PV discontinuities at R1 and R2, theirand their
time-dependent damping over time is also found. In §7 further explores the resonances
are further exploredvia by the dispersion curves, calculates the growth rates and the
structure of the unstable perturbations are calculated, and discusses the conditions for
the dominance of barotropicBT versus baroclinicBC couplings are discussed. InFinally,
§8 examines the influence ofhow instability type onaffects the nonlinear evolution of the
flow is examined.

2. Two -layer flows on a beta cone: Governing equations
Consider a two-layer quasigeostrophic QG model in which the flow surrounds a cylin-

drical island. The bottom outsidearound the island is assumed to have a constant radial
slope so that the depth increases linearly offshorewith distance from the island. Under the
quasigeostrophicQG approximation and the rigid-lid condition at the sea surface, the flow
is effectively two- dimensional in each layer. The variables of the upper and lower layers
are denoted by the subscripts 1 and 2, respectively. The unperturbed layer thickness is
denoted by Hi (i=1i = 1, 2), and their sum of layers by H. In the polar coordinates r and
θ, the radial and azimuthal components of the velocity, ui and vi, respectively, in each
layer (i = 1, 2), can be expressed in terms of a streamfunction Ψi via the equationsby

ui = −
1
r

∂Ψi

∂θ
, vi =

∂Ψi

∂r
. (2.1)

In the following, whenever the subscript i appears, it refers to thelayer i-th layer. The
slope at the bottom introduces a linear term in r for the PV at the lower layer (see ?
for details). The proportionality constant is the topographic beta, β = −f tan(α)/H2,
where f is the Coriolis parameter. It is assumed that tThe island’s size is assumed to
be small compared towith the planetary scale, so f may be regarded as being constant
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(this is analogous to the f -plane approximation, cf. ?). For an island in the northern
hemisphere, β is negative.

In terms of the streamfunctions, the PVs in layers 1 and 2 are defined as (cf. ?)

Q1 = ∇2Ψ1 −
f2

g′H1
(Ψ1 − Ψ2), Q2 = ∇2Ψ2 +

f2

g′H2
(Ψ1 − Ψ2) + βr, (2.2)

where g′ = g(ρ2−ρ1)/ρ1 is the reduced gravity (g being the acceleration due to gravitational
accelerationy, and ρ1 and ρ2 being the layer densities).

On the beta cone, a natural length scale is the radius R of the island. We are interested
in flows whose horizontal length scale is R, such that the curvature plays a dominant
role, so r ≈ R. Flows having much smaller length scale behave locally as straight flows,
whilewhereas at much larger length scales the island’s influence is negligible. In §3 the
basic flow is defined, where the PV in the upper layer is constant inside a ring, Γ1. This
determines athe timescale for the time, 1/|Γ1|. Therefore, assuming that the time scales
advectively, we transform the variables into non-dimensional variables via

t → t/|Γ1|, r → Rr, Qi → |Γ1|Qi, Ψi → |Γ1|R
2Ψi, β → |Γ1|β/R. (2.3)

Nondimensionalization of equations (2.2) then yields

Q1 = ∇2Ψ1 −
Λ2

λ1
(Ψ1 − Ψ2), Q2 = ∇2Ψ2 +

Λ2

λ2
(Ψ1 − Ψ2) + βr, (2.4)

where Λ2 = (R/LRo)2 is the reverse Burger number, and LRo =
√

g′H/f2
0 LRo = (g′H/f2

0 )1/2

is the Rossby deformation radius. In the ocean, LRo varies from about 1 km at high lat-
itudes to about 400 km at the equator (?). Small islands may have a radius of few
kilometers, whilewhereas large onesislands may reachhave a radius of 200 km. Therefore,
Λ may change from 10−4 to 200. In order tTo be consistent with the quasigeostophicQG
approximation mentionedpresented above, Λ should be of order 1unity or less (?). There-
fore, mostly we mostly use Λ = 1; Tthis means, that the island’s size is of the same order
of magnitude as the Rossby deformation radius. The relative thickness of each layer i
is denoted by λi = Hi/H (i = 1, 2), with H being the total thickness of the fluid,:
H = H1 + H2.

The PV conservation equations governing the dynamics are

∂Qi

∂t
+

1
r

(
∂Ψi

∂r

∂Qi

∂θ
−

∂Ψi

∂θ

∂Qi

∂r

)

= 0 (i = 1, 2). (2.5)

3. The integral eigenvalue equations
We represent the PVs Q1 and Q2 and the streamfunctions Ψ1 and Ψ2 of the flow as

sums of the basic-state values (indicated by a bar) and the associated perturbations,

Qi = Q̄i(r) + qi(r, θ, t), Ψi = Ψ̄i(r) + ψi(r, θ, t). (3.1)

Under the assumption ofAssuming small perturbations, the linearized equations expressing
conservation of PV conservation equations that result from (2.1) and (2.5) are

∂q1

∂t
+

V̄1

r

∂q1

∂θ
−

1
r

∂ψ1

∂θ

dQ̄1

dr
= 0,

∂q2

∂t
+

V̄2

r

∂q2

∂θ
−

1
r

∂ψ2

∂θ

dQ̄2

dr
= 0. (3.2)

The perturbations are thought of asconsidered to be associated with an azimuthal integer
mode number m and (generally complex) frequency ω:

{qi(r, θ, t), ψi(r, θ, t)} = {Qi(r), Φi(r)}e
i(mθ−ωt), (3.3)
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where we suppress the explicit notation of m in Qi(r) and Φi(r) to keepsimplify the
notation easier; theis notation m is also dropped also in subsequent expressions. Using
(3.3) in (3.2) yields the Rayleigh equations,

(
V̄i(r)

r
−

ω

m

)

Qi −
Φi

r

dQ̄i

dr
= 0. (3.4)

By using (2.4) and (3.3), the functions Qi(r) and Φi(r) are related via the equations

Q1 =
d2Φ1

dr2
+

1
r

dΦ1

dr
−

m2

r2
Φ1 −

Λ2

λ1
(Φ1 − Φ2), (3.5)

Q2 =
d2Φ2

dr2
+

1
r

dΦ2

dr
−

m2

r2
Φ2 +

Λ2

λ2
(Φ1 − Φ2). (3.6)

Given Q1 and Q2, the equations (3.5) and (2) for the streamfunctions can be decoupled.
TBecause the term βr is absent, the decoupling is possible here, in contrast towith its
impossibility in equations (2.4) where it is not possible since now the term βr is absent;
this is because equations (3.5) and (2) deal with the perturbations of the PVs. Consider
the barotropic (BT) and baroclinic (BC stream-function perturbations,

ΦBT = λ1Φ1 + λ2Φ2, ΦBC = Φ1 − Φ2, (3.7)

and the corresponding PV perturbations,

QBT = λ1Q1 + λ2Q2, QBC = Q1 −Q2. (3.8)

From equations (3.5) and (2) and the definitions (3.7) and (3.8), we get the equations

d2ΦBT

dr2
+

1
r

dΦBT

dr
−

m2

r2
ΦBT = QBT, (3.9)

d2ΦBC

dr2
+

1
r

dΦBC

dr
−

m2

r2
ΦBC −

Λ2

λ1λ2
ΦBC = QBC, (3.10)

where the relation λ1 + λ2 = 1 was used in the last equation.
The general solutions to (3.9) and (3.10) can be written as

ΦBT(r) =
∫ ∞

R

GBT(r, r′)QBT(r′)dr′, ΦBC(r) =
∫ ∞

R

GBC(r, r′)QBC(r′)dr′, (3.11)

where GBT(r, r′) and GBC(r, r′) are the barotropicBT and baroclinicBC Green’s func-
tions, respectively. The derivations and expressions for these Green’s functions appear
in Appendix B. From (3.7) we get the expression of the streamfunction in each layer in
terms of the barotropicBT and baroclinicBC modes,

Φ1 = ΦBT + λ2ΦBC, Φ2 = ΦBT − λ1ΦBC. (3.12)

Using (3.8), (3.11), and (3.12) we get

Φ1(r) =
∫ ∞

R

[G11(r, r
′)Q1(r

′) + G12(r, r
′)Q2(r

′)]dr′, (3.13)

Φ2(r) =
∫ ∞

R

[G21(r, r
′)Q1(r

′) + G22(r, r
′)Q2(r

′)]dr′, (3.14)
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where the four Green’s functions Gij (i, j = 1, 2) are defined as

G11(r, r
′) = λ1GBT(r, r′) + λ2GBC(r, r′), (3.15)

G12(r, r
′) = λ2[GBT(r, r′) − GBC(r, r′)], (3.16)

G21(r, r
′) = λ1[GBT(r, r′) − GBC(r, r′)], (3.17)

G22(r, r
′) = λ2GBT(r, r′) + λ1GBC(r, r′). (3.18)

ByBased on (3.13) and (3.14), the function Gij is the Green’s function that connects a
PV perturbation atin thelayer jth layer to the streamfunction atin thelayer ith layer.
Note also that the no-slip boundary condition of no-slip at the cylindrical wall [i.e.,
Φ1(R) = Φ2(R) = 0 by equations (2.1) and (3.3)] is satisfied automatically by equations
(3.13) and (3.14) automatically. Now wWe now express the streamfunctions in terms of
the PV perturbations by inserting (3.13) and (3.14) into (3.4) andto get

mV̄i(r)
r

Qi −
m

r

dQ̄i(r)
dr

∫ ∞

R

[Gi1(r, r
′)Q1 + Gi2(r, r

′)Q2] dr′ = ωQi(r). (3.19)

Equation (3.19) constitutes a system of two linear integral equations for the PV pertur-
bations at both layers. In the next section, we apply these equations forto flows composed
of two-layer constant-PV rings.

4. Flows composed of two-layer rings
4.1. Basic flow profile

As stated above, for a basic state in the subsequent stability analysis, we take as a basic
state a circularly symmetric flow composed of a uniform-PV ring in each layer. The ring
in the upper (lower) layer is bounded by thea rigid contour at r = R and thea material
contour at r = R1 (R2), the latter of which we denote by C1 (C2). Similarly, the ring
in the lower layer is bounded by the rigid contour at r = R and the material contour
at r = R2, which we denote by C2. Outside the rings, the PV of each layer equals the
background PV. Denoting by Q̄i the PV of the basic flow by Q̄i, and by Γ1 and Γ2 the
PV in the upper and lower rings by Γ1 and Γ2, respectively, we write

Q̄1(r) =

{
Γ1, R 6 r 6 R1

0, R1 < r,
Q̄2(r) =

{
Γ2, R 6 r 6 R2

βr, R2 < r.
(4.1)

The PV-jumps across each contour are

Δ1 = −Γ1, Δ2 = βR2 − Γ2. (4.2)

The expressions for the basic streamfunctions Ψ̄i and velocities V̄i resulting from this PVs
configuration are derived in Appendix A. Since the flow is attached to a rigid cylindrical
wall (the island), a natural (although not unnecessary) boundary condition would be
the no-slip condition, (i.e., the vanishing of the velocity at r = R). This condition
results from the role of turbulent viscosity in the vicinity of the vertical wall during the
formation of the closed flow, as explained in detail in the paper byRef. ?. The vanishing
of the velocity at the rigid boundary at r = R imposes athe following relation between
Γ1 and Γ2 (see Appendix A for details),:

Γ2 =
−2R3βλ2 + 2R3

2βλ2 + 3Γ1R
2λ1 − 3Γ1R

2
1λ1

3λ2(R2
2 − R2)

. (4.3)

SFigure 1 shows schematic profiles of the velocities and PVs atin both layers are shown
in figure 1.
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For future reference, we note that equations (4.1) may be written equivalently as

Q̄1(r) = Γ1 + Δ1H(r − R1), Q̄2(r) = Γ2 + (βr − Γ2)H(r − R2), (4.4)

where H(∙) is the Heaviside function, which is defined to vanish at zero: H(0) = 0. The
gradient of the basic PV profile (4.4) is

dQ̄1

dr
= Δ1δ(r − R1),

dQ̄2

dr
= Δ2δ(r − R2) + βH(r − R2). (4.5)

4.2. Integral eigenvalue equations

Define si(r, θ, t) to be the displacement of a particle from its initial reference location at
t = 0 atin thelayer ith layer. Since the PV is conserved as it moves, the change in the
PV at the new particle location for small si is, for small si,

qi(r + si, θ, t) = Q̄i(r, θ) − Q̄i(r + si, θ) = −
dQ̄i

dr
si (4.6)

(cf. Ref. ?). If all the displacements are associated with an azimuthal integer mode number
m and frequency ω as in (3.3), then we may write si = di(r)ei(mθ−ωt) where di(r) is the
amplitude of the radial displacement of the particle. Comparing (4.6) with (3.3), it is
shows clearly that

Qi(r) = −
dQ̄i

dr
di(r). (4.7)

ByBased on (4.5) and (4.7), Q1 vanishes everywhere except at r = R1, where it is given
by a delta function. The displacement s1 of a particle at r = R1 can also be interpreted
as the deformation of C1 (cf. Refs. ??); the amplitude d1(R1) of C1’sthe perturbation C1

is denoted by α1/R1. Similarly, the amplitude d2(R2) of C2’s perturbation C2 at r = R2

is denoted by α2/R2. The amplitude of the displacement d2(r) at the outer region r > R2

in the lower layer is denoted by η(r)/r, and can be viewedinterpreted as the deformation
of the background constant-PV contours (which are circles). The division by R1, R2, and
r is madedone in order to make the integral operator symmetric, which is useful as is
shown below (§6). Therefore, using (4.5) and (4.7), we write

Q1 = −
Δ1α1

R1
δ(r − R1), Q2 = −

Δ2α2

R2
δ(r − R2) −

β

r
η(r)H(r − R2). (4.8)

Inserting (4.8) into the eigenvalue integral equations (3.19) yields the following three
eigenvalue equations,:

V̄1(R1) − Δ1G11(R1, R1)
R1

α1 −
Δ1G12(R1, R2)

R2
α2 − βΔ1

∫ ∞

R2

G12(R1, r
′)

r′
η(r′)dr′ =

ω

m
α1,

(4.9)

−
Δ2G21(R2, R1)

R1
α1 +

V̄2(R2) − Δ2G22(R2, R2)
R2

α2 − βΔ2

∫ ∞

R2

G22(R2, r
′)

r′
η(r′)dr′ =

ω

m
α2,

(4.10)

−
G21(r,R1)

R1
α1 −

G22(r,R2)
R2

α2 +
V̄2(r)

r
η(r) − β

∫ ∞

R2

G22(r, r′)
r′

η(r′)dr′ =
ω

m
η(r).

(4.11)

Equations (4.9)–(4.11) can be recast into a standard matrix eigenvalue equation; it
is, which can then be solved numerically by using the “eig” function in Matlab, which
uses the QZ algorithm (?). To get the matrix form, the integrals are approximated via a
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Gaussian quadrature rule (see, e.g., Ref. ?), which for any function f(x) takes the form
∫∞

R2
f(r)dr ≈

∑N
i=1 wif(ri); here ri and wi are the nodes and weights, respectively, of

the quadrature rule employed.
Since the domain is infinite, we divided the integral into two regions: The first oneregion

is the closenear neighborhood of the island, where the basic flow velocities at the two lay-
ers are significant. Outside the largest ring, the velocities drop exponentially with r with
typical length scale Λ/

√
λ1λ2 (see Appendix A); thus the velocities remain significant at

R2 ≤ r ≤ max(R1, R2)+5Λ/
√

λ1λ2. In this region, the Legendre-Gauss Qquadrature rule
is applied with 1000 points. The second region is outside, at max(R1, R2)+5Λ/

√
λ1λ2 <

r < ∞, where the Gauss-Laguerre quadrature rule is applied with 150 points. Tests of
convergence show that the results are robust; e.g., even with half the number of points
in each region, the error in calculating the eigenvalues, is less than 0.1%.

5. Resonance viewpoint
The integral eigenvalue equations (4.9)–(4.11) allow direct interpretation of the cou-

plings that occur in the system studied. We demonstrate it by using the first equation,
(4.9), which determines the angular velocity of the upper contour C1 perturbation, at
r = R1. The right-hand side (RHS) of (4.9) may also be viewed also as the time derivative
of the PV perturbation at r = R1 sincebecause the time derivative is proportional to
ω ([cf. equation (3.3)]. The first term ion the left-hand side (LHS) of (4.9) contains the
free-streaming term V̄1(R1)α1/R1 with the coupling to the basic PV jump at its place,
namely, −Δ1G11(R1, R1)α1/R1. This term would determine the angular velocity of the
PV contour at r = R1 ifwere no other couplings to occur (cf. Ref. ?). The next term
represents the coupling between the PV perturbations at C1 and C2, since it isbecause
α2 tis what influences the time developmentdependence of α1. Finally, the integral term
represents the influence ofdictates how the PV perturbation η(r)/r in the lower layer
outside C2 onaffects the evolution of C1’s the perturbation at C1.

The identification of eEach of the coupling terms can now bye applied in case thatidentified
when instability is reached. By allowing only certain couplings to remain in the equa-
tions while removing others, one can isolate different subsystems of the entire system
can be isolated and find the dominant ones found. These are the couplings that lead to
the closest phase velocity and growth rate[AU: “Closest” to what? Or do you mean
“. . . couplings that lead to a phase velocity that is closest to the growth rate . . . ”?]of
the fully coupled system. In this case, the PV perturbations that couple toand thereby
cause the instability are said to be resonant.

The resonance viewpoint has been employedused by many authors for shallow-water
systems, as mentioned in the Introduction. Usually, itresonance is demonstrated by the
crossingintersection of two dispersion curves (?); here another method is employed in the
QG case, i.e. the method ofwe finding the dominant couplings in the eigenvalue equations
written in terms of the PVs. In §7 it is showns that the results are consistent with those
ofobtained based on the crossingintersection of two dispersion curve methods.

In the resonantce viewpoint, the instability is caused by the interaction ofbetween two
waves whichthat phase-lock and thereby enhance theeach other’s growth of each other
(see, e.g., Refs. ??). For the basic flow considered in this paperherein, there are three
Rossby waves which can interact: the first onewave travels along C1 (where the PV in
the upper layer jumps), the second onewave travels along C2, and the third onewave,
which exists due tobecause of the bottom topography, travels atin the outer region in the
second layer (r > R2) of the second layer. As is discussed in §6, there are various types
of perturbations types exist for this third wave, which we collectively call ‘‘topographic’’
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Figure 2: Growth rates Im(ω) for different couplings as functions of R2 at R1 = 5,
β = −0.1, m = 2, Λ = 1, and λ1 = λ2 = 0.5 for (a) Γ1 = 1, (b) Γ1 = −1. The types of
couplings are as follows: Full (red), CC (blue), C1T (purple), C2T (brown), CCT (green).

perturbations. UBy using the eigenvalue equations (4.9)–(4.11), we identify four types of
instabilityies:
(a) Contour-contour (CC) instability: iIn this case, the dominant interaction which

leadsing to instability is the interactionthat between the perturbations at the rings’
periphery (i.e., between C1 and C2). The coupling the contours C1 and C2 alone
corresponds to setting β = 0 in (4.9)–(4.11), thus remainingleaving with two al-
gebraic equations to be solved. In §7 presents this instability is presented in more
detail.

(b) Contour-C1–topography (C1T) instability: In this case the CC subsystem (com-
posed of C1 and C2 alone) is stable, i.e.; that is, the PV-jumps alone aredo not the
cause tthe o instability, but rather the resonance of the wave at C1 with the topo-
graphic PV perturbations in the lower layer (in the region r > R2). The eigenvalue
calculation in this case is achieveddone by setting α2 = 0 in equations (4.9)–(4.11).

(c) Contour-C2–topography (C2T) instability: In this case, the wave aton the lower
layer PV contour is in resonatesnce with the PV topographic PV perturbations
outside the contour. The eigenvalue calculation in this case is achieveddone by
setting α1 = 0 in equations (4.9)–(4.11).

(d) Both-contours–topography (CCT) instability: In this case, the dominant resonance
is between one of the neutral perturbation types of the mutual contours subsystem
CC and the topographic perturbations. The eigenvalue calculation in this case is
achieveddone by rearranging the equations (4.9)–(4.11) in such a way that the
perturbations of the CC subsystem are decoupled; this is explained in §7.2. We
nNote that, although it seems that the entire system takes part in this instability,
this is not so: only one of the neutral CC perturbation types participates in this
resonance, whilewhereas the other one isdoes not.

In the following, we collectively termcall instabilities (ii)–(iv)[AU: Do you mean
(b)–(d)?]as contours-topography (CT) instabilities; these are discussed in §7 in more
detail. Figure 2 presents an example showing the identification of the types of instability
typies; the growth rates [i.e., Im(ω)] are shown for each of the above resonances, as a
function of the radius of the lower-layer ring. The flow parameters are β = −0.1, R1 = 5,
λ1 = λ2 = 1/2, and Γ1 = 1 (Figure 2a) or Γ1 = −1 (Figure 2b).

In the case ofFor Γ1 = 1 (Figure 2a), the CC resonance is dominanttes when 2.3 < R2 <
5.5, whilewhereas the C2T resonance is dominanttes when R2 < 2. The C1T resonance
is totallycompletely absent in this case; the, as explaination is givened below (§5.1). The
growth rates of the CC instability are generally higher thanexceed those of the C2T
instability. Also, there is a small ‘‘window’’ at 2 < r < 2.3 where the CC interaction is
stable whilewhereas the C2T interaction is not; yethowever, the growth rate of the full
instability is much highergreater (up to 4 timesfourfold) than the growth rate of the C2T
resonance and therefore cannot be attributed to this resonance. The dominant instability
in this region is of type CCT.

In the case ofFor Γ = −1 (fFigure 2b), again the CC resonance admitsleads to the
highestgreatest growth rates and is dominant infor most values of R2. In much of the CC
instability region, the actual (full-system) growth rate is lowerless than that implied by
the growth rate of the CC interaction. Therefore, the topography in this case stabilizes
the flow. Again at small values of R2 (below 1.5), the dominant resonance is between one
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of the contours and the topographic perturbations, but this time it is of type C1T, and
the C2T type is absent. At small regions at 1.5 < r < 2.1, again the instability is again
of type CCT.

5.1. Pseudomomentum considerations

As is known,Although while momentum is not a conserved quantity in the system (3.2)
of the linearized equations (3.2), one can define an analogous quantity that is conserved,
namely, the pseudomomentum (?). WhileWhereas a necessary condition for instability to
occur is phase -locking (i.e., crossingthe intersection of the dispersion curves of two neutral
waves), not every crossingintersection leads to instability. As shown byin Ref. ?, an
additional requirement for instability is that the two waves would have pseudomomenta
of opposite signs of pseudomomentum.

The expression for the pseudomomentum density in the two -layer model on the beta
cone (i.e., in polar coordinates where the basic flow is radially symmetric) is developed
in Appendix C and is given by the following expression,

M = −
λ1

2
dQ̄1

dr

〈
s2
1

〉
−

λ2

2
dQ̄2

dr

〈
s2
2

〉
, (5.1)

where the brackets 〈∙〉 denote the azimuthal average of the variable. The pseudomomen-
tum density satisfies the continuity equation

∂M
∂t

+
1
r

∂F
∂r

= 0, (5.2)

where F = 〈∂ψ1
∂θ

∂ψ1
∂r 〉 is the Eliaseen-Palm flux. If (5.2) is integrated over the entire plane

outside the island (r > R), we get the equation for pseudomomentum conservation,
∂M
∂t = 0, where

M =
∫ ∞

R

rMdr = −
∫ ∞

R

(
λ1

2
dQ̄1

dr

〈
s2
1

〉
+

λ2

2
dQ̄2

dr

〈
s2
2

〉
)

dr. (5.3)

Since M is conserved, it must vanish in the case of an instability it must vanish, Thiswhich
leads to the known Rayleigh’s necessary condition for instability, that the basic PV
gradient must be somewhere negative and somewhere positive (cf. ??). Moreover, in case
thatif only two perturbation types are in resonatence, their pseudomomenta must have
opposite signs (?).

For the basic flow considered in this paperherein, the use of (4.5) and (4.8) gives a the
pseudomomentum becomesof

M =

(

−
λ1Δ1

4R2
1

|α1|
2 −

λ2Δ2

4R2
2

|α2|
2 −

∫ ∞

R

λ2β

4r2
|η|2dr

)

e2Im(ω)t. (5.4)

Since the PV jumps atwhen the two contours C1 and C2 arehave opposite in signs,
their pseudomomenta arehave opposite in signs and the Rossby waves traveling along
these contours may be in resonance. The pseudomomentum of the perturbation at the
exterior region r > R2 is always positive, β being always negative. Therefore, the exterior
perturbations can only be in resonatence with the contour wave whose pseudomomentum
is negative, (i.e., is traveling along a positive PV gradient).

This explains why only one contour wave resonates with the topographic perturbations,
as shown in fFigure 2. If Γ1 = 1, the pseudomomentum of the contour wave at r = R1

is positive (since[because Δ1 < 0 by (4.2)))], whilewhereas thatthe pseudomomentum of
the contour wave at r = R2 is negative (since[because Δ2 > 0 for the specific param-
eters chosendictated by (4.2))]. Thus, only the lower-layer contour has opposite sign of
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pseudomomentum opposite in sign relative to that of the outside perturbations (which is
always have positive pseudomomentum);, thereforeso a C1T instability is impossible in
this case (fFigure 2a). The same argument explains why a C2T instability is impossible
in the casefor Γ1 = −1 (fFigure 2b).

6. Perturbation types in outer region
We now focus on the subsystem of the basic flow outside the liquid contours, i.e.which

means that we search for modes whose perturbation is dominant (i.e., strong relative to
the contours’ perturbations) atin the lower layer at r > R2. For this, we assume that the
PV-jumps at any of the liquid contours isare negligible (Δ1 ≈ Δ2 ≈ 0), thus avoiding
any coupling to waves at thate given contours. The resulting PV perturbations can be
seen as self-excitations of the outer region , caused by the presence of the topography.
Physically, aAs a consequence, the contours may physically oscillate and resonate to yield
the contours-topographyCT instability, which is which is discussed in §7.

Neglecting α1 and α2 in (4.9)–(4.11) yields a single integral equations for η,

V̄2(r)
r

η(r) − β

∫ ∞

R2

G22(r, r′)
r′

η(r′)dr′ =
ω

m
η(r). (6.1)

Since the kernel G22(r,r′)
r′ is symmetric (see Appendix B), the operator on the left hand

sideLHS of the equation, acting on η(r), is symmetric; thereforeso the eigenvalues are
necessarily real. The eigenfunctions are orthogonal with respect to the standard inner
product defined by 〈f1, f2〉 =

∫∞
R2

f1(r)f∗
2 (r)dr for any two functions f1 and f2, for which

this integral is convergent. This integral equation (6.1) is similar in form to the integral
equation of athe barotropicBT flow discussed in detail by ?. Here the Green’s func-
tion is differents due tobecause of the cylindrical symmetry and, more importantly, due
tobecause of the baroclinicBC component of the Green’s function [see (3.18)]. Another
difference is the fact that the domain here is unbounded.

Equation (6.1) was solved numerically by using the numerical scheme described at
the end of §4.2. The frequency ω wasis indeed found to be always real, and Figure 3
shows some eigenfunctions examples found are shown in figure 3. The properties of the
spectrum and the eigenfunctions are explained analytically below.

Before dwellingdiscussing into the structure of the solutions structure, we make a rough
estimate of the allowed frequencies (the spectrum) may be carried out. Multiplication of
equation (6.1) by η∗ and integrating yields
∫ ∞

R2

V̄2(r)
r

|η(r)|2dr − β

∫ ∞

R2

∫ ∞

R2

G22(r, r′)
r′

η∗(r′)η(r)dr′dr =
ω

m

∫ ∞

R2

|η(r)|2dr. (6.2)

Since the term G22(r,r′)
r′ is always negative [by (3.18), (B 6), and (B 12))], the second

integral ion the LHS is negative; therefore, so the possible values of ω are

−∞ < ω < sup
r

mV̄2(r)
r

, (6.3)

where ‘‘sup’’ denotes the supremum. For future reference, we define the segments as

S1 =

(

inf
r

mV̄2(r)
r

, sup
r

mV̄2(r)
r

)

, S2 =

(

−∞, inf
r

mV̄2(r)
r

)

, (6.4)

so by (6.3), ω ∈ S1 ∪ S2. We note that, contrary to the derived bounds onderived for
the phase velocity given by ? for annular flows (known as the semi-circle theorems, cf.



12

Figure 3: Examples of perturbation types atin the outer region r > R2. The shared
flow parameters are β = −0.1, Λ = 1, λ1 = λ2 = 0.5, m = 3. AThe arrow designates
a delta function. (a) aAsymptotically wavelike barotropicBT mode with critical layer
(R1 = 4, R2 = 5, Γ1 = 1), (b) aAsymptotically wavelike barotropicBT mode without
critical layer (R1 = 2, R2 = 3.5, Γ1 = −1), (c) aAsymptotically evanescent barotropicBT
mode with critical layer (R1 = 2, R2 = 3.5, Γ1 = −1), (d) aAsymptotically baroclinicBC
mode without critical layer (R1 = 2, R2 = 3.5, Γ1 = −1). Arrows denotedesignate delta
functions, and their height corresponds to the multiplicative prefactor inmultiplying front
of the delta functions.

?), the phase velocity here cannot, by similar arguments, be bounded from below. The
reason is that because the flow is unbounded, whereas such theorems use the fact that
itthe flow is confined to a channel (zonal or annular).

6.1. Structure of solution near a critical layer

When ω ∈ S1 there is a critical distance rc at which the angular velocity ω/m of the
perturbation is equal to the angular velocity V (rc)/rc of the flow; the integral equation
(6.1) is then singular. In this case, the solution contains a critical layer (see, e.g., Ref.
?). The left hand sideLHS of the equation can be viewed as athe sum of an operator

of multiplication by V̄2/r and an integral operator. Following Refs. ??, the solution is
written in the form of a delta function (the eigenfunction of the multiplication operator)
plus an additional term,

η(r) = D(ω)δ

(
V̄2

r
−

ω

m

)

− P
β

V̄2
r − ω

m

ξ(r), (6.5)

where D(ω) and ξ(r) are unknown functions to be specified, ξ(r) is assumed to be a
regular function of r, P signifies that the principal value of the integral is to be taken when
integrating the last expression with respect to r [i.e., P

∫∞
R

= limε→0(
∫ rc−ε

R
+
∫∞

rc+ε
)].

Some of the solutions obtained numerically are indeed of the form (6.5), as shown in
Figures 3a and 3c; the PV perturbation blows up near the point r = rc and a delta
function appears at r = rc. Note that equation (6.5) is valid also if there is no r for which
V (r)/r = ω/m, since then there is no critical layer and we may set D(ω) = 0. These
regular solutions are shown in Figures 3b and 3d.

Plugging (6.5) into (6.1) yields the following equation for ξ:

ξ(r) = −
D(ω)G22(r, rc)
|(V (r)/r)′rc

|rc
+ P

∫ ∞

R2

βG22(r, r′)(
V̄2(r′)

r′ − ω
m

)
r′

ξ(r′)dr′, (6.6)

where we assume for simplicity that, atfor r > R2, the function V2/r is injective and
rc = (V2/r)−1(ω/m), as is the case for the basic flows considered in this paperherein.
Also, we used the mathematical relation δ(f(x)) = δ(x − x0)/|f ′(x0)| that holds for
any smooth injective function f(x), where x0 is a root of f(x) ([if x0 exists, otherwise
δ(f(x)) = 0)]. Since (6.1) is homogeneous, we can arbitrarily demand that

∫ ∞

R2

η(r′)dr′ = 1, (6.7)

which, by (6.5), is equivalent to the specification of the function D(ω) by the following
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equation:

D(ω)
|(V (r)/r)′rc

|
− P

∫ ∞

R2

β
V̄2(r′)

r′ − ω
m

ξ(r′)dr′ = 1. (6.8)

Using (6.8) in (6.6), we get that ξ satisfies the following nonsingular inhomogeneous
Fredholm equation of the second kind:

ξ(r) = −
G22(r, rc)

rc
+ β

∫ ∞

R2

G22(r, r′)/r′ − G22(r, rc)/rc

V̄2(r′)
r′ − ω

m

ξ(r′)dr′. (6.9)

The nonsingularity is guaranteed since the derivative of the Green’s functions’ derivative
is always much lowerless than the derivative of the velocity’s derivative (inverse power
vsversus. linear function of r; see Appendixes A and B). Since there is no singularity
in this equation at r = rc, the function ξ(r) is regular, as assumed. If ω is outside the
range of {mV (r)/r}, then the solution consists only of the regular function ξ(r) with no
blowup.

Equation (6.9) can be transformed to a fourth-order nonhomogeneous (homogeneous)
differential equation if a critical layer exists (does not exists) by the procedure presented
in Appendix D. The nonhomogeneous term (D6) that appears in the resulting differential
equation (D 5) contains only a delta function with its derivatives, thatwhich are singular
only at r = rc (if they exists). Therefore, asymptotically at r → ∞ the solutions to the
differential equation haveasymptotically approach the same form, regardless of whether
there is a critical layer or notis present. We denote the four linearly independent regular
solutions to the equation by h1, h2, h3, and h4. In the following section we find asymptotic
expressions for hj (j = 1..4)hj (j = 1, . . . , 4) and find the spectrum properties of the
eigenvalue equation (6.1).

6.2. Asymptotically barotropic and baroclinic wave types

We now show that there are two types of solution that, asymptotically at large r, behave
as barotropicBT and baroclinicBC waves. For this we resort to the equations in their
differential form, equation (3.4), and consider solutions far from the origin, where V̄2 can
be neglected;. sinceBecause the velocity diminishes exponentially with r [see equations
(A 20) and (A 21)], such a range may always be found. By (3.4), far from the origin,
Q1 = 0 and Q2 = −mβΦ2/ωr, so equations (3.5) and (2) become

0 =
d2Φ1

dr2
+

1
r

dΦ1

dr
−

m2

r2
Φ1 −

Λ2

λ1
(Φ1 − Φ2), (6.10)

−
mβΦ2

ωr
=

d2Φ2

dr2
+

1
r

dΦ2

dr
−

m2

r2
Φ2 +

Λ2

λ2
(Φ1 − Φ2). (6.11)

Asymptotically we may neglect the left hand sideLHS of (6.11) since Φ2 appears ion the
right hand sideRHS without division by r. We use the ansatz Φ2 = aΦ1, where a is some
parameter to be determined. As is shown below, this ansatz leads to four independent
solutions, which, by the abovesaiddiscussion at the end of §6.1, cover all the possible
asymptotic solutions of the fourth-order differential equation. Plugging Φ2 = aΦ1 into
equations (6.10) and (6.12) we getgives the set of equations (after dividing the second
equation by a),

0 =
d2Φ1

dr2
+

1
r

dΦ1

dr
−

m2

r2
Φ1 −

Λ2

λ1
(1 − a)Φ1, (6.12)

0 =
d2Φ1

dr2
+

1
r

dΦ1

dr
−

m2

r2
Φ1 +

Λ2

λ2

(1 − a)
a

Φ1. (6.13)
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These two equations are identical provided that

1 − a

λ2a
= −

1 − a

λ1
⇒ a = 1 or a = −

λ1

λ2
. (6.14)

Thus, asymptotically, Φ2 ∼ Φ1 or Φ2 ∼ −λ1
λ2

Φ1. The first expression corresponds to
the asymptotically barotropicBT mode, where ΦBC = Φ1 − Φ2 ≈ 0, and the second
expression corresponds to the asymptotically baroclinicBC mode, where ΦBT = λ1Φ1 +
λ2Φ2 ≈ 0. In the following, we loosely call perturbations whose asymptotic behavior is
barotropicBT (baroclinicBC) as barotropicBT (baroclinicBC) modes, without repeating
the fact that this behavior is only asymptotic. Also, note that the barotropicBT or
baroclinicBC character of the mode is reflected only in the streamfunctions and not in
the relations between the PV perturbations, because the PV perturbation at the upper
layer is zero in any case; thus, the barotropicBT and baroclinicBC PV perturbations are
QBT = λ2Q2 and QBC = −Q2 (i.e., they are of the same order of magnitude). Having
arrived to the conclusion that there are two kinds of asymptotic modes, we now turn to
find their r dependence.

6.2.1. Barotropic mode

First, we assume that the barotropicBT component of the streamfunction is the dom-
inant onecomponent, ΦBT � ΦBC (i.e., Φ1 ≈ Φ2). By (3.11), this means that

∫ ∞

R2

GBT(r, r′)
r′

η(r′)dr′ �
∫ ∞

R2

GBC(r, r′)
r′

η(r′)dr′, (6.15)

so we take only the barotropicBT component of the Green’s function in (6.1),

V̄2(r)
r

η(r) − β

∫ ∞

R2

λ2GBT(r, r′)
r′

η(r′)dr′ =
ω

m
η(r). (6.16)

We imposeapply the linear operator D1 defined by (D1) on both sides of (6.16) and

use (D 2). The term D1(
V̄2(r)

r η(r)) is neglected because the basic velocity and its deriva-
tives are negligible far from the island (see Appendix A). The integral equation is then
converted to the differential equation

η(r)
r

= −
ω

mβλ2

(
d2η

dr2
+

1
r

dη

dr
−

m2

r2
η

)

. (6.17)

If ω < 0, the general solution to (6.17) is given by

η(r) = AH
(1)
2m

(

2

√
mβλ2r

ω

)

+ BH
(2)
2m

(

2

√
mβλ2r

ω

)

, (6.18)

where H
(1)
2m and H

(1)
2m are the Hankel functions of the first kind and second kinds, respec-

tively, of order 2m. Referring to abovesaidBased on the discussion at the end of §6.2, we

denote the two regular solutions to (D 5), thatfor which H
(1)
2m and H

(2)
2m are their asymp-

totic approximation, by h1 and h2, respectively. The solutions must obey the radiation
condition, according to which energy cannot arrive from outside; this no-radiation con-
dition is satisfied only by H

(1)
2m, so B = 0 (see ? for details). The solution to (6.16) is

then in the form

η(r) = Ah1(r; ω) + D(ω)δ
(
V̄2/r − ω/m

)
, (6.19)

where asymptotically h1(r; ω) ∼ H
(1)
2m(2

√
mβλ2r/ω) and D(ω) is nonzero if there is a

critical layer, and zero otherwise. Substitution of (6.19) into (6.16) and applying the
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equation at r = R2 leads to two options: (i) If ω ∈ S1 [i.e., D(ω) 6= 0], then A is nonzero
and is determined by an inhomogeneous equation. Therefore, a solution exists for any
ω ∈ S1 there is a solution. Such a solution, having a critical layer and asymptotically
barotropicBT, is shown in fFigure 3a. (ii) On the other handConversely, if there is no
critical layer exists, then D(ω) = 0, and the equation is homogeneous in A. Therefore,
in this case, ω can takes only discrete values in the segment S2. Such an asymptotically
barotropicBT solution without a critical layer is shown in fFigure 3b.

If ω > 0, the general solution to (6.17) is given by a superposition of the modified
Bessel functions of order 2m,

η(r) = ÃK2m

(

2

√

−
mβλ2r

ω

)

+ B̃I2m

(

2

√

−
mβλ2r

ω

)

. (6.20)

These two functions are the asymptotic approximations to h1 and h2 in this case. For
the solutions to be limited as r → ∞, we must set B̃ = 0. In virtue of (6.3), the case
ω > 0 occurs only if V̄2 is positive, in which case it is approaching 0es zero at infinity (see
Appendix A). Therefore, ω ∈ S1 and this type of perturbation always contains a critical
layer:

η(r) = Ah1(r; ω) + D(ω)δ
(
V̄2/r − ω/m

)
, (6.21)

with D(ω) 6= 0. An example of this solution is shown in fFigure 3c. Substitution of (6.21)
into (6.16) and applying the equation atusing r = R2 leads to a determination of A 6= 0
with no limitation on ω. Therefore, ω can take any value in the segment S1.

6.2.2. Baroclinic mode

Now wWe now turn toconsider the case where the baroclinicBC component is dom-
inanttes. In this case, by (6.1),

∫ ∞

R2

λ1GBC(r, r′)
r′

η(r′)dr′ = −
ω

mβ
η(r). (6.22)

We imposeapply the linear operator D2 defined by (D1) on both sides of (6.22) and get,
by using (D 2), obtain

η(r)
r

= −
ω

mβλ1

(
d2η

dr2
+

1
r

dη

dr
−

m2

r2
η −

Λ2

λ1λ2
η

)

. (6.23)

The general solution to (6.23) is

η(r) =
E
√

r
Wκ,m

(
2Λr

√
λ1λ2

)

+
F
√

r
Mκ,m

(
2Λr

√
λ1λ2

)

, (6.24)

where κ = mβλ1
√

λ1λ2
2Λω , and Wκ,m and Mκ,m are the Whittaker functions of order (κ,m);,

and E and F are constants. UBy using the asymptotic form of the Whittaker functions’
asymptotic form (?), asymptotically we get asymptotically

η(r) ∼ Erκ− 1
2 e−

Λr
λ1λ2 + Fr−κ− 1

2
Γ(1 + 2m)

Γ( 1
2 + m − κ)

e
Λr

λ1λ2 . (6.25)

For the solution to be limited as r → ∞, we set F = 0. It is knownNote that Wk,m has
positive zeros only if κ > 1/2 (?). This inequality yields mβ

√
λ1λ2/Λ ≤ ω < 0, i.e., only

negative eigenvalues yield a wavelike asymptotic eigenfunctions, an example of which is
shown in fFigure 3d.

Referring now to abovesaidthe discussion at the end of §6.2, we denote by h3 and
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sSegment
containing
ω

Sign of ω
sign

aAsymptotic
mode

aAsymptotic form sSpectrum
is contin-
uous/ or
discrete

S1 ω > 0 BT CK2m(2
√

mβλ2r/ω) continuous

S1 ω < 0 BT AH
(1)
2m(2

√
mβλ2r/ω) continuous

S1 any ω 6= 0 BC EWκ,m(2Λr/
√

λ1λ2)/
√

r continuous

S2 ω < 0 BT AH
(1)
2m(2

√
mβλ2r/ω) discrete

S2 any ω 6= 0 BC EWκ,m(2Λr/
√

λ1λ2)/
√

r discrete

Table 1: Parts of the spectrum and theirthe associated properties. The segments S1 and S2

are defined by (6.4). BTBT and BCBC designate barotropicBT mode and baroclinicBC
mode, respectively.

h4, respectively, the two regular solutions to (D 5), thatwith Wκ,m

(
2Λr/

√
λ1λ2

)
/
√

r

and Mκ,m

(
2Λr/

√
λ1λ2

)
/
√

r arebeing their asymptotic approximationby h3 and h4,
respectively. The general solution to (6.22) is then inof the form

η(r) = Eh3(r; ω) + D(ω)δ(V̄2/r − ω/m), (6.26)

where asymptotically h3(r; ω) ∼ H
(1)
2m(2

√
mβλ2r/ω) and where D(ω) is nonzero if there

is a critical layer and zero otherwise. Substitution of (6.26) into (6.22) and applying
the equation at r = R2 leads, as in the barotropicBT case, to to two options: (i) If
ω ∈ S1 [i.e., D(ω) 6= 0], then E is nonzero and is determined by an inhomogeneous
equation. Therefore, a solution exists for any ω ∈ S1 there is a solution. On the other
hand(ii) Conversely, if there is no critical layer exists, then D(ω) = 0, and the equation
is homogeneous in E. Therefore, in this case, ω can take only discrete values in the
segment S2. Such an asymptotically baroclinicBC solution without a critical layer is
shown in fFigure 3d. The solution is wavelike in some region and then, starting from
some distance, decays exponentially in r, as implied by (6.25).

A summary of the different parts of the spectrum is listed in t Table 1. One part
consists of all the values in the segment S1 (excluding zero), where each value has mul-
tiplicity 2 (i.e., there are two corresponding eigenfunctions with a critical layer). These
eigenfunctions correspond asymptotically to barotropicBT or baroclinicBC forms. These
are evanescent if ω > 0. In case thatf ω < 0, the asymptotically barotropicBT type is
wavelike as r → ∞, and the asymptotically baroclinicBC type is wavelike in a finite
region if ω > mβ

√
λ1λ2/Λ and elseotherwise is evanescent. Other partThe rest of the

spectrum is a discrete set of the segment (−∞, inf{mV̄2/r}), including asymptotically
barotropicBT and baroclinicBC types without a critical layer.

6.3. Decay of asymptotically BT and BC modes

The modal analysis above in §6.2 shows that the perturbation types belonging to the
continuous spectrum are neutral (i.e., are maintained without growth or damping with
time). However, it is known thata correct treatingment of the initial-value problem cor-
rectly shows that such modes may give rise to asymptotic alegbraicalgebraic decay with
time (?), or to algebraic growingth (see, e.g., Ref. ?). Since the perturbation expressions
in the complex-ω plane contain poles and branch cuts, as is seen from (6.18) or (6.24),
a natural question is what is their contribution to the flow stability properties?. As is



Integral-equation approach to resonances in circular two-layer flows around an island with bottom topography17

Figure 4: (a) Schematic drawing of the location on the complex-ω plane of the poles
and branch lines of the Laplace transform response. There are poles due to the discrete
spectrum [where D(ω) = 0], a pole at ω = mV̄2(r0)/r0, a pole at ω = mV̄2(r)/r, a
pole at ω = 0 due to the asymptotically BC mode, a branch line at S1, and a branch
line at Im(ω) < 0 due to the asymptotically BT mode. Also, the Bromwich contour
Im(ω) = γ is designated. (b) the cContour for calculating the inverse Laplace transform
of the asymptotically barotropicBT mode.

shown in this section, these types contribute to its stability by causing decaying rather
than neutrality of a given initial perturbation.

Consider a time-dependent PV perturbation of azimuthal mode number m in the lower
layer, q2(r, θ, t) = ζ2(r, t)eimθ. Its Laplace transform is defined as

Q2(r, ω) =
∫ ∞

0

ζ2(r, t)e
iωtdt, (6.27)

where the notation Qi is in agreementis consistent with the definition (3.3). The inverse
Laplace transform is given by

ζ2(r, t) =
1
2π

∫ ∞+iγ

−∞+iγ

Q2(r, ω)e−iωtdω, (6.28)

where the Bromwich contour of integration is along Im(ω) = γ, where γ is greater than
the imaginary part of all the singularities of Q2(r, ω).

Laplace-transforming the linearized equation for q2 in (3.2) gives
(

V̄2

r
−

ω

m

)

Q2 −
Φ2

r

dQ̄2

dr
=

ζ2(r, t = 0)
im

. (6.29)

Let us aAssume for simplicity that ζ2(r, t = 0) = δ(r − r0)/r and denote the solution to
(6.29) in this case by χ(r, r0; ω)/r. This solution is the response function of the system
to an initial delta-function perturbation. Thus, the equation for χ(r; r0, ω) is

(
V̄2

r
−

ω

m

)

χ(r; r0, ω) − β

∫ ∞

R2

G22(r, r′)
r′

χ(r′; r0, ω)dr′ = δ(r − r0). (6.30)

Asymptotically, ats r → ∞ the solutions to (6.30) coincide with the solutions to (6.1),
which by §6.2 are asymptotically intake the form of Hankel functions of the first kind
[see (6.18)] or Whittaker functions [see (6.24)]. Since, for large ω ?, it is known that

H
(1)
2m

(

2

√
mβr

ω

)

∼
1

(2m)!

(
mβr

ω

)2m

, Wκ,m

(
2Λr

√
λ1λ2

)

∼ r
mβλ1

√
λ1λ2

2Λω − 1
2 e−

Λr
λ1λ2 ,

(6.31)
then χ is bounded as |ω| → ∞. It is therefore possible to deform the Bromwich contour
integral until it consists only of integrals around poles and cuts.

In Appendix E shows that the poles of χ(r, r0; ω)/r are shown to be of four types: (i)
a discrete isolated set corresponding to perturbation types with no critical layer, (ii) the
point ω = V̄2(r0)/r0, (iii) a branch cut along the segment S1, and (iv) the poles of the
regular functions ξ(r; r0, ω) defined by (E 3). Here we use the asymptotic (at r → ∞)
expressions for ξ(r; r0, ω), which are identical to the asymptotic perturbations found in
§6.2. Two types of singularities occur in the asymptotic regime: one is the singularity
1/

√
ω that appears in (6.18), and the second is the singularity 1/ω that appears in (6.24)
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(in the expression for κ). To account for the singularity 1/
√

ω, a branch of the square root
must be chosen; for convenience we choose the branch cut to be on the negative imaginary
axis. A schematic drawing illustrating the various poles and branch-cut locations is given
in fFigure 4a. The singularity at ω = 0 and the branch cut of

√
ω are unique to the

beta-cone model.
The contribution of (i) to the inverse Laplace transform is a discrete sum of exponen-

tials of the form e−iωnt, where {ωn} is the discrete mentioned set mentioned. In the same
way, the pole at mω = V̄2(r0)/r0 gives rise to a simple exponential e−imV̄2(r0)t/r0 . The
contribution of the branch cut S1 results in algebraic decay as 1/t (??).

To calculate the contribution of the barotropicBT mode to the integral, we use the
contour of integration used is as shown in fFigure 4b. The integral along the small

circle,
∫ 2π

0
H

(1)
2m(2

√
mβr/εeiφ)e−iεeiφtdφ, vanishes as ε → 0 (this can be found by direct

numerical integration). Denoting the negative imaginary axis by the frequency by ω = ix
alongthe negative imaginary axis, where x is real, the contribution to the integral (6.28)
along the right side side of the branch cut is

∫ 0

−∞
H

(1)
2m

(

2

√
mβr

ix

)

e−i∙ixtdx = −
∫ ∞

0

H
(1)
2m

(

2

√
mβr

−ix

)

e−xtdx. (6.32)

Asymptotically as t → ∞, significant contributions to the integral will come only from
points x near zero. Therefore, the Hankel function in the integrand can be replaced by
its asymptotic approximation at x ∼ 0, which is

H
(1)
2m

(

2

√
mβr

−ix

)

∼

(
−i

mπ2βr

)1/4

x1/4 exp

(

2i

√
mβr

−ix
− imπ −

iπ

4

)

. (6.33)

(?). Since the exponential term is bounded by 11, the integral in (6.32) is bounded by
the following integral,:

(
1

mπβr

)1/4 ∫ ∞

0

x1/4e−xtdx =

(
1

mπβr

)1/4

t−5/4Γ(5/4), (6.34)

where Γ is the gamma function. The integral over the other line gives an identical time
dependence, so we conclude that the perturbation decays asymptotically as t−5/4 in this
case.

The contribution of the asymptotically baroclinicBC mode is simpler sincebecause
there is only one singularity at ω = 0 with no branch cuts. We assume that r is large
enough so the asymptotic expansion of the Whittaker function can be used, Wκ,m(r) ∼

r
Ω
ω − 1

2 e−
Λr

λ1λ2 (?), where Ω = mβλ1
√

λ1λ2
2Λ . The inverse Laplace transform is then

1
2π

∫ ∞+iγ

−∞+iγ

Wκ,m(r)dω ∝
1
2π

∫ ∞+iγ

−∞+iγ

r
Ω
ω e−iωtdω = iδ(t) +

i
√

iΩ
√

t
J1

(
2
√

|Ω|t ln r
)

,

(6.35)
where the last equality is from Ref. ?. Since fFor large times, J1(2

√
|Ω|t ln r) ∼ t−1/4 cos(2

√
|Ω|t ln r−

3π/4) (?), so the BC mode oscillates while its amplitude decays as t−3/4.

7. Aspects of contour-contour and contour-topography instabilities
7.1. Contour-contour instability

In the contour-contourCC resonance, the instability is due to the interaction of the PV
waves at the liquid contours r = R1 and r = R2. In this case, the bottom topography
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at r > R2 can be neglected; this amounts to setting β = 0 where it appears explicitly in
(4.9)–(4.11) ([but not setting β = 0 in the expressions for PV discontinuities Δ1 and Δ2

in (4.2))]. By (4.11), in this case η vanishes in this case; a system of two homogeneous
algebraic equations for α1 and α2 is established. This system can be written in matrix
form,

[
M11 − ω

m M12

M21 M22 − ω
m

] [
α1

α2

]

=

[
0
0

]

, (7.1)

where

M11 =
V̄1(R1) − Δ1G11(R1, R1)

R1
, M12 = −

Δ1G12(R1, R2)
R2

, (7.2)

M21 = −
Δ2G21(R2, R1)

R1
, M22 =

V̄2(R2) − Δ2G22(R2, R2)
R2

. (7.3)

In order tTo have a nontrivial solution, the determinant of the 2 × 2 matrix in (7.1)
should be zero. This yields the eigenvalue equation, which is quadratic in ω,:

ω2

m2
− (M11 + M22)

ω

m
+ M11M22 − M12M21 = 0, (7.4)

from which we get the dispersion relation for the two-contours subsystem,:

ωA,B =
m

2

[
(M11 + M22) ±

√
(M11 + M22)2 − 4(M11M22 − M12M21)

]
. (7.5)

The subscript AA or BB corresponds to applying a + or − sign before the square root
in (7.5), respectively. The two eigenvectors corresponding to the two eigenvalues in (7.5)
are the two modes of PV perturbations at the liquid contours, which we accordingly call
type AA or type BB; they are connected to the contours’ deformations via (4.6) (see
Refs. ??).

Figure 5 shows an example of how the CC instability can be recognized via the disper-
sion curves ω(m). The basic flow parameters are R1 = R2 = 2.5, Γ1 = −1, λ1 = λ2 = 1/2;
for future reference, this setup is called “configuration A” of the flow. The eigenvalues of
the isolated CC system are calculated viaby using (7.5), while the eigenvalues of the full
system are calculated numerically as explained in §4.2. ForTo facilitate easier tracking
of the dispersion relation, we calculate the dispersion curves for continuously varying m
and mark the points corresponding to integer m, which are the physically relevant values
[see (3.3)]. Figure 5a shows the angular phase velocity of the perturbations, Im(ω)/m
vsversus the wave number m, for the two CC waves and the unstable perturbation. When
m = 3, 4m = 3, 4, or 5, the two phase velocities of the two CC waves coincide and CC
instability occurs, as can be seen from the curve for growth rate [Im(ω)] curve in fiFigure
5b.

At m = 6, the angular velocities of the two CC waves are different, thereforeso no there
cannot be a CC instability is possible. However, sincebecause the flow is stillremains
unstable at m = 6 (the growth rate is nonzero), thewe conclusion isde that one of the
CC waves is in resonatesnce with the topographic perturbations at r > R2 (sincebecause
the outer region at r > R2 by itself is always stable, see §6).

In case ofFor a CC instability, the growth rate of the full system gF can be compared
towith that found by using the isolated CC system, gCC . InFor the case shown in fFigure
5b, at the low mode numbers (m = 3 or m = 4), the inequality gF ≤ gCC holds; therefore,
at these mode numbers, the topography outside causes a reduction in the growth rate.
At m = 6 the inequality is inreversed, gF > gCC = 0, the topography at r > R2 then
destabilizes the flow, since without it the flow would stay stable. This result is not specific
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to the particular parameters of the flow in this example, and but was observedoccurred
in all our calculations: at low mode numbers the CC resonance is dominant, yet the full-
system growth rate is lower than expected due tobecause of the CC interaction alone.
Also, at larger mode numbers the CT resonance becomes the only one that contributes
to instability while the CC subsystem is stable. Another example forof this result is given
below.

7.2. Contour-topography instability

As is shown in fFigure 5, the unstable m = 6 mode, which is not caused by a CC reso-
nance, has a real angular velocity very close to that of one of the CC-interaction modes.
This suggests that actually the CC perturbation type B, having the lowest angular ve-
locity of the two modes ([see (7.5)], is actually the onemode that resonates with the
topographic perturbations atfor r > R2. In order tTo identify the resonating perturba-
tion type in the CC system by the integral eigenvalue approach, we rewrite the eigenvalue
equations (4.9)–(4.11) in a wayso that the CC perturbation types appear decoupled; the
calculation is given in Appendix F. This procedure can be viewed as partial diagonaliza-
tion of the system of equations (4.9)–(4.10) by moving to the CC eigenmodes coordinates.
tThe resulting equations (G 5)–(G7) in Appendix F are diagonal in the isolated CC sys-
tem (i.e., in case that there is no topography outside the contours). It is foundThe results
indicate that, in case offor the CCT instability, only type B is in resonatesnces with the
topographic perturbations.

To understand why type B is the onemode that resonates with the topographic pertur-
bations, we apply pseudomomentum considerations. Recall that two modes may resonate
only if their pseudomomenta are of opposite in sign (§5.1). SinceBecause the topographic
types have positive pseudomomentum [see (5.4)], only the type having negative pseudo-
momentum can resonate with them. In aAppendix F it is proveds that the pseudomo-
mentum of a perturbation has the same sign as the slope of the dispersion curve (when
m may be taken to vary smoothly); a similar result was provenobtained for the rotating
shallow, rotating water (one layer, zonal) case in Ref. ?. From fFigure 5a, it is shows
clearly that, at m = 6, only type B has the negative pseudomomentum sincebecause only
its dispersion curve is the only one that decreasinges with m at m = 6.

As is shown in fFigure 2b, a flow with parameters R1 = 5, R2 = 2, Γ1 = −1, λ1 =
λ2 = 0.5 (we denotecall this flow configuration by B) is unstable toagainst mode m = 2
perturbations, where the instability is the CT instability. Figure 6 shows that in this
case m = 2 is the[AU: You may want to explain what is meant by “gravest unstable
mode,” or use a different terminology.]gravest unstable mode in this case. Again, the
full-system phase velocity is close to that of perturbation type BB of the CC subsystem;
this, which is in accordanceconsistent with its decreasing dispersion curve, pointing the
fact that it bearshas negative pseudomomentum (Appendix F).

Figure 7 shows the growth rates of different mode numbers as functions of the radius
R2 of the lower ring R2 for the basic flow parameters R1 = 5, λ1 = λ2 = 0.5, and
β = −0.1. When Γ1 = 1 (fFigure 7a), the lines of the m ≥ 2 modes are composed of two
‘‘bulges’’ that get close to each other with increasing mode number until theiry merginge
at m = 8. The instability in theseis ’bulge’ regime is of type CC, as was shown for the
m = 2 case in fFigure 2a. AtOn the left side of each of the lines, it becomes nearly
horizontal; in this range the instability is of type C2T (this wasis also shown for the
m = 2 case in fFigure 2a). Between these two regions the instability is of type CCT.
MUnlike the other modes, mode m = 1, contrary to the other modes, is unstable only
due tobecause of the CC resonance.

Similarly, when Γ = −1 (fFigure 7b), the lines of the growth rates atfor m ≥ 2 modes
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Figure 5: Real and imaginary parts of the eigenvalues for CC and full resonance. The
basic flow parameters are R1 = 2.5, R2 = 2.5, Γ1 = −1c, β = −0.5 (configuration
A). (a) Perturbation angular velocity Re(ω) vsversus the mode number m. The angular
velocities of two CC waves are given by red and blue dotted curves, and that of the full
system is given by the green curve whenever there is instability. Points with physically
relevant values of m (integers) are marked. S, CC, and CT designate regions where the
flow is stable, unstable due tobecause of CC resonance, and unstable due tobecause of
CT resonance, accordinglyrespectively. (b) The gGrowth rate Im(ω) vsversus the mode
number for the CC resonance (gCC , purple) and for the full system (gF , green). The
points are joined by straight lines for better visualization.

Figure 6: Real and imaginary parts of the eigenvalues for CC and full resonance. The
basic flow parameters are R1 = 5, R2 = 2, Γ1 = −1, β = −0.1 (configuration B). (a)
Perturbation angular velocity Re(ω) vsversus mode number m. (b) Growth rate Im(ω)
vsversus mode number for the full system. NThe notation and colors are the same as in
Figure 5.

Figure 7: Growth rates Im(ω) for different mode numbers as functions of R2 at R1 = 5,
β = −0.1, Λ = 1, and λ1 = λ2 = 0.5 for (a) Γ1 = 1, (b) Γ1 = −1. TEach curve is labeled
by its mode numbers are labeled next to each curve.

can be seen asare composed of three parts: one is the low-R2 regime, where the lines are
nearly horizontal, and thenin which case the instability is of type C1T. The CC instability
part consists of the line where a steep increase in growth rate begins (going from left to
right). Between these two regions the instability is of type CCT; this was also shown for
the m = 2 case in fFigure 2b. Again, mode m = 1 is unstable only due tobecause of CC
resonance.

7.3. Barotropic and baroclinic contour-topography resonance

Another useful property of the eigenvalue equations in integral form, (4.9)–(4.11), is the
simple separation of barotropicBT and baroclinicBC couplings. By equations (3.15)–(3.18),
the Green’s functions G11, G12, G21, and G22 are linear combinations of the two more
basic, baroclinicBC and barotropicBT Green functions, GBT and GBC. The latter serve
as the coupling coefficients between the contours’ perturbations α1 and α2 toand the per-
turbation outside, η outside. Therefore, if we setuse GBT ≡ 0 (GBC ≡ 0) in the integral
terms in (4.9)–(4.11), only baroclinicBC (barotropicBT) couplings to the outside pertur-
bation are allowed. OUpon comparing the resulting growth rates infor any case we can
identify which of the couplings is dominant. When the BT (BC) coupling is dominant,
the contours areenter in resonance with the asymptotically BT (BC) mode. If they are
both couplings are dominant, the contours areenter in resonatingnce with a mixed mode.

It was found that iIn most cases, the barotropicBT CT resonance is the dominates one,
whilewhereas the baroclinicBC CT resonance is very weak or absent. AFigure 8a shows
an example of the growth rates of the full system, the CC subsystem, the BT coupling,
and the BC coupling is shown in figure 8a; the relative thickness λ1 of the upper layer
λ1, is varied. In this case, R1 = 5, R2 = 2, Γ1 = −1, β = −0.1, and the mode number is
m = 2. In this case, so the instability is of type CCT (see fFigure 2b), and the type-B
perturbation of the CC subsystem enters resonatesnce with the BT perturbation type
whenever an instability occurs.
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An example forof a configuration where the baroclinicBC coupling is the dominanttes
one is not easily found because, for all r and r′, the inequality GBC(r, r′) < GBT(r, r′)
holds, as ismay be verified directly from equations (B 6) and (B 12);. mMoreover, if
|r − r′| � r, this inequality gets stronger: GBC(r, r′) � GBT(r, r′). Therefore, the
baroclinicBC interaction terms are usually negligible compared towith the barotropicBT
terms. TAs a result, the growth rates and the eigenfunctions are, accordingly, determined
mainly by the barotropicBT couplings. This explains the barotropicBT governor effect,
in which barotropicBT shear leads to reduction ines the baroclinicBC growth rate (?).
In the case of circularly symmetric flow, ? noted that this effect may be attributed to
the barotropicBT strain rather than to shear, but anyway both the shear ∂V̄2/∂r and
strain r∂(V̄2/r)/∂r are nonzero in ourthe present case.

The only way to find an example where the baroclinicBC CT resonance is dominanttes
is to look at configurations wheren the barotropicBT growth rates are close toapproach
zero. In this waycase, the subsystem with only barotropicBT couplings can be viewed as
almost stable, whileand the baroclinicBC couplings can be viewed as small perturbation;
theses that can affect the resulting eigenvalues of the full system. SFigure 8b shows such
an example, where R1 = R2 = 5, Γ1 = 1, and β = −0.1, is shown in figure 8b. In the
range 0.123 ≤ λ1 ≤ 0.15 the instability is of type C2T, and thenin which case the growth
rate of the full system gF is very close to that due to the BC coupling gBC.

As λ1 approaches 1unity (i.e., the lower layer becomes very thin) the BC coupling
becomes dominant (fFigure 8b). This is consistent with the findings of Ref. ? (who inves-
tigated two-layer shallow water with a bottom topography), and found that, whenas the
depth of the lower layer decreases, the baroclinicBC instability overtakes the barotropicBT
instability. In terms of the resonatingnce perturbations, however, this range of λ1 ≈ 1 can-
not be attributed to instability with the baroclinicBC perturbation types, since because
the instability is CC therein this range (asbecause gCC 6= 0); the baroclinicBC interac-
tion only contributes to increasing of the growth rate, not to its origin.[AU: To what
does “its” refer (interaction, growth rate, perturbations)? For clarity, you may want
to use the proper noun.]

7.4. Resonance with continuous spectrum

Figure 9 shows eExamples of three unstable solutions (found numerically) for η are shown
in figure 9 for three configurations of the basic flow. Figure 9a shows the basic flow profiles
Ffor configuration A (see §7.1 and fFigure 5) the basic flow profiles are shown in figure
9a, and Figures 9d and 9g show the amplitude and relative phase of the resulting unstable
perturbation are shown in figures 9d and 9g, respectively; since. Because ωr = Re(ω) < 0
in this case while V̄2 ≥ 0, this cannot be a critical layer instability. The instability is
of type CC and the growing perturbation outside is reminiscent of the asymptotically
BT mode (6.20);. due to the factGiven that ω is complex, the alternating PV profile is
subject todecreases exponential decreasely with r (for details see Ref. ?).

TFigure 9b shows the PV and velocity profiles of configuration B (see §7.1 and fFigure
6) are shown in figure 9b. As shown above, for this configuration the instability is of type
CCT for this configuration, and sincebecause ωr ∈ S1, this is a critical layer instabil-
ity. The unstable perturbation (fFigure 9e) is reminiscent of the critical layer structure
(§4); this, as is most clearly viewed by the rapid change in the relative phase of the
perturbations inover a thin rangeregion near rc = m(V̄2/r)−1(ωr) (fFigure 9h).

The third configuration, which we label configuration C, corresponds to a case where
theconsists of a C2T instability is of type C2T and a dominant baroclinicBC coupling is
dominant. The flow parameters are R1 = R2 = 5, Γ1 = 1, β = −0.1, λ1 = 0.14, ansd
λ2 = 0.86; from f. Figure 8 shows clearly the dominance of the baroclinicBC coupling is



Integral-equation approach to resonances in circular two-layer flows around an island with bottom topography23

Figure 8: [AU: Please label graph ordinates.]Growth rates Im(ω) for different resonances
as functions of λ1 for (a) R1 = 5, R2 = 2, Γ1 = −1, β = −0.1, and m = 2,; (b)
R1 = R2 = 5, Γ1 = 1, β = −0.1, m = 2. TheEach curve is labeled by resonance
types are labeled next to each curve. IThe inset in the upper- left corner onf panel (b)
representsshows the growth rates in the range 0.12 < λ1 < 0.16.

Figure 9: Examples of (a)–(c) profiles of the basic flow ((a)-(c)) and, (d)–(f) the corre-
sponding unstable PV perturbations amplitude ((d)-(f)), and (g)–(i) the relative phases
((g)-(i)). The basic flow parameters for each triple are:vertical column are (a), (d)+, (g)
R1 = R2 = 2.5, Γ1 = −1, β = −0.5, λ1 = λ2 = 0.5 (configuration A), where m = 5 is
the gravest mode with frequency ω = −0.118 + 0.081i. (b)+, (e)+, (h) R1 = 5, R2 = 2,
Γ1 = −1, β = −0.1, λ1 = λ2 = 0.5 (configuration B), where m = 2 is the gravest mode
with frequency ω = 0.221 + 0.027i. (c)+, (f)+, (i) R1 = R2 = 5, Γ1 = 1, β = −0.1,
λ1 = 0.2, λ2 = 0.8 (configuration C), where m = 2 is the gravest mode with frequency
ω = −0.0097 + 0.0002i. Notations and colors of fFigures (a)–(c) are the same as in Fig-
ure 1. In panels (d)–(f) the PV perturbations in the upper layer are denoted by solid
blue lines and in the lower layer by dotted blue lines. Arrows denote delta functions,
their height corresponds to the multiplicative factor in frontprefactors of the delta func-
tions.[AU: Please verify: no dotted lines appear in Figs. 9d–9f, and no arrows appear
in Fig. 9.]

evident. The unstable perturbations (fFigures 9f, and 9i) are reminiscent of the critical
layer structure near rc (at about 5.1) and, at r > rc, it is reminiscent ofrecalls the stable
BC mode.

To understand the structure of the solutions in the case offor CT instability we ap-
proximate the solution to the eigenvalue equations when the growth rates are small. The
integral equation (4.11) is nonsingular and η(r) is then given by (6.5) with no delta
function and without need forhaving to calculate the principal value calculation, i.e.:

η(r) =
ξ(r)

V̄2
r − ω

m

. (7.6)

Plugging (7.6) into (4.11) yields the following equation for ξ,:

−
G21(r,R1)

R1
α1 −

G22(r,R2)
R2

α2 + ξ(r) =
∫ ∞

R2

βG22(r, r′)
V̄2(r)

r − ω
m

ξ(r′)dr′. (7.7)

We denotenow use ω = ωr + iωi, where ωr and ωi are the real and imaginary parts of ω,
respectively. If ω is near a bifurcation, (i.e., ωi is small), then we may assume that Imξ
is also small. By (3.3) the expression for the PV perturbation at r > R2 is

q2(r, θ, t) = −
β

r

Re[ξ(r)]
(

V̄2
r − ωr

m

)

(
V̄2
r − ωr

m

)2

+ ω2
i

m2

eωit cos(mθ − ωt), (7.8)

where the term Im[ξ(r)]ωi was neglected being ofbecause it is second order in ωi. The
solution vanishes at r = mV̄2/ωr and switcheschanges the sign of PV between the two
sides; note that the similarity to a critical layer structure is more prominent as the ration
ωi/ωr becomes small.

For the basic flow in fFigures 9b and 9c, thise ratio is, accordingly, ωi/ωr ≈ 0.128 and
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ωi/ωr ≈ 0.1, respectively. By (7.8), as ωi → 0, the zone of switchingregion over which
the PV changes signs in the unstable mode becomes more narrow; thus, in the limit of
ωi → 0, the discontinuous nature of the critical layer is restored. In the approximation
of linear perturbations, equation (7.8) describes a thin layer having an m-fold symmetry
centered at r = mV̄2/ωr and whichthat becomes stronger and broader with time.

In the case of CT resonance, partsome of the eigenmodes in the outer region r > R2

constituteform a continuum (§6). This suggests that the resonance in this case is with a
collection of the perturbations of the continuous spectra, as was shown byin Ref. ?. A
simple and as may be explanation to this fact may be given on grounds ofined simply
based on pseudomomentum considerations: the pseudomomentum of the resonating per-
turbations in the system must cancelsum to zero (see §5.1). Since the pseudomomentum
of the contours is always finite ([the first two terms in (5.4))], the pseudomomentum of
the topographic perturbation outside must also be finite. ButHowever, the pseudomo-
mentum of one critical-layer perturbation [i.e., the third term in (5.4))] is infinite (by
(6.5)); therefore in order, so to haveany a finite-pseudomomentum topographic pertur-
bation, it must be composed of a collection of critical-layer perturbations such that the
third term in (5.4) is finite.

Following Ref. ?, we use projections to determine the structure of this collection, we
use projections. The unstable outer PV perturbation in the lower layer, ηω(r) ([where
Im(ω) > 0)], is projected on the possible stable self-excitations of the outer region dis-
cussed in §4, ηω′ ({where ω′ beingis real, and the critical layer is at rc = (V2/r)−1(ω′/m))].
SinceBecause the stable solutions constitute an orthonormal set (see §4.1), the projection
〈ηω, ηω′〉 correctly calculates the weights in this collection. By using (6.5) we get

〈ηω, ηω′〉 =
∫ ∞

R2

ηω(r)

[

D(ω′)δ

(
V̄2(r)

r
−

ω′

m

)

+ P
ξ∗ω′(r)

V̄2
r − ω′

m

]

dr

=
D(ω′)

∣
∣
∣
(
V̄2/r

)′
rc

∣
∣
∣
ηω(rc(ω

′)) + P

∫ ∞

R2

ξω(r)ξ∗ω′(r)dr
(

V̄2
r − ω

m

)(
V̄2
r − ω′

m

)

≈
D(ω′)

∣
∣
∣
(
V̄2/r

)′
rc(ω′)

∣
∣
∣
ηω(rc(ω

′)) −
iπ

∣
∣
∣
(
V̄2/r

)′
rc(ω′)

∣
∣
∣
ηω(rc(ω

′))ξ∗ω′(rc(ω
′)).

(7.9)

The principal value integral was calculated viaby using Cauchy’s integral theorem (see,
e.g., Ref. ?) usingand the fact that ωi > 0 for an unstable mode, and by assuming that the
main contribution to the integral is near the critical layer. We assume that the changes in
D(ω′), ξω′(rc(ω′)), and V̄2(rc(ω′)) withdepend weakly on ω′ are small relative to changes
in ηω(rc(ω′)). In this case, the weight then goes as

|〈ηω, ηω′〉|1/2 ∼ |ηω(rc(ω
′))|1/2 =

[
|ξω(rc(ω′))|

(ω′ − ωr)2 + ω2
i

]1/2

. (7.10)

If ξω(rc(ω′)) changes slowly enough withdepends weakly enough on ω′, then the expression
in (7.10) is maximized at ω′ = ωr; this, which means that the resonatingnce eigenfunc-
tions are those with frequencies closed to ωr. Figure 10 shows that the approximation
(7.10) is in excellent agreementconsistent with the direct calculation of the weight. Ap-
proximating (7.10) further by assuming that the nominatornumerator is constant leads
to

|〈ηω, ηω′〉|1/2 ∼

[
1

(ω′ − ωr)2 + ω2
i

]1/2

, (7.11)

as obtained by Ref. ? in the one-layersingle-layer, zonal, rotating shallow-water model.
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THowever, this expression, however, is not a good approximation for frequencies outside
the immediate neighborhood of ωr, as shown in fFigure 10.

8. Nonlinear evolution of contour-contour versus contour-topography
instabilities

According to the linear stability analysis scheme, at first glance it seems at first glance
that there shouldn’t be anyno substantial difference should exist between the evolu-
tion of the flow in case offor a CC instability toand that offor a CT instability. After
all, the source of the instability bringscauses the entire system to collectively rotate
and grow; the unstable solutions of the linear stability analysis unstable solutions are
written as if the phase-locking is achievedoccurs immediately. However, in practice, the
phase--locking is an evolving effectes over time (see, e.g., Ref. ?). If the system is subject
to some random noise, the first two parts to phase-lock are the resonatingnce perturbation
types. Therefore, withover time, they becomegrow into the dominant growing perturba-
tions, whereand the rest of theremaining perturbations are influenced by these firstinitial
onesperturbations. The subsystem thatin resonatesnce reachesis the first to have large-
scale perturbations first, and consequentlyso nonlinear effects become pronounced first
for this subsystem.

We conductnow discuss high-Reynolds-number simulations employingdone with the
coefficient-form partial differential equation package of the COMSOL, which is software
based on the finite-element method (see Ref. ? for details). The vorticity-diffusion term
ν∇2Qi is added to the right-hand side partRHS of equations (2.5) in order to maintain
numerical stability. The resulting coupled system composed of equations (2.4) and the
equation offor PV evolution ([i.e., equation (2.5) supplemented with the diffusion term)]
is solved as an initial-value problem in a two-dimensional (r, θ) rectangular grid with the
limits 1 < r < 30 and 0 ≤ θ ≤ 2π. The unknown variables are the streamfunction and the
PVs. We apply the periodicity conditions at θ = 0 and θ = 2π and the no-slip conditions
at both radial boundaries by setting ∂Ψi/∂r = ∂Ψi/∂θ = 0 at r = 30, and ∂Ψi/∂r = 0
and Ψi = 0 at r = 1.

The computational domain is 30 × 2π in size and is divided into three subdomains.
The first is a fine-grid domain that covers 1 ≤ r < 1.5 with thea mesh size of 0.05×0.03,;
it is set off in order to be able to resolve the viscous boundary layer that may form next
to the cylinder. The second is the main domain and covers 1.5 ≤ r < 20 with thea mesh
size of 0.1× 0.03. In both these domains, ν is set to be 0.0001. The third domain, covers
20 ≤ r ≤ 30, and is set off as an absorbing layer to prevent reflections. In order tTo
getobtain a reasonable machine time for the evolution of linear instability of the flow, we
add over the entire computational grid a random perturbation to the basic PV field in
the form of Gaussian noise on the entire computational grid. More details on the method
used can be foundare available in Ref. ?.

8.1. Contour-contour instability

Figure 11 shows an example of the evolution of an unstable flow in case oforf a CC
instability is shown in . The flow parameters are the same as infor fFigures 5 and 9a,;
namely, R1 = 2.5, R2 = 2.5, Γ1 = −1, and β = −0.5. As is shown in fFigure 5b, the
gravest unstable mode is m = 5, andwhich is indeed this is the mode that evolveds most
rapidly in the simulation. At firstInitially, the deformation of the contours is seendeform
at t = 30; the upper contour is tilteds relative to the lower onecontour, and they are
phase-locked and propagate in the clockwise direction in accordance with the calculated
frequency of the linear stability analysis, ω = −0.118 + 0.081i.
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Figure 10: Amplitude of the spectrum of the PV perturbation in the lower layer at
r > R2 (blue solid line), the approximated expression (7.10) (red dotted line), and the
approximated expression (7.11) (green dotted line) for R1 = 5, R2 = 2, Γ1 = −1,
β = −0.1 (configuration B).

Figure 11: Evolution of the relative PV field in the upper layer (upper panel in each
cuplepair) and the lower layer (lower panel in each pair). The basic flow parameters are
R1 = R2 = 2.5, Γ1 = −1, β = −0.1, and λ1 = λ2 = 0.5 (configuration A); mode 5
is the most unstable. Red/ and blue colours markdesignate positive/ and negative PV,
and greay, designates the island. Time is specified in non-dimensionalless units at the
upper-left corner of the upper panel in each couplepair.

As is shown at t = 60 and t = 80, the contour perturbations of the contours excite the
perturbation types outside in the form of waves, which are similar to the stationary waves
founddiscussed in §6.2. Since the baroclinicBC wave mode decreases exponentially with
distance, the BT wave dominat wave is the barotropic onees, which decreases only as
r−1/4. This barotropicBT mode has the form of spirals, as was shown for barotropicBT
flows on the beta cone (?). These linear waves appear only in the lower layer, where the
gradient of the basic PV exists.

During the nonlinear growingth of the deformation, five couplespairs of partially over-
lapping negative (in the upper layer) and positive (in the lower layer) PV patches can be
identified (most clearly at t = 60). These can be viewed as modons, i.e., QG baroclinicBC
vortical dipoles (see, e.g., Ref. ???). For each couplepair, the positive part staysremains
attached to the cylinder, whilewhereas the negative part is released and moves more freely
(as can be seen fromfor time t ≥ 160 and on). At firstInitially (t = 90), each couplepair
is created such that itits propagation aimes towards the cylinder; this, which causes the
positive patch to deform and get close toapproach the cylinder. Then the positive patch
then switcheschanges partner and the dipole moves outwards again (t = 120). Upon

reaching a maximal distance from the island, the modons swing (t = 160) and returns
back to the cylinder. ThenNext, the modons collide, exchange their partners, and new
modons emerge. Due toBecause of wave radiation, dissipation, and filamentation, this
time the maximal distance from the cylinder is smaller this time. This process repeats in
a quasi-periodic manner in a similar fashion similar to the the barotropicBT evolution
shown byin Ref. ?. At t = 230 the 5-fivefold symmetry is lost, two of the positive parts
in the upper layer leave the cylinder, and the five modons are wandering around.

The evolution in this case of CC instability is very similar to evolutionthat of unstable
barotropicBT flows on the beta cone studied by ?,. tThe main features of the QG evolu-
tion are: the emergence of modons (instead of dipoles in the barotropicBT case), which
having a tendency to move counterclockwise,; the appearance of spiral barotropicBT PV
waves propagating clockwise,; and a quasiperiodic outward and inward motion of the
modons withthat exchange exchanging partners every cycle. The “averaged” beta in this
system can be defined according to the weight of each layer as λ1 ∙ 0 + λ2 ∙ β = λ2β, so
it iswhich gives −0.25 for the evolution in fFigure 11. As expected and as was found in
simulations (data not shown), the maximal distance of the modons increases for weaker
|β|, whereas, for stronger |β|, new flow patterns form without the emergence of modons
for stronger |β|.
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Figure 12: Evolution of the relative PV field in the upper layer (upper panel in each
cuplepair) and the lower layer (lower panel in each pair). The basic flow parameters are
R1 = 5, R2 = 2, Γ1 = −1, β = −0.1, and λ1 = λ2 = 0.5 (configuration B); mode 2 is the
most unstable. Colors and notations are the same as in fFigure 11.

8.2. Contour-topography instability

WhileWhereas the CC instability results inproduces flow evolutions which are analogous
to thatose in the barotropicBT case, the CT instability is rather different. The main
reason is that now the dominant interaction is now between one of the contours and
a perturbation at r > R2. This perturbation is reminiscent ofrecalls the critical layer
solution as shown discussed in §7.4, so the contour is in resonatesnce with a thin layer
having alternatingof PV with alternating signs located at some distance from it. The
resonating parts in resonance are the onesose havingwith the greatest amplitude of PV
-perturbation amplitude and thereforethus are the first to reach a nonlinear saturation
during the phase-locking stage (cf. Ref. ?).

EFigure 12 shows the evolution of CCT instabilityies is shown in figure 12. The flow
is in configuration B, as infor fFigures 6 and 9b, where R1 = 5, R2 = 2, Γ1 = −1, and
β = −0.1. The resonance is between type-B perturbations of the CC subsystem and the
topographic perturbations atfor r > R2. As shown in Figure 7b, the CCT instability in
this configuration is close to the C1T-instability regime, so the mutual deformation of the
contours significantly deforms C1 (t = 30), whereas C2 suffers only minor deformations.
By t = 30, a narrow PV ring with m = 2 symmetry forms at r ≈ 4.2; this ring is the
collection of critical-layer perturbations with critical layers in the vicinity of r = 4.2
(§7.4).

Out of the initial random perturbations that were inserted into the system, only the
resonant perturbations begin to phase-lock and grow. Therefore, the C1 deformation and
the new thin PV ring are the first to grow significantly in this case and reach large-scale
perturbations, where nonlinearity becomes important. Nonlinear effects stop the linear
growth and the thin ring rearranges in the configuration shown at t = 90. This cessation
of growth explains why no dipolar modons emerge, contrary to the CC-instability case
(§8.1), where both contours are significantly deformed.

From t = 90 to t = 230, the flow rotates counterclockwise and completes about three
revolutions in a quasi-stationary manner. This structure is a baroclinicBC version of the
tripolar structure found in the barotropicBT beta-cone model (?, Figure 14) and recalls
the stationary two-layer QG tripole vortices found numerically on the f plane (??) and
that were also investigated on the beta plane (?).

The tripole eventually breaks into two modon quartets (t = 260) composed of two PV
patches at each layer. In the upper layer, the PVs of the circle and its adjacent patch
are equal, approximately −1, as was initially the case. In the lower layer, the PVs differ
because only the PV of the circular patch was there initially, its value being approximately
8.32. tThe PV of the adjacent patch, which has emergeds from the interaction with the
upper-layer PV, is 0.3 on average. SinceBecause the positive-PV circular core atin the
lower layer is so strong and only the non-circular patch in the upper layer is tilted
vertically relative to it, this quartet behaves effectively as a dipolar modon (composed
of thea circular positive vortex in the lower layer and a noncircular vortex patch in the
upper layer). Therefore, after reaching a maximal distance of about 2.8 from the island
(t = 260), the modon swings and comes backreturns to the cylinder (t = 294).
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9. Conclusion

We have investigated herein the possible resonances leading to instability of two-layer
QG circular flows around an island with the sea bottom sloping offshore (β < 0). The
flow in each layer is composed of one uniform relative PV ring: the outer radius of the
upper (lower) ring is R1 (R2) and the nondimensionless PV inside it is Γ1 = +1 or −1
[Γ2, given by (4.3))]. TheAn azimuthal normal-mode analysis leads to a set of integral
eigenvalue equations whichthat have direct physical interpretation in terms of the possible
resonances of the system.

The possible topographic PV perturbations existare possible only in the lower layer
at r > R2, where a nonzero PV gradient occurs. A continuous set of possible pertur-
bations consists of those having a critical layer. Asymptotically, ats r → ∞, these so-
lutions split into two kindstypes,: barotropicBT or baroclinicBC modes. When these
modes rotate clockwise, they are wavelike in the radial direction, so and therefore on
the two-dimensional plane a pattern of spiral PV patches appear on the two-dimensional
plane. Both modes, aAlthough both modes seem to be neutral in the normal analysis
scheme, the full initial-value treatment shows that they actually decay withover time
when the full initialvalue treatment is considered.

At low mode numbers (usually m = 2, 3, 4 for the cases surveyed in this paperdiscussed
herein), the CC resonance is dominantes over the CT interactions, yet the full-system
growth rate is lowerless than expected due tobecause of the CC interaction alone. Thus,
the coupling to the external topographic perturbations causes stabilization ofes the sys-
tem. At larger mode numbers, the CT interaction becomes the only unstable oneinteraction.

For a fixed radius of the upper layer ring R1 of the upper layer ring, the radius R2 of
the lower layer ring R2 determines the type of resonance that leads to instability. When
the lower ring is sufficiently thin enough (i.e., R2 is close toapproaches 1), the dominant
resonance is CT;. iIf Γ1 = +1 (in which case the flow in both layers is clockwise), then
itthe resonance is specifically C2T, i.e.which means that the lower ring contour is in
resonatesnce with the topographic perturbations existing outside of it. If Γ1 = −1 (in
which case the flow in both layers is counterclockwise), then itthe resonance is specifically
C1T, i.e.which means that the upper ring contour is in resonatesnce with the topographic
perturbations at r > R2. The transition from small R2, where the instability is C1T (or
C2T), to large R2, where the instability is CC, occurs through the CCT instability. In
this instability, one of the perturbation types of the CC subsystem enters resonatesnce
with the topographic perturbations, but not C1 (or C2) itself.

The resonance ofbetween the contours withand the topographic perturbations may be
either dominated either by barotropicBT or baroclinicBC couplings, which are easy to
identify by using the integral-equation approach. Usually, the barotropicBT couplings
are dominate (the barotropicBT governor effect), but for a narrow region of the upper
layer of relative thickness λ1, the dominant instability is of due to baroclinity. In this case,
the resonance of the contours is primarily with the asymptotic baroclinicBC topographic
mode.

The nature of the instability reflects on the stage of nonlinear evolution stage of the
flow. In case of CC instability, the two contours change significantly during the phase-
locking stage; this, which leads to modons formation and emission from the island. In
the CT instability the resonance is withinvolves a collection of topographic perturbations
types havingwith critical layers in proximity to one another. The result is a strengthening
of the PV in a narrow ring at some distance atin the lower layer. This ring interacts with
the contours to form a quasistationary structure (e.g., a tripole) and only at later times
the structure breaks into modons whichthat may be emitted from the island.
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With some minor modifications, the beta-cone concept can be appliedused to the
treatment of flows in the presence of the conical beta effect ion a planetary scale, namely,
offor the Antarctic Circumpolar Current. In this case, the equation (2.2) for the up-
per-layer PV is supplemented with an additional background planetary beta term βPr
(related to the gradient of the Coriolis parameter), whileand β in the lower layer is re-
placed by βP + βT (βT being related to the bottom topography); see, e.g., Ref. ?. In this
case more resonances come into play, sincebecause more types of perturbation types are
added in the upper layer. These issues will be considered separately elsewhere.
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Appendix A. Velocity profile of basic flow
Consider the basic flow, in which the PV in each of the layers is given by (4.1). The

equations can be decoupled by using the following definitions of the BT and BC modes
of the basic flow (cf. ?),:

Q̄BT = λ1Q̄1 + λ2Q̄2, Ψ̄BT = λ1Ψ̄1 + λ2Ψ̄2, βBT = λ2β, (A 1)

Q̄BC = Q̄1 − Q̄2, Ψ̄BC = Ψ̄1 − Ψ̄2, βBC = −β. (A 2)

From (A1) and (A 2) we obtain

Q̄1 = Q̄BT + λ2Q̄BC, Ψ̄1 = Ψ̄BT + λ2Ψ̄BC, (A 3)

Q̄2 = Q̄BT − λ1Q̄BC, Ψ̄2 = Ψ̄BT − λ1Ψ̄BC, β2 = βBT − λ1βBC. (A 4)

UBy using (A 3) and (A 4) along with (2.4), we arrive at the equations that relate the
modal PVs and streamfunctions,:

Q̄BT = ∇2Ψ̄BT + βBTr, (A 5)

Q̄BC = ∇2Ψ̄BT − Λ̃2Ψ̄BC + βBCr, (A 6)

where Λ̃ = Λ/
√

λ1λ2. For definiteness, we assume that R2 > R1; otherwise the following
expressions should be adapted in a straightforward manner. UBy using (A 5) and (4.1),
the barotropicBT streamfunction satisfies the equation

Ψ̄′′
BT +

1
r
Ψ̄′

BT + βBTr =






λ1Γ1 + λ2Γ2, R ≤ r ≤ R1

λ2Γ2, R1 < r ≤ R2

βBTr, R2 < r.

(A 7)

The general solution to (A 7) is

Ψ̄BT =






− 1
9βBTr3 + 1

4 (λ1Γ1 + λ2Γ2)r2 + C1 ln(r) + C2, R ≤ r ≤ R1

− 1
9βBTr3 + 1

4λ2Γ2r
2 + C3 ln(r) + C4, R1 < r ≤ R2

C5 + C6 ln r, R2 < r.

(A 8)

It is known that tThe expression for the energy of the flow is (see, e.g., Ref. ?)

E =
1
2

∫∫

r>R

[λ1(∇Ψ̄1)
2 + λ2(∇Ψ̄2)

2]rdrdθ +
1
2
Λ2

∫∫

r>R

(Ψ1 − Ψ2)
2rdrdθ, (A 9)
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in whichwhere the first integral representsgives the kinetic energy and the second oneintegral
gives the available potential energy of the flow. The potential energy is associated with
the baroclinicBC mode only, whereas the kinetic energy is contributed by both modes.
Therefore, in order for the kinetic energy to be finite, the contribution to the first integral
in (A 9) from the barotropicBT mode should be finite and we must set C6 = 0 in (A 8).
By (A 7) the barotropicBT streamfunction is continuous, as well as is its first derivative
i.e.:

Ψ̄BT(R−
1 ) = Ψ̄BT(R+

1 ), Ψ̄BT(R−
2 ) = Ψ̄BT(R+

2 ), (A 10)

Ψ̄′
BT(R+

1 ) = Ψ̄′
BT(R−

1 ), Ψ̄′
BT(R+

2 ) = Ψ̄′
BT(R−

2 ). (A 11)

From equations (A 10) and (A 11) the four unknowns C1 − C4C1–C4 are found to be

C1 = (1/3)λ2βR3
2 − (1/2)Γ1R

2
1λ1 − (1/2)λ2Γ2R

2
2, (A 12)

C2 = (1/2) ln(R1)R
2
1Γ1λ1 − (1/4)R2

1Γ1λ1 − (1/3) ln(R2)λ2βR3
2 (A 13)

+(1/2) ln(R2)λ2Γ2R
2
2 + (1/9)λ2βR3

2 − (1/4)λ2Γ2R
2
2 + C5,

C3 = (1/3)λ2βR3
2 − (1/2)λ2Γ2R

2
2, (A 14)

C4 = −(1/3) ln(R2)λ2 ∗ betaR3
2 + (1/2) ln(R2)λ2Γ2R

2
2 (A 15)

+(1/9)λ2βR3
2 − (1/4)λ2Γ2R

2
2 + C5,.

Using (A 1), (A 2), and (A 8), the azimuthal barotropicBT velocity is via (A 1)-(A 2)
and (A 8)

V̄BT ≡
∂Ψ̄BT

∂r
=






− 1
3βBTr2 + 1

2 (λ1Γ1 + λ2Γ2)r + C1
r , R ≤ r ≤ R1

− 1
3λ2β2r

2 + 1
2λ2Γ2r + C3

r , R1 < r ≤ R2

0, R2 < r.

(A 16)

The velocity is assumed to vanish at r = R; i.e., V̄BT(R) = 0 (see §4.1). UsingApplying
(A 16) this imposes athe relation between Γ1 and Γ2 whichthat appears in (4.3). Due
toBased on the Stokes theorem this is equivalent to the condition of vanishing the total
barotropicBT excess PV (i.e., the PV that resultings byfrom omitting the background

PV) in the two rings:
∫ R2

R
r∇2Ψ̄BTdr = λ1

∫ R1

R
rΓ1dr + λ2

∫ R2

R
r(Γ2 − βr)dr = 0.

UsingThe use of (A 6) and (4.1) shows that the baroclinicBC streamfunction satisfies
the equation

Ψ̄′′
BC +

1
r
Ψ̄′

BC − Λ̃2Ψ̄BC + βBCr =






Γ1 − Γ2, R ≤ r ≤ R1

β1r − Γ2, R1 < r ≤ R2

βBCr, R2 < r.

(A 17)

The general solution to (A 17) is

Ψ̄BC =






D1K0(Λ̃r) + D2I0(Λ̃r) − (Γ1 − Γ2)/Λ̃2 + is2,0(iΛ̃r)βBC/Λ̃3, R ≤ r ≤ R1

D3K0(Λ̃r) + D4I0(Λ̃r) + Γ2/Λ̃2 − is2,0(iΛ̃r)β2/Λ̃3, R1 < r ≤ R2

D5K0(Λ̃r) + D6I0(Λ̃r), R2 < r,

(A 18)
where s2,0 is the Lommel function s of order {2, 0} (?). For the energy (A 9) to be
finite, we must set D6 = 0. The barotropicBT streamfunction satisfies the continuity
conditions at r = R1 and r = R2, the continuity conditions of its derivative at these radii
([the corresponding equations corresponding to (A 10) and (A 11) for the baroclinicBC
mode)], and its vanishingthe condition that it must vanish at r = R. By solving these
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five equations and using the relations

d

dr
K0(Λ̃r) = −Λ̃K1(Λ̃r),

d

dr
I0(Λ̃r) = Λ̃I1(Λ̃r),

d

dr
s2,0(iΛ̃r) = −

1
2
iΛ̃πL1(Λ̃r),

(A 19)
(L1 being the modified Struve function (?)), the expressions for D1 − D5D1–D5 can be
found (not given here). The azimuthal baroclinicBC velocity is then

V̄BC ≡
∂Ψ̄BC

∂r
=






−D1Λ̃K1(Λ̃r) + D2Λ̃I1(Λ̃r) + πL1(Λ̃r)βBC/Λ̃2, R ≤ r ≤ R1

−D3Λ̃K1(Λ̃r) + D4Λ̃I1(Λ̃r) − πL1(Λ̃r)β2/Λ̃2, R1 < r ≤ R2

−D5Λ̃K1(Λ̃r), R2 < r.

(A 20)
The basic velocity in each layer is then found by using the equations

V1 = VBT + λ2VBC, V2 = VBT − λ1VBC, (A 21)

thatwhich follow from the above definitions above (A 1), (A 2), (A 16), and (A 20).

Appendix B. Barotropic and baroclinic Green’s functions
The barotropicBT Green’s function GBT(r, r′) is defined by the equation

d2GBT(r, r′)
dr2

+
1
r

dGBT(r, r′)
dr

−
m2

r2
GBT(r, r′) = δ(r − r′), (B 1)

and satisfies the boundary conditions

GBT(r = R, r′) = 0, GBT(r → ∞, r′) = 0. (B 2)

The general solution to (B 1) is

GBT =

{
arm + br−m, R 6 r < r′

crm + dr−m, r′ < r.
(B 3)

Imposing the boundary conditions (B 2) we get b = −aR2m and c = 0. By (B 1) the
Green’s function is continuous at r = r′,

GBT(r′+, r′) = GBT(r′−, r′). (B 4)

Integration of (B 1) in the neighborhoods of the singularity r = r′ yields

GBT(r′+, r′) − GBT(r′−, r′) = 1. (B 5)

Using (B 4) and (B 5), the coefficients a, b, and d in (B 3) are found. tThe solution is

GBT(r, r′) =

{
r′−m+1

2m (R2mr−m − rm), R 6 r 6 r′

r′−m+1(R2m−r′2m)
2m r−m, r′ < r.

(B 6)

In the same manner, the baroclinicBC Green’s function GBC is defined by the equation

d2GBC(r, r′)
dr2

+
1
r

dGBC(r, r′)
dr

−
m2

r2
GBC(r, r′) −

Λ2

λ1λ2
GBC(r, r′) = δ(r − r′), (B 7)

and satisfies the boundary conditions

GBC(r = R, r′) = 0, GBC(r → ∞, r′) = 0. (B 8)
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The general solution to (B 7) is (denoting Λ̃ = Λ/
√

λ1λ2)

Gm
BC =

{
ãKm(Λ̃r) + b̃Im(Λ̃r), R 6 r 6 r′

c̃Km(Λ̃r) + d̃Im(Λ̃r), r′ < r.
(B 9)

Imposing the boundary conditions (B 8), we get b̃ = −ãKm(Λ̃R)/Im(Λ̃R) and d̃ = 0. By
(B 7) the Green’s function is continuous at r = r′,

GBC(r′+, r′) = GBC(r′−, r′). (B 10)

Integration of (B 7) in the neighborhoods of the singularity r = r′ yields

GBC(r′+, r′) − GBC(r′−, r′) = 1. (B 11)

Using (B 10) and (B 11) and the identity ImKm+1 + Im+1Km = 1/r (?), we get the
solution

GBC(r, r′) =






r′[Im(Λ̃R)Km(Λ̃r) − Im(Λ̃r)Km(Λ̃R)] Km(Λ̃r′)

Λ̃Km(Λ̃R)
, R 6 r 6 r′

r′[Im(Λ̃R)Km(Λ̃r′) − Im(Λ̃r′)Km(Λ̃R)] Km(Λ̃r)

Λ̃Km(Λ̃R)
, r′ < r.

(B 12)

We note that both GBT(r,r′)
r′ and GBC(r,r′)

r′ are symmetric with respect to switching of the
variables r and r′; this fact is used in §6.

Appendix C. Pseudomomentum continuity equation
Substituting (4.6) into (3.2) gives

∂s1

∂t
+

V̄1

r

∂s1

∂θ
+

1
r

∂ψ1

∂θ
= 0,

∂s2

∂t
+

V̄2

r

∂s2

∂θ
+

1
r

∂ψ2

∂θ
= 0. (C 1)

Multiplying both equations of (C 1) by si
dQi

dr and integrating azimuthally we getgives

1
2

dQ̄1

dr

∂

∂t

∫ 2π

0

s2
1dθ +

1
2

dQ̄1

dr

V̄1

r

∫ 2π

0

∂s2
1

∂θ
dθ −

1
r

∫ 2π

0

q1
∂ψ1

∂θ
dθ = 0, (C 2)

1
2

dQ̄2

dr

∂

∂t

∫ 2π

0

s2
2dθ +

1
2

dQ̄2

dr

V̄2

r

∫ 2π

0

∂s2
2

∂θ
dθ −

1
r

∫ 2π

0

q2
∂ψ2

∂θ
dθ = 0. (C 3)

The second integrals in (C 2) and (C 3) vanish identically. Multiplying (C 2) by λ1 and,
(C 3) by λ2, and addingsumming gives

1
2

∂

∂t

∫ 2π

0

(

λ1r
dQ1

dr
s2
1 + λ2r

dQ2

dr
s2
2

)

dθ =
∫ 2π

0

(

λ1q1
∂ψ1

∂θ
+ λ2q2

∂ψ2

∂θ

)

dθ. (C 4)

Since q1 = ∇2ψ1 − Λ2

λ1
(ψ1 −ψ2) and q2 = ∇2ψ2 + Λ2

λ2
(ψ1 −ψ2) [by (2.4)] the RHS of (C 4)

turns totakes the form (some of the integrals vanish identically),
∫ 2π

0

(

λ1∇
2ψ1

∂ψ1

∂θ
+ λ2∇

2ψ2
∂ψ2

∂θ

)

dθ. (C 5)

The first term in the integral may be written as

∇2ψ1
∂ψ1

∂θ
=

1
r

∂

∂r

(

r
∂ψ1

∂θ

∂ψ1

∂r

)

−
1
2

∂

∂θ

(
∂ψ1

∂r

∂ψ1

∂r

)

+
1

2r2

∂

∂θ

(
∂ψ1

∂θ

∂ψ1

∂θ

)

, (C 6)
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and upon substitutioing of (C 6) into (C 4), we get

−
1
2

∂

∂t

∫ 2π

0

(

λ1r
dQ1

dr
s2
1 + λ2r

dQ2

dr
s2
2

)

dθ +
1
r

∂

∂r

∫ 2π

0

(

λ1
∂ψ1

∂θ

∂ψ1

∂r
+ λ2

∂ψ2

∂θ

∂ψ2

∂r

)

dθ.

(C 7)
This is the continuity equation for the pseudomomentum appearing in (5.2).

Appendix D. Differential equation for topographic perturbations at
r > R2

Define the operators

D1 = ∂2
r +

1
r
∂r −

m2

r2
, D2 = ∂2

r +
1
r
∂r −

m2

r2
−

Λ2

λ1λ2
, (D 1)

which, according to the definitions of the barotropicBT and baroclinicBC Green’s func-
tions (see Appendix B), satisfy

D1GBT(r, r′) = δ(r − r′), D2GBC(r, r′) = δ(r − r′). (D 2)

Define also

D3 = ∂2
r −

1
r
∂r −

m2

r2
, D4 = ∂2

r −
1
r
∂r −

m2

r2
−

Λ2

λ1λ2
. (D 3)

By imposingapplying the operator D1D2 onto both sides of (6.9), using (3.18) and the
identity

∫ ∞

R2

δ(k)(r)f(r)dr = (−1)k

∫ ∞

R2

δ(r)f (k)(r)dr, (D 4)

we obtain the following a fourth-order nonhomogeneous differential equation is achieved,:

D1D2ξ(r) = −
D1D2G22(r, rc)

rc

+ βλ2D4

[
1/r − 1/rc

V̄2(r)
r − ω

m

ξ(r)

]

+ βλ1D3

[
1/r − 1/rc

V̄2(r)
r − ω

m

ξ(r)

]

,

(D 5)

where the source term is proportional to δ(r − rc) and its derivatives,

D1D2G22(r, rc) = D2D1λ2GBT(r, rc) + D1D1λ1GBC(r, rc)

= λ2D2δ(r − rc) + λ1D1δ(r − rc)

= D1δ(r − rc) −
Λ2

λ1
δ(r − rc)

= δ′′(r − rc) +
δ′(r − rc)

r
−

(
m2

r2
+

Λ2

λ1

)

δ(r − rc).

(D 6)

Appendix E. Poles of response function
In tThis appendix thederives the types of poles of the response function χ(r; r9, ω)

defined by (6.30) are determined. ByBased on (6.30), for any ω 6= mV̄2(r0)/r0, χ can be
written as

χ(r; r0, ω) =
1

V̄2(r0)
r0

− ω
m

δ(r − r0) + X(r; r0, ω), (E 1)
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where X(r, r0; ω) satisfies the following equation,
(

V̄2

r
−

ω

m

)

X(r; r0, ω) − β

∫ ∞

R2

G22(r, r′)
r′

X(r′; r0, ω)dr′ = β
G22(r, r0)

V̄2(r0)
r0

− ωr0
m

. (E 2)

By (E 1), a pole exists at ω = mV̄2(r0)/r0 there is a pole. Equation (E 2) is singular at
r = rc = (mV̄2/r)−1(ω), and so we use the same ansatz as in (6.1) is used,

X(r; r0, ω) = D(r0, ω)δ

(
V̄2

r
−

ω

m

)

−
β

V̄2
r − ω

m

ξ(r; r0, ω), (E 3)

where now the last term is not defined not via the principal value, and ξ is assumed
to be a regular function of r. Substitution ofing (E 3) into (E 2) results in the following
equation,gives

−ξ(r; r0, ω) −
D(r0, ω)G22(r, rc)
|(V (r)/r)′rc

|rc
+
∫ ∞

R2

βG22(r, r′)(
V̄2(r′)

r′ − ω
m

)
r′

ξ(r′; r0, ω)dr′ =
G22(r, r0)

V̄2(r0)
r0

− ωr0
m

.

(E 4)
By substituting r = R into (E 4), the function D(r0, ω) can be expressed in terms of ξ:

D(r0, ω) =
|(V (r)/r)′rc

|rc

G22(R, rc)



ξ(R; r0, ω) −
∫ ∞

R2

βG22(R, r′)
(

V̄2(r′)
r′ − ω

m

)
r′

ξ(r′; r0, ω)dr′ −
G22(R, r0)

V̄2(r0)
r0

− ωr0
m



 .

(E 5)
Byased on (E 5), D(r0, ω) has poles along the entire segment S1 as well as in addition to
the poles of ξ(r; r0, ω). The poles of ξ(r; r0, ω) also appear also in the second term ion
the RHS of (E 3).

Upon solving (E 2) for ω 6∈ S1, aAnother class of singularities appear upon solving
(E 2) for ω 6∈ S1. ImposingApplying the operator D1D2 [where D1 and D2 are defined
by (D1)] onto both sides of (E 2), and using (D 2) and (D6), results in the following
equation,gives

D1D2

[(
V̄2

r
−

ω

m

)

X(r, r0; ω)

]

−
βD2X(r, r0; ω)

r

= β
δ′′(r − r0) + δ(r − r0)/r0 − (m2/r2 + Λ2/λ2)δ(r − r0))

V̄2(r0)
r0

− ωr0
m

.
(E 6)

The solution to (E 6) canmay be found in the following way:by first, we solveing the
homogeneous part, which gives and find four linearly independent solutions. ThenNext,
in any of the regions R2 < r < r0 andor r0 < r, the solution is written as a linear
combination of the four solutions with a totally of 8eight constant coefficients (4four for
each region). In the asymptotic limit r � r0, equation (E 2) is the same as (6.1), and
thereforeso only two solutions exist (i.e., the asymptotically BT and BC solutions, see
§4.2). This leaves us with 6six constant coefficients. Applying (E 2) and its derivative at
r = R2 produces There are two boundary conditions that can be found at r = R2 by
applying (E 2) and its derivative at r = R2, and four equations that match the solutions
and their derivatives (up to the third-order derivative) on both sides of r = r0. tThe
matching conditions are determined from the delta- terms ion the RHS of (E 6). So, there
areThis makes six (nonhomogeneous) equations for the six unknown coefficients that
we designate as A1, A2, ...A6A1, A2, . . . , A6. The equations can be recast to a standard
matrix notation M(r0, ω)a = b, where a = (A1, ..., A6) and b 6= 0. By Cramer’s rule,
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the solutions are Ai = det(Mi(r0,ω))
det(M(r0,ω)) , where Mi(r0, ω) signifiesis the matrix formed by

replacing thecolumn i-th column of M by the column vector b. Therefore, X(r; r0, ω) is
non-analytic when the joint denominator of the coefficients, det(M(r0, ω)), is zero. Since
the determinant is a continuous function of ω, its zeros constitute a discrete set of points.

Appendix F. Sign of pseudomomentum via slope of dispersion curves
The proof here closely follows that of Ref. ?, thatwhich was done forapplies to

one-layersingle-layer shallow-water systems. Since the Rayleigh equation (3.4) is well
defined for any m > 0 (not necessarily an integer) here we treat m as a continuous
variable, although in practice it must be an integer [see equation (3.3)]. Multiply the
Rayleigh equation (3.4) by the complex conjugate of another solution Q1 corresponding
to a different mode number m̃,

(
V̄1(r)

r
−

ω

m

)

Q1Q̃
∗
1 −

Φ1

r

dQ̄1

dr
Q̃∗

1 = 0. (F 1)

Multiply the Rayleigh equation (3.4) for the other solution by the complex conjugate of
the first solution, and take the complex conjugate of the result:

(
V̄1(r)

r
−

ω̃∗

m̃

)

Q̃∗
1Q1 −

Φ̃1

r

dQ̄1

dr
Q1 = 0. (F 2)

If the perturbation is stable, then ω̃∗ = ω̃. SubtractingThe difference between the two
equations givesis

0 =

(
ω̃

m̃
−

ω

m

)

Q1Q̃
∗
1 −

1
r

dQ̄1

dr
(Φ1Q̃

∗
1 − Φ̃∗

1Q1)., (F 3)

(
ω̃

m̃
−

ω

m

)

Q1Q̃
∗
1 =

1
r

dQ̄1

dr

(

Φ1
d2Φ̃∗

1

dr2
+

Φ1

r

dΦ̃∗
1

dr
−

m̃2

r2
Φ1Φ̃

∗
1 −

Λ2

λ1
Φ1(Φ̃

∗
1 − Φ̃∗

2)

)

(F 4)

−
1
r

dQ̄1

dr

(

Φ1
d2Φ̃∗

1

dr2
+

Φ̃∗
1

r

dΦ1

dr
−

m2

r2
Φ̃∗

1Φ1 −
Λ2

λ1
Φ̃∗

1(Φ1 − Φ2)

)

.

Similar equations can be written for the second layer,
(

ω̃

m̃
−

ω

m

)

Q2Q̃
∗
2=

1
r

dQ̄2

dr

(

Φ2
d2Φ̃∗

2

dr2
+

Φ2

r

dΦ̃∗
2

dr
−

m̃2

r2
Φ2Φ̃

∗
2 +

Λ2

λ2
Φ2(Φ̃

∗
2 − Φ̃∗

1)

)

−
1
r

dQ̄1

dr

(

Φ2
d2Φ̃∗

2

dr2
+

Φ̃∗
2

r

dΦ2

dr
−

m2

r2
Φ̃∗

2Φ2 +
Λ2

λ2
Φ̃∗

2(Φ2 − Φ1)

)

.

(F 5)
Multiplying (F 4) by rλ1 and (F 5) by rλ2, addingsumming, and then integrating with
respect to r gives, after taking the limit m → m̃,

d(ω/m)
dm

∫ ∞

R

r

(

λ1
dQ̄1

dr
|d1|

2 + λ2
dQ̄2

dr
|d2|

2

)

dr = −
2m

r3

∫ ∞

R

λ1|Φ1|
2 + λ2|Φ2|

2dr. (F 6)

Using the definition of the pseudomomentum (5.1) we getgives

d(ω/m)
dm

M =
2m

r3

∫ ∞

R

λ1|Φ1|
2 + λ2|Φ2|

2dr. (F 7)

The right hand sideRHS is always positive, so M has the same sign as d(ω/m)/dm.
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Appendix G. Rewriting eigenvalue equation in terms of
contour-contour modes

The two CC perturbations types are denoted by A and B; each type corresponds to
different perturbations of the contours α1 and α2 and different frequencyies. We write the
perturbations in vector form for ease of notation, so the eigenvectors of the CC system
are [

α1

α2

]

A

=

[
α1A

α2A

]

,

[
α1

α2

]

B

=

[
α1B

α2B

]

, (G 1)

with eigenvalues ωa and ωb, respectively. A general perturbation of the contours of the
full system can be written as

[
α1

α2

]

= a

[
α1A

α2A

]

+ b

[
α1B

α2B

]

. (G 2)

Plugging (G2) into (4.9) and (4.10) and using the fact that the vectors in (G 1) are the
CC eigenvectors, we get

ωa

m
α1Aa +

ωb

m
α1Bb − βΔ1

∫ ∞

R2

G12(R1, r
′)

r′
η(r′)dr′ =

ω

m
(aα1A + bα1B), (G 3)

ωa

m
α2Aa +

ωb

m
α2Bb − βΔ2

∫ ∞

R2

G22(R2, r
′)

r′
η(r′)dr′ =

ω

m
(aα2A + bα2B). (G 4)

Multiplying (G3) by α2B and, (G 4) by α1B , and subtracting we getgives

ω

m
(α1Aα2B − α2Aα1B)a =

ωa

m
(α1Aα2B − α2Aα1B)a − βΔ1α2B

∫ ∞

R2

G12(R1, r
′)

r′
η(r′)dr′

+ βΔ2α1B

∫ ∞

R2

G22(R2, r
′)

r′
η(r′)dr′.

(G 5)
Multiplying (G3) by α2A and (G4) by α1A and subtracting we getgives

ω

m
(α2Aα1B − α1Aα2B)b =

ωb

m
(α2Aα1B − α1Aα2B)b − βΔ1α2A

∫ ∞

R2

G12(R1, r
′)

r′
η(r′)dr′

+ βΔ2α1A

∫ ∞

R2

G22(R2, r
′)

r′
η(r′)dr′.

(G 6)
The third equation results from substituting (G2) into (4.11),

ω

m
η(r) = −

G21(r,R1)
R1

(aα1A + bα1B) −
G22(r,R2)

R2
(aα2A + bα2B) +

V̄2(r)
r

η(r)

− β

∫ ∞

R2

G22(r, r′)
r′

η(r′)dr′.

(G 7)


