


Honesty Pledges for the Behaviorally-based Regulation of Dishonesty

Abstract

A common dilemma in regulation is determining how much trust authorities can place in people’s self-reports, especially in regulatory contexts where the incentive to cheat is very high. In such contexts, regulators, who are typically risk averse, do not readily confer trust, resulting worldwide in excessive requirements when applying for permits, licenses, and the like. Studies in behavioral ethics have suggested that asking people to ex-ante pledge to behave ethically can reduce their level of dishonesty and noncompliance. However, pledges might also backfire by allowing more people to cheat with no real sanctions. Additionally, pledges’ effects have almost always been studied in one-shot decision making, and they may only have a short-term effect that could decay in the long run. We explored pledges’ potential effects by manipulating whether pledges were accompanied by sanctions (fines) and testing their impact on sequential, repeated ethical decisions. We found that pledges considerably and consistently reduced dishonesty, and this effect was not crowded out by the presence of fines. Furthermore, pledges also affected participants who cheated to a large extent and those who scored lower on scales that measure inclination to follow rules and norms. We conclude that pledges could be an effective tool for the behavioral regulation of dishonesty, reduce the regulatory burden, and build a more trusting relationship between government and the public.  
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Honesty Pledges for the Behaviorally-based Regulation of Dishonesty

Introduction
Many policymakers face aA common dilemma regarding the honesty of the public. faces many policy makers: Can the public be trusted to provide accurate and honest reports of their actions, intentions, and behavior?, Oor should the government invest resources in measures that prevent people from behaving dishonestly, but which often carry with them often at high procedural costs and imposeposing an increased regulatory burden (Gilligan, 2018)? In the regulation literature, a framework related to the concept of risk management is frequently applied to better explaina leading framework to understand policy-makers’ dilemmas when in choosing regulatory tools, is related to the concept of risk management (Klomp & De Haan, 2012). Using a risk-based framework, regulators define the acceptable limits of the their responsibility, accountability, and risks they are willing to take (Black, 2005). The extentstrength of regulators’ efforts to control human behavior is related to the degree of trust governments have inthe extent in which governments trust  their citizens (Moyson, 2017). TendingSince regulators tend to be risk averse, state regulatorss often prefer to do whatever is possible to prevent risks to the public interest and to ensure public safety rather than not to confer trust those being upon those regulated and instead do whatever they can to prevent risks to the public interest and ensure public safety (e.g. Cohn, Fehr, & Maréchal, 2014). This lack ofmis trust also leads governments to doubt the veracity of individuals’ self-reports, because states cannot infer ex- ante the proportion of the population thatwho when given will exploit the option of self-reporting will exploit it to do soto self-report fraudulently (Feldman, 2018). The end result is often a highly burdensome bureaucratic mechanism (recently termed “sludge”) that reduces public risk but hampers growth (Sunstein, 2018).  
Honesty Pledges in Regulation
One approachsolution to this problem can be found in following the rResponsive Regulation paradigm (Ayres & Braithwaite, 1992), combined withand  applying findings from research on behavioral ethics (e.g., Ayal, Gino, Barkan, & Ariely, 2015). Responsive regulation is a dynamic regulatory strategy that, at the initial stage of response to a perceived public risk, first relies on trust between regulators and regulateesregulatees. Only if that trust is abused are, followed by an escalation to more punitive measures adopted  if that trust is abused (Braithwaite & Makkai, 1994). Under this paradigm, tTo addresstackle dishonesty, under this paradigm, policy makers move beyond the one-size-fits-all command-and-control policies that typically require costly monitoring and enforcement, and, instead, identify cases in which it could be possible to trust people and use less forceful and less coercive measures of ensuring honest and ethical conduct. An important concept under this approach is the “enforcement pyramid,” which outlines a careful, graduatedstepped-up escalation in the measures employedns used by enforcers (Ayres & Braithwaite, 1992). Focusing first on regulatory measuresns that give people the opportunity allow people to feel trustworthy enables them to engage in voluntary compliance, which fostersfacilitates the formation and growth of trust (Möllering, 2006). For example, when an entrepreneur wishes to open a new business or when citizens report their annual expenses and income for tax purposes, the government needdoes not always have to insist that they provide all relevant materials beforehand, nor does it always have to scrutinize theose documents before approving their applications or reports. In some cases, governments may simply ask applicants to declare, in advance, that their reports or applications or reports are accurate and honest. The state can; then the state can invest more resources in post hoc auditing and sanctioning afterward. 
A number of states have already begun adopting sSuch an approach . The EU, for example, has changed it policies regardingwas adopted by the EU for example in various occasions in which businesses’ participatione in certain public tenders. In order to make the process more efficient during its earlier stages, declarations have replaced the need to provide authorities with official documents.[footnoteRef:2]. Similarly, in recent years, the state ofIn Funjab in, India has issued a number of licenses based solely on, in recent years, various licenses could be given based on declarations.[footnoteRef:3]. In addition, Similarly, iin Australia, there has been there is an increase in the use ofin the usage of self- declarations in their welfare system.[footnoteRef:4]. Such ex- ante honesty pledges can clearly reduce the administrative burden imposed not only on citizens, but also on regulation regulatory and licensing authorities (e.g., Torgler, 2003).  [2:  See for example, https://ec.europa.eu/growth/single-market/public-procurement/digital/espd_en]  [3:  http://idcindia.org/wp- content/themes/idc/pbgrc_pdf/Reforming%20public%20service%20delivery%20sys%20in%20india-Rationalising%20of%20affidavits.pdf]  [4:  https://www.servicesaustralia.gov.au/organisations/about-us/careers/employment-options/national-graduate-program/how-apply-national-graduate-program] 

Indeed, one of the goals of self-regulation approaches is to focusthis notion of attempting to focus on ways in which the, on one hand, regulatory burden on the public can be relieved while still ensuring that , but regulators still receive information on regulatees’ intentions and status. is part of what self-regulation approaches try to promote. Various studies have indicatedsuggested self-regulation’s greater overall efficacy in several domains (Gunningham & Rees,1997) and even its ability to contribute to the creation of better overall regulations (Haufler 2013). Nonetheless, within the the self-regulation line of research has identified a number of several disadvantages ofconcerns using this approach,arise including the greater difficulty of regulators face in verifyingto verify what is that regulatees actually do (Garcia Martinez, Verbruggen & Fearne, 2013), as well as and also whether regulatees receive adequate instructions on what they are required to do (Blanc, 2018). Asking for eTo that end, ex- ante pledges maymight be able to address both these issues, by providinghelp alleviate both concerns: provide regulators with the ability to ascertainknow whether indeed regulatees are well informed, and by givingallow  regulatees the opportunity to better understand regulatory requirements.
Honesty Pledges as Double-edged Swords? 
Despite the potential advantages ofYet relying on pledges, relying on them, rather than imposing mandatory checks in advance, , raises the risk that some individuals may take advantage of the situation and make false reports to claim higher benefits for themselves (Frey & Feld, 2018). Recent research on unethical behavior has shown that indeed many people would indeed cheat if given the opportunity (e.g., Gerlach, Teodorescu, & Hertwig, 2019; Jacobsen, Fosgaard, & Pascual‐Ezama, 2018) and that this cheating results in excessive damage to the social fabric of society (e.g., Gächter & Schulz, 2016). However, some studies have suggested that making the ethical requirement more salient could reduce the likelihood that people will behave dishonestly (Bazerman & Gino, 2012). For example,Namely, one studyit was found that participants claimed fewerless unwarranted rewards in a laboratory task if the signature on the form used to claim the rewards was placed on the top instead of the bottom of the form (Shu et al., 2012). Applying this “signing-at-the-beginning” design to car insurance application forms in one company resulted in claimants reporting a higher annual mileage, in their renewal application, a higher annual mileage. However, a more recent study failed to replicate the findings of the laboratory experiments (Kristal et al., 2020) and concluded that merely changing the position of a signature on a form (from bottom to top) does not, in itself, reduce dishonesty. 
Furthermore, some research has even suggested that pledges could be either ineffective or even counterproductive. For example, Steen and Rutgers (2011) proposed that using an oath to enhance public service motivation for public service employees might lead to increasedincrease unethical behavior in their places of worke workplace. Additionally, pledges might, in some contexts, actually signal to people the possibility of behaving dishonestly without referring toraising the price for doing so (Tyran & Feld, 2006). Indeed, one recent study found that among students who were asked to sign a commitment form before starting their exams, actually increased their rate of cheating actually increased, as measured by their propensity to give incorrect answers that were identical to those of their neighbors (Cagala, Glogowsky, & Rincke, 2019). 	Comment by Susan: Does this change correctly reflect your intention? It appears that the work of Steen and Rutgers applies to civil service workers and not all workers.
Pledges are also viewed skeptically because of the widespread useThe skeptic view against pledges comes also from the wide usage of public pledges wherein, in which companies publicly commit to engage inbehave in  healthier and more environmentally sensitiveprotective behaviorways (Delmas & Montes-Sancho, 2010). However, in this context, it is not clear to what extent in suchthese contexts, where the corporate moral commitments, especially in cases where they are primarily was mostly declarative and generally ineffectual on a practical level,, can contribute to an understandingit is not clear how much could be learned from its ineffectiveness to  of the utility of using pledges as a substitute for stricter regulatory means. Furthermore, even in this area of non-enforceable pledges, some studies have shown that when pledges corresponded towere in line with people’s own views, they had some impact on the likelihood that people wouldill behave in accordance with the pledgesaccordingly (Lokhorst et al., 2013). 
Requiring a pledgePledging of honest behaviorto behave honestly is a more demandingheavy-handed intervention than moving the position of the signature on athe form (Shu et al., 2012), and the research on pledges’ suggests that this stronger intervention can usually provethey can be mostly effective. Beck et al., (2018) used the “die under a cup” paradigm, in which participants roll a die secretly to determine their payment for completing the experiment (e.g., Shalvi, Eldar, & Bereby-Meyer, 2012). They found that dishonest reporting decreased considerably when participants had to pledge in advance that the information they would provide regarding their performance during the experiment would conform tobe in line with the principle of honesty and that they would not lie to enrich themselves. Similarly, Jacquemet, James, Luchini, Murphy, and Shogren (2019) had participants sign a pledge and then play a sender–receiver game (Erat & Gneezy, 2012) with different payoff schemes. They found that the pledge reduced the rate pf participants’ lying, and the effect was significant when instructions not to lie were made explicit. Jacquemet, Luchini, Malézieux, & Shogren (2020) applied the honesty oath to a tax evasion game, finding to find that partial liars – those whothat under-reported their income in the game in order to incur less tax – behaved more honestly when they had to make an ex- ante pledge that their reports would be honest. Similarly, studies on preferences elicitations have also showned that ex- ante pledges can reduce biased responses to surveys (Carlsson et al., 2013; Kemper et al., 2016) as well as increase honest bidding in auction experiments (Jacquemet, Joule, Luchini, & Shogren, 2013)
The Current Research
Thus, it appears that pledges could provebe a useful tool for regulators in their attempts to balance regulatory efficiency and the ease of doing business with the need to protect the public interest from unethical behaviors. Indeed, in the private sector, some insurance companies also include a contractual provision allowing the insurer to examine the insured under oath regarding property claims (Knoll & Arthur 1994) and pledges are commonly used within the courtroom setting (Clark 2003). However, previous studies that examined the effectiveness of pledges had some important limitations that prevent anythe direct generalization from their findings to common regulatory settings. Before an argument can be madewe can argue for or against the use of pledges in regulation, it is critical to ascertain how, when, and to what extent pledges would prevent dishonest behavior, as well as to understand under which conditions pledges might be counterproductive and should thus be avoided. 
First, all previous studies have explored pledges in settings where participants could not be caught cheating, and no sanctions were mentioned for makingimplied for false pledges. Even those who believe that many people can be trusted to abide by their pledges recognize the need to maintain some monitoring mechanisms that include, with penalties for transgressions. Thus, it is crucial to understand the interaction between pledges and sanctions. Existing research on sanctions provides evidence for two competing types of interaction effects: crowding-out and crowding-in (Bowles & Polania-Reyes, 2012). The most common finding is that sanctions, especially if they are not strong enough, can undermine compliance by crowding out intrinsic prosocial motivations without providing a strong enough external incentive to comply (Tenbrunsel & Messick, 1999). In contrast, other studies suggest that, in some contexts, incentives such as monetary rewards increase voluntary compliance and prosocial behavior (e.g., Galbiati & Vertova, 2014). To date, studies on crowding-out have focused less on honesty and more on altruism, with— participants in public goods experiments helping others and giving charitable donations.—and less on honesty. Studying the joint effect of incentives and pledges on honesty is thereforehence an important step towards gaining a better understanding of how pledges operate in the real world.  
 Second, almost all studies of pledges have focused on one-timeshot single decisions and have neglected to consider what long-term changes inhappens to the effect of pledges. in the long run. The one study that did examine pledges’ effects over time focused on bidding behavior in auctions (Jacuemet et al., 2013) and not on cheating for higher gains. However, in many situations there could presentbe repeated opportunities to cheat, and those opportunities remain availableare in play for a considerable period of time, while the effect of the pledge might fade away or declineay. Understanding the time frame of the effect of pledges on ethical behavior is crucial to understanding the nature of their effect and when they should be used both theoretically and from a prescriptive point of view. of when pledges should be used. 
Lastly, pledges may be effective only for certain people, because there could be significant heterogeneity in at least two important types of relevant individual differences: minor cheaters and rule followers. First, pledges might only affect those who cheat to a relatively small extent, because the marginal gain they could obtain from cheating would be negligiblesmall. In contrast, if a person wishes to increase gains by cheating to a large (or maximal) degree, pledging honesty in advancebeforehand may not have a substantial effect. Indeed, Jacuemet et al. (2020) found that pledges mostly affect partial liars in a tax-evasion game, and not those who were completelyfully dishonest. Second, some people are, a- priori, more willing than others to follow rules, guidelines, and regulations (e.g., Lewis et al., 2009). If the effect of pledges is indeed limited only to small-time cheaters or to people who already follow the rules most of the time, then theirthat might considerably limit its potential practical effectiveness may be considerably limited. Such findings could also cause concerns amongraise concerns for policy-makers that implementing pledges might actually have a negative distributive effect. Thus, it is important to examine how pledges reduce dishonesty not only at the average aggregate average level, but also across different degrees of dishonest behavior. 
To summarize, our study extends previous findings and explores to what extenthow much honesty pledges maycould reduce dishonesty a) compared to fines, b) over time, and c) among different extents of (nonin)compliance. Our study aims not only to provide insights not only about how to design pledges in ways thatthem in ways to maximize their efficacy, but would also to help identify under whatdetermine in which conditions pledges would be most effective, so that they cancould achieve their ultimate aim of contributing: to contribute to building trust between generally normative individualspeople and their government. Potentially, we could then create a situation in which the regulatory burden on “good” people could be reducedlessened without an excessive heavy reliance on tedious bureaucratic mechanisms that reduce intrinsic compliance motivation (Bowles & Polania-Reyes, 2012), thereby facilitating the building of mutual trust— while not jeopardizing public safety and enabling the building of mutual trust (e.g., Hardin, 2002). In the words of President Theodore Roosevelt's, regulators could then “"speak softly and carry a big stick”, and accomplish a great deal. may go far.   
Method
Participants. We sampled 1,195 participants from Prolific (http://prolific.ac), an online recruitment platform that has been shown to produce high-quality responses (e.g., Peer et al., 2017). We excluded participants whose IP address appeared twice (retaining only their first response). The final sample included 1,158 participants with 54% female. Their age ranged from 18 to 86, with a mean of 34 (SD = 12.3). Participants received 0.50 GBP as base payment plus a bonus based on their performance in the study.
Design and Procedure. Participants were invited to a study about “problem solving” and were first given instructions about the main task they would perform: an online version of the matrices task (Mazar et al., 2008). In this task, participants are presented with a 4 x 3 table of 12 numbers, each with two decimal digits (e.g., 4.52); they have to find two numbers that, when added together, result in exactly 10 (e.g., 4.52 and 5.48). In the original paper version, participants receive 20 matrices on one sheet of paper and are given 5 minutes to solve as many problems as they can. In the online version that we created, each problem is displayed separately on a webpage with a timer of 20 seconds and two option buttons: “Found it” or “No.” The option for “No” is preselected by default unless the participant changes it to “Found it” before 20 seconds elapse (see Figure 1). After 20 seconds, the response is recorded and the page advances to the next problem. Before beginning the task, participants first read a short explanation on how to solve the matrix problem (find the two numbers that add up to 10) and are asked to summarize those instructions in their own words before proceeding. Then, participants are given a practice problem with 20 seconds to solve it (Figure 1). After 20 seconds, participants are shown a page in which they are asked to fill in the two solution numbers (e.g., 3.42 and 6.58). In the practice problem, these numbers are pre-filled to show participants the correct solution. 

Figure 1. Example of matrix problem used in the online study.
[image: ../../../../Desktop/Screen%20Shot%202019-05-15%20at%2012.36.1]
Participants were assigned to either the “Standard track” or the “Fast track”. In the “Standard track”, which served as the control condition, participants were asked to report, after each matrix problem, the two numbers that formed the solution (i.e., added up to 10 exactly) and received a bonus only for problems to which they provided the correct solution. In contrast, participants in the “Fast track” were asked to self-report whether they found the solution or not, with the warning that they might be asked to provide the solution numbers at a 10% probability across problems. The “Fast track” participants were randomly assigned to three pledges conditions: (1) no pledge, (2) pledge once (only before starting the task), or (3) pledge repeat (before the task plus a reminder in the middle of the task). Each of these three groups was given a different description of the fine to be administered if a problem were to be audited and the participant failed to provide a solution: (1) no fine (only lose the bonus given for that problem), (2) full fine (lose all the bonuses from all the problems), and (3) fine repeat (like the “full fine” condition plus a reminder in the middle of the task). In total, together with the control condition, the study included 10 conditions.
In the conditions including a pledge, participants were asked to pledge their honesty, before starting the problem-solving task, using the following statement: “I promise that I will only report a solution to a problem after verifying carefully that indeed I have found two numbers that add up to 10. I know that I will be paid based on my reporting and hence will take it very seriously to be accurate in my reporting.” To make the pledge, participants were mandated to re-type it manually into a text box given below it. The pledge was displayed as an image and the text could not be copied. The survey software validated that the text participants provided was at the expected length and we also manually verified, after data collection was complete, that all pledges entered were accurate and complete. 
Participants were given 15 problems to solve, 4 of which had no actual solution. We included these problems to be able to verify that the differences found in cheating between the groups were indeed a result of participants saying they found a solution when they did not or could not. These problems were presented as the 4th, 5th, 12th and 13th in order. The order of the other (solvable) problems was pre-randomized. The reminder (of the pledge, the fine, or both) was always shown with the 9th problem to allows us to test a comparable number of problems before vs. after the reminder.
Afterward, participants completed several exit questions (which are reported in the appendix) and demographic questions. 
Lawfulness Measure in a Follow-Up Study. About 10–15 days after the study was completed, we sent invitations to all the participants to come back and complete another survey, for an additional payment of 0.5 GBP. Of the 1,158 in the original sample, 1,039 participants (89.7%) completed the follow-up study. The distribution of returning participants was not statistically different between conditions— x2(9) = 15.76, p = 0.07—and there was no significant effect of the fine or the pledge types on return rates (p > .2). We asked participants to complete several questionnaires used in earlier research to measure the tendency to follow rules (see full details in the appendix) and averaged their scores to form one composite lawfulness level. 
Survey forms and final data file can be found at https://osf.io/ngvjy. 
Results
Overall Cheating. We computed a total score of problems solved as the proportion of problems reported as solved in the “fast track” conditions, and the proportion of problems actually solved in the “standard track” (control) condition. As Figure 2 shows, the proportion of problems solved was lowest in the control condition (M=28.17%, SD=18.35) and highest in the fast track condition that had no pledge and no fine (M=59.77%, SD=25.41), suggesting that participants in the latter condition cheated (over-reported) about twice as much. This 31.6 percentage points difference can be regarded as the “cheating gap”, which is the degree to which participants, when left unmonitored, cheated and over-reported their performance. The effect of the pledge is tested against this cheating gap to measure if and how the pledge reduced it. 
As can be seen in Figure 2, including a full fine reduced the cheating gap, when no pledge was requested, by 12 percentage point from 59.77% in the no-pledge no-fine condition to 47.7% (SD=23.5) in the no-pledge full-fine condition. That effect is about a 20% decrease in the cheating ratio. Repeating the information about the fine kept the performance rate at a similar level (47.03%, SD=24.98). Asking for a pledge, when there was no fine, reduced reported performance in a similar degree of about 11 percentage points to 48.89% (SD=24.11). If the pledge was repeated, and still no fine was present, reported performance decreased even more by about 14 percentage points to a rate of 45.81% (SD=24.58). When both a fine and a pledge were present, the performance rate was lowest at 37.92% (SD=21.25), which is about a 20 percentage points decrease in the cheating gap, or about a one-third decrease in the cheating ratio. Table 1 details the descriptive statistics for all conditions. 
Figure 2. Percentage of problems reported between conditions
[image: ]
Note: Percentage of problems reported as solved in the fast track conditions, and percentage of problems actually solved correctly in the standard track; error bars indicate 95% CI. 
Table 1. Proportion of reported performance between pledge and fine conditions, in descending order of means (cheating ratio is the proportional difference of mean cheating compared to the standard track) 
	Pledge
	Fine
	n
	Mean
	SD
	Cheating ratio*
	Cohen’s d*

	No
	No
	94
	59.86
	25.68
	200%
	1.35

	Once
	No
	98
	49.32
	24.53
	165%
	0.90

	No
	Full
	107
	48.54
	22.94
	162%
	0.89

	Repeat
	No
	95
	48.21
	25.40
	161%
	0.83

	No
	Repeat
	115
	47.77
	25.71
	160%
	0.79

	Once
	Repeat
	108
	39.69
	21.25
	133%
	0.49

	Repeat
	Repeat
	94
	38.79
	22.29
	130%
	0.44

	Once
	Full
	91
	38.10
	20.78
	127%
	0.42

	Repeat
	Full
	99
	37.24
	21.90
	125%
	0.37

	Standard track (control)
	93
	29.89
	17.87
	
	


* Compared to the standard track (control) condition. 

An ANOVA on the reported score with the pledge and fine as the independent variables (excluding the standard track condition) showed a statistically significant effect for the pledge and the condition—F (2, 1034) = 19.92, 20.43, respectively—p < .001, but no interaction, F (4, 917) = 0.61, p = 0.66. Similar results were obtained using a regression model (see online appendix). 
Robustness Check using Unsolvable Problems. As mentioned earlier, 4 of the 15 problems were unsolvable: no pair of numbers could be added to reach exactly 10, as instructed. We examined the percent of participants reporting solving these problems separately from the other problems as a kind of robustness check for the overall cheating findings. We computed a proportion score of problems reported as solved across all four of these problems between the conditions: We found that cheating was highest when there was no fine or pledge (M=0.45, SD=0.39); adding a full fine reduced it by 0.17 (M=0.28, SD=0.32). Adding a pledge, without a fine, reduced cheating slightly more by 0.19 (M=0.26, SD=0.33). Repeating the pledge (still without the fine) reduced cheating a little more to M=0.23 (SD=0.3). When a pledge was taken ex-ante, adding a fine (without a reminder) had a marginal effect of reducing cheating to M=0.15 (SD=0.24) or to M=0.19 (SD=0.27) with a reminder. When the pledge had a reminder, adding a fine reduced cheating to M=0.19 (SD=0.27, with or without a reminder). The overall main effect of the pledge and the fine was statistically significant, F (2, 1034) = 21.6, 11.91, respectively, p < .01, but the interaction was not statistically significant, F (4, 1034) = 1.92, p = 0.1. Again, it appears that a pledge reduced cheating significantly and considerably, even compared to a fine, and the effect of the fine was considerably diminished in the presence of a pledge. 

Cheating over Time. To explore variations in cheating rates over the sequence of problems, we computed a measure of “over-report” that shows the mean difference between the percent of participants reporting the problem as solved in each condition and the actual percent of participants who correctly solved each problem. Figure 3 shows the variation of this mean difference between the conditions of the pledge. The general variation between problems was due to differences in the difficulty level of the problems: problems that were easier to solve had an overall lower mean over-report and vice versa. More importantly is the difference between conditions across problem numbers. As can be seen, there was a consistently similar difference between the pledges conditions compared to the no-pledge (control) condition across the problem numbers. The reminder at problem 9 seems to have had a small marginal effect, which we explore next. 

Figure 3. Mean over-report (difference compared to actual rate of correct solutions) with or without a pledge across the 15 problems. 

[image: ]

Reminder Effect. As recalled, in the “pledge repeat” and in the “fine repeat” conditions, a message appeared on the screen when the participants reached the 9th problem reminding them of their pledge and/or of the fine for incorrect responses. We chose to have the reminder on the 9th problem as it allows us to test a comparable number of problems before vs. after the reminder. We examined the effect of this reminder by computing a difference score of the average performance on problems 9 to 15 versus problems 1 through 8, and compared these averages between all fast track conditions. We found a statistically significant interaction between the pledge and fine conditions on the mean difference, F (4, 1034) = 4.64, p < .001. However, the only case in which average performance dropped after the reminder was given was when the reminder included both the pledge and the fine (M=-0.10, SD = 0.23).  

Lawfulness Interaction. As detailed earlier, in a follow-up study we had participants complete several scales that measured their tendency to follow or obey rules; we then aggregated these scores to a composite variable we termed “lawfulness” and used the Johnson-Neyman technique to estimate the effect of the pledge at different levels of lawfulness. This technique uses a bootstrapping method to identify the range of values on the moderating variable (lawfulness) in which the effect of the independent variable (pledge) on the dependent variable (overall cheating) is statistically significant (p < .05). For the purposes of this analysis, we merged the conditions of the pledge with or without a reminder to one condition to create a binary variable of 0 (no pledge) and 1 (with pledge). As can be seen in Figure 4, we found that the pledge had a significant effect starting from the value of 6.78 on the lawfulness scale and above, which describes about 90% of our sample. 

Figure 4. Slope (effect) of the pledge on increasing degrees of lawfulness (blue area shows effect significant at the .05 level). 
[image: ]

Figure 5. Distribution of percent of problems reports as solved between the conditions. 
[image: ]
Cheating Extent. We examined whether the pledge and/or the fine affected participants who cheated to a large extent and claimed a very high score in their report. Figure 5 shows the percent of participants, in each condition, according to the percent of problems they reported as correct. As can be seen, and consistent with previously reported results, the mean in the control group (colored white) was the lowest, whereas the mean in the self-report group (colored lightest gray) was the highest. Accordingly, the distribution of reports in the conditions that included the pledge, fine, or both was lower. Most relevant, the percentage of “high extent cheater” (defined as 75% or higher) was largest among the self-report group (32.2%) and was considerably smaller when there was a pledge (13%) or a fine (13.2%); it was the smallest when there were both a pledge and a fine (5.4%). These differences were statistically significant—x2 (4) = 85.56, p < .001—and also remained significant and similar when the threshold for “high extent cheater” was defined anywhere between 60%– 90%. This suggests that the effects of the pledge and/or the fine were evident among participants who exhibited high degrees of cheating as well. 

Discussion
The use of pledges in various legal and organizational contexts is increasingon the rise, but there is still scantthe evidence ofn their efficacy across important dimensions has been scarce. Because of our interestwe are interested in understanding how pledges could be used to replace or complement more restrictive command-and-control regulatory means of enforcing honest conduct, we have focused on how honesty pledges can actually be used as a meaningful regulatory tool to reduce people’s dishonesty. 
We found that ex- ante pledges can reduce dishonesty significantly, considerably, consistently, and even when compared to a (maximumally  possible) fine. The effect of the pledge did not seem to declinedecay  over the (albeit relatively short) period of time we examined in this study, which is consistent with the findings of Jacuemet et al. (2013). Reminding participants about their pledge in the middle of the time interval did improve the level ofnot add to  the reduction in cheating. The effect of the pledge seems not to be restricted to the only highly lawful or obedient participants, as measured by the lawfulness scales used in the follow-up study. Moreover, this pledges’ effects werewas also evident specifically also particularly among those who cheated to a larger extent than others, which is contraryin contrast to the finding of Jacuemet et al. (2020). In the following, we discuss in more detail the theoretical and applied importance of each of these findings, as well as the long-term vision FORof using pledges in regulation policy.  
Expanding the Useage of Pledges 
In many contexts, pledges are used merely as a ceremonial oath intendedthat is supposed to demonstrate a general commitment to ethical conducts (for a review, see, for example, de Bruin, 2016), but not to supplement or replace existing regulatory tools. However, our findings suggest that pledges can also servebecame  as a regulatory tool infor areas in which regulatory supervision is usually required. This difference between the two purposes is very significantimportant, because it giveopens ups the possibility for regulators the option of usingto be able to use pledges as a legitimate policy instrument that couldto  replace existing regulatory means. 
Our study addresses several critical factors that could increase the utility of behavioral-based interventions in challenging regulatory contexts. The first factor is the ability of pledges to work alongside the imposition ofside by side with fines, despite theories of crowding-out theories, which propoundsuggest that fines might undermine the influence of the individual’s moral values on behavior, as discussed earlier (Atiq, 2013; Feldman & Perez, 2012; Rode, Gómez-Baggethun, & Krause, 2015). In our study, we used the maximumal fine we could ethically enforce (denial of all potential bonuses) and found no evidence for crowding out. However, in some cases fines could be larger in some cases, and different sanctions (legal or administrative ones) couldmay be imposedused. We were unable tocould not test such cases in our study, and additional studies should try and expand upon these findings to determinetest whether and when could more severe or different sanctions could crowd- out the effect of a pledge. 
Nevertheless, our findings still provide useful conclusions, because the aim of responsive regulation is not to avoid the use of fines altogether, but rather to enhance the ability of regulators to imposeuse the optimal level of strictness relative to the likelihood of people’s cooperation with certain regulatory interventions (e.g., Mascini & Wijk, 2009). The main limitation of many behaviorally informed regulatory measuresmeans is the lack of certainty associated with them (Black & Baldwin, 2010). In essenceother words, the fact that regulators cannot know in advance how many people will comply withadhere to their interventions forces them to resort to the lowest common denominator of assuming the worst (i.e., assume the worse about people, and not even try to use less coercive), and not give softer regulatory means a chance (Cooter, 1998). Therefore, tThe findings of the current study that suggesting that fines and pledges could work together are therefore highly significant with respectimportant to the ability to use these regulatory means in tandem, thereby enabling the use of pledges even in areas where regulators find some monitoring to be essential. 
Durability of the Effect of Pledges
Our study is one of the few to test the effects of pledges over time and in sequential tasks, and not only in one-timeshot decisions. The only other study that tested sequential behavior withunder pledges focused on bidding behavior in auction experiments (Jacquemet et al., 2013) and not on dishonest reporting. Consistent with that study, we also found that the effect of pledges does not declineay  considerably over time and that reminding participants about their pledges midhalf-way had no marginal contribution to their overall effect. This finding is especially encouraging in light of existing findings about ethical numbing (e.g., Ayal et al., 2015) and ethical awareness (VanSandt, Sheppard, & Zappe, 2006). However, more studies are needed to better understand if and how the effect of pledges might decline ay over longer periods of time, as they mightcould occur in real-life settings. Future research should also examine what happens when there are time intervals between when a pledge is madetaken, and when the specific behavior that needs to be regulated actually occurs. 
Pledges and Heterogeneity 
We speculatedsuspected that a pledge, as a tool that increases awareness ofto the morality of honesty, might be effective only among people who had a stronger personal commitment to morality and ethics. Also, given previous findings (Jacquemet et al., 2020), it was possible that pledges only affected those who cheat to a small or partial degreeextent. Such a finding couldmight have created a disparitymismatch between the type of people that the state is interested in targeting with these new behavioral methods (i.e., people who have low personal morality and whose likelihood of dishonesty is higher) and the type of people whose personal commitment to behave ethically is more likely to have an impact on their response to pledgesm (i.e., people who have high personal morality and would not have lied even without the pledge; Feldman & Smith, 2014). Instead, we found that the effect of pledges was in fact significant across individual differences with respect toin the tendency to follow rules and instructions, as well as between individuals who chose to cheat toeither by either a smaller or greater extents vs. larger extents. These findings suggest that regulators’ fear that some people might still cheat under a pledge conditions—which may justify low levels of trust in pledges—might be unfounded. 
Trust and Beyond Compliance
Perhaps the most important factor to discuss when analyzing the efficacy of pledges is the broader impact of their widespread use on the interaction between the state and regulatees.  The ability of regulatory interventions to enhance trust is one of the most important goals of modern regulatory theory. When analyzing the advantages and disadvantagespros and cons of using measuresns such as pledges, we should examine not onlyneed not be limited to comparing only their short-term consequences, but we should also examine their ability to foster trust;: when people perceive they are being trusted by their government, they may then reciprocate by behaving in a more trustworthy manner (Hardin & Offe ,1999; Murphy, 2008).
Since trust is so important for voluntary compliance (Murphy 2004), adopting regulatory means that are likely to lead to greater trust in the long term should be preferred over similar regulatory instruments that do not enhance trust, even if using the former yieldsmeans from the first kind yield less compliance in the short run. The classic study of Braithwaite and Makkai (1994) on the regulation of Australian nursing homes demonstrates the contribution of measuresinstruments that make people feel trusted (as pledges could do, if they are designed properly), and how their usage leads to the development of goodwill among people as they become accustomed to beinglearn to be more cooperative with authorities. At the same time, clearly the use of a measure based on trust is not merelyjust a tool that can create trust. The creation of trustIt  also requires some prerequisite underlying level of trust, which would otherwise prevent business entities from agreeing to reveal ex- ante what they are about to do. For example, ex- ante pledges might interfere with trade- secrecy constraints which could might prevent the disclosure of information prior to the time in which the regulated behavior is performed (Glaeser 2018).  Policy makers should be sensitive to these limitations when designing the language and the information thatwhich needs to be revealed in pledges.  	Comment by Susan: This is not clear – would deleting the word otherwise accurately reflect your meaning?
Important questions remain about the usage and effectiveness of pledges that need to be answered before this instrumentthey can be relied upon more widely. First and foremost, there is a need for studies to continue examining and replicatinge the experimental effect of pledges. The replication failure of the signing-at-the-top manipulation (Kristal et al., 2020) carries important implications for behaviorally- driven policy making. Changing the placement of the signature is a common-sense-based approach, where the effect seems highly intuitive and easy to implement, which is why policy makers were so eagerfast to accept such a costless change in the design of formshow forms are designed (John, 2018). Changing public policy based on experimental findings needs to be done with caution and flexibilityhumility. For example, it is important to understand how pledges—which in our studies were done with regard to verifiable activities—would work with regard to activities whose postpost hoc verification is either costly or prohibitive (Gneezy, Kajackaite, & Sobel, 2018). Future studies should be designed in such a way that individuals clearly understand where the line between compliance and noncompliance is drawn; testing instructionstested assignments need to make it very clear what would constitute cheating. In reality, however, compliance decisions are far more ambiguous. 
Therefore, the challenge of a well-executed pledge is to disambiguate, both descriptively and normatively, the obligations that people take upon themselves when making their pledge. The design of pledges’ texts should account for the potential negative contribution of ambiguity to ethical behavior by clarifying to people what is the ethical thing to do in a given context. Behavioral ethics research demonstrates that many people engage in self-serving interpretations of both reality and the legal ordinance significance of a given situation (Dana, Weber, & Kuang, 2007), feeling that what they have done could amounts toaccount for compliance, even when in reality, or according the legal framework, it does not (Feldman & Teichman, 2011). Our paper proposes that ex- ante pledges could help overcome these behavioral challenges and ensure that most people would behave in a more ethical manner, thus contributing more to the society’s welfare, and fostering trust between governments and their citizenrypublic. 
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