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Abstract

Can Facebook postings reveal suicide risk of users? This research leverages Artificial Neural Network (ANN) techniques to predict suicidal thoughts, intents, and actions of 1,650 users. The data included 96,309 Facebook postings matched with clinically-valid psychosocial information. Using ELMo for creating text representations, two principle ANN-based models were constructed: A Single-Task Model (STM) (Facebook content → suicide) confirmed that suicidal thoughts can be predicted from Facebook postings, especially among Active Facebook Users (F1-score = 0.567, AUC = 0.608). A Multi-Task Model (MTM), which included also theory-driven risks and depression-related factors (Facebook content → personality traits → psychosocial risks → psychiatric disorders → suicide) confirmed that a hierarchical multilayered model produces substantially improved suicide predictions (F1-score = 0.653, AUC = 0.759). The MTM demonstrated high recall scores (0.923), whereby 91.4% of the test samples were classified accurately (True Positive = 7.9%, True Negative = 83.5%). The joint predictions of multiple, clinically-valid psychosocial factors contribute to the construct validity of the findings (i.e., their link to the theoretical construct of suicide). The use of ELMo, which enables the inclusion of non-words that are popular in social media (e.g., Lollll, OMG, and ) and the ANN models, which extract bottom-up patterns, contribute to the ecological validity of the findings (i.e., their applicability in real-life settings) and improve suicide predictions even when users do not publish explicit, distress-related contents. By laying the ground for the development of a practical suicide-detection tool, this study joins the world-wide efforts to combat and reduce suicide rates.
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Main Text

1. Introduction

Early detection of suicide behaviors is a major priority in developed countries (1; 2). Remarkably, an unprecedented opportunity for suicide detection has emerged with the outburst of Social Networking Technologies (SNTs). Billions of people upload authentic contents to Facebook, Twitter and alike (2), thus providing valuable information regarding their psychiatric and emotional functioning (3). Congruently, contemporary researchers managed to predict several mental health conditions (e.g., 4; 5), including depression (6; 7; 8), the most dominant risk factor for suicide behaviors (9; 10). 
Yet, to date, the existing research that aimed to predict suicide risk directly relied mainly on proxy diagnostic signals, that are: 'tweets' or posts with explicit suicide-related contents, which served as the predictive criteria (i.e., "ground truths") of the detection model (11; 12). For example, the latest workshop in Computational Linguistics and Clinical Psychology (CLPsych 2019) (13) included a "shared task" in which 15 research teams relied on annotated postings from an internet-based support forum named 'Reddit' as their ground truth criterion (14). 
Without external clinically valid measures of suicidal thoughts and behaviors, the existing research on suicide detection from SNTs suffers from (1) low construct validity (i.e., the degree to which the study measures what it claims to be measuring), which challenge the quality of the resulted predictive model and from (2) poor ecological validity (i.e., the degree to which the findings can be generalized to real life settings), which limits the findings to users who publish explicit suicidal contents, usually in online support communities, thus challenging the generalization of their findings to large populations in mainstream social networking sites. Finally, to our knowledge, (3) all of the existing studies on suicide detection from SNTs investigated this topic through the narrow prism of explicit suicidal textual expressions. This is despite the fact that suicide expressions are only a small part of a much more complicated psychosocial phenomenon, which has multiple facilitating and contributing risk factors (15). 	Comment by Liron: Changed so as not to confuse with the in-text citations in parentheses. OK?
The overall goal of the present study is to predict suicide behaviors from social media, while maintaining high levels of construct and ecological research validity. In order to overcome the validity challenges, we applied three complementary methodological strategies: (A) we collected psychosocial data (ground truths) from 1,650 Facebook users, including suicide behaviors, psychiatric disorders, psychosocial risks, and personality traits, using clinically valid psycho-diagnostic questionnaires. (B) We documented a full year time of Facebook activity of these users, which resulted in a dataset of 96,309 Facebook postings. Finally, (C) we constructed Artificial Neural Network (ANN) models that aimed to predict suicide ideation and behaviors from representations of Facebook texts, which are extracted by ELMo (16), contextualized word embeddings (see in the method section).	Comment by Author: The reference “Peters et al., 2018” is incomplete and also missing from the list of references. We have numbered it and copied it over into the list, but please complete the details. 
[bookmark: _GoBack]ANN-based models are especially fit to the task at hand: They can extract "bottom-up" features that do not include explicit references to suicide (17). They provide a simple and effective platform for learning multiple variables jointly (17), thus enabling the analysis of a multilayered psychosocial profile of suicidal individuals. Finally, by using ELMo to create representations of texts, ANN models can also consider non-words inputs, which often appear in social media language (e.g., Mmhhmm, Aahhhaa, shiiiiiit, etc'). A full description of the ANN models is provided in the methods and the experimental-setup sections.
Our first hypothesis (H1) was that Facebook content would include significant signals that could be used for the prediction of externally valid suicide behaviors of Facebook users (Facebook content → suicide). Following the structure of the suicide rating scale used in this study (18), we conducted single task models to predict three types of binary suicide behaviors (outcomes): the existence of Suicidal Thoughts (yes/no), the existence of a more concrete Suicidal Intent (yes/no), and the existence of Suicide Actions in the Past. Additionally, in light of the fact that suicide predictions (i.e., the model outcomes) are generated by the Facebook textual content (i.e., the input of the model), we expected that the quality of the suicide predictions will improve among Active Facebook Users. We therefore implemented each model in two setups, one that included the entire sample and one that included active users only, that is users who published a number of postings that was equal or higher than the median number of postings in the sample. 
To extend our search for suicide behaviors beyond explicit suicidal behaviors, we also administered clinically valid tools that examined three different types of risk factors that are associated with suicide behaviors or with depressive episodes, which in many cases precede the suicide behaviors (10). The most severe risk factor for suicide behaviors is the existence of a psychiatric disorder (11), including mainly major depressive disorder (MDD) and generalized anxiety disorder (GAD), which often appears in comorbidity with MDD (10; 19). Based on cognitive-behavioral views of depression (20; 21), the second set of risks that was chosen is a set of psychosocial risks for MDD. This set included: depressive rumination (brooding), excessive worries (22; 21), feelings of loneliness, and lack of satisfaction with life (23; 24). Finally, the last set included the "big five" personality traits (25), which are relevant in predicting depression, especially in the case of neuroticism, which together with stressful life events, is associated with depressive symptoms (10). From this theoretical view of suicide and depression, our second hypothesis (H2) was that a Multi Task Model (MTM) that manages to predict suicide behaviors, while taking into account all three layers of contributing factors (Facebook content → personality traits → psychosocial risks → psychiatric disorders → suicide behaviors), would yield improved predictions of suicide behaviors compared with the straightforward Single Task Model (Facebook content → suicide behaviors). 
By examining these two hypotheses, we address the three scientific drawbacks described above. The use of a clinically valid tool for measuring suicide behaviors (H1) along with other clinical tools that assess a wide range of psychosocial risk factors (H2), while taking into account the user' level of activity on Facebook, strengthens both the construct validity and the ecological validity of suicide prediction efforts. By acknowledging the multifaceted nature of suicide behaviors, we hope that the findings from the current study could be generalized to large populations and to various SNTs, and that they would enhance the development of practical suicide detection tools online. 


2. Results

2.1. ANN-based Models
To examine the two hypotheses of the study, we construct two ANN-based models (Figures 1 and 2). The architectures of both models consist of identical output and input layers. The input "fed" into the models consists of representations of Facebook texts, which are 1024-dimensional vectors extracted by the ELMo contextualized word embeddings model (16) (see next). The output consists of a single binary (yes/no) variable of suicide. Following the structure of the suicide scale (see in the methods sections), we consider three variants of each model, where the variants differ in their output variable. The three output variables we consider are: (1) the existence of any Suicidal Thoughts, (2) the existence of the more severe Suicidal Intent, and (3) the existence of Suicidal Actions in the past. 
The Single Task Model (STM) aimed to predict suicide behaviors directly from Facebook activities (Facebook content → suicide), without the inclusion of other risk factors. The Multi-Task Model (MTM) aimed to predict a hierarchical combination of multiple factors. Based on the literature on suicide and depression presented above, we constructed a hierarchical "pyramid" of risk factors starting from (1) suicide behaviors at the top and expanding to relevant (2) psychiatric disorders, (3) psychosocial risk factors and (4) personality traits at the bottom (Figure 3).
In the learning phase, each ANN-based model is trained on 70% of the input data (i.e., the Facebook texts), so that it could distinguish between Facebook patterns of suicidal and non-suicidal individuals. De facto, each learning example comprised one of the suicide labels of the participant (e.g., suicidal thoughts) and an average numeric representation of his/her Facebook texts. Then, a hyper-parameter tuning process is conducted on another 15% of the data. Finally, in the test phase, the remaining 15% of the dataset is used to examine the predictive quality of the model. 
2.2. The architectures of the two models
As illustrated in Figure 1, the Single-Task Model (STM) consists of an input and an output layer, which are connected by a set of hidden layers. In contrast, the Multi-Task Model (MTM) contains three additional hierarchically organized auxiliary layers: Facebook content → personality traits → psychosocial risks → psychiatric disorders → suicide behaviors. As illustrated in Figure 2, each auxiliary layer is accompanied by a set of hidden layers, thus forming several "subnetwork". 
The subnetwork located at the bottom of the model (i.e., the personality traits) is activated directly by the input layer (Facebook content), while the subnetworks at the middle (Psychiatric disorders and Psychosocial risks) are activated by the previous subnetwork's output, which is concatenated with outputs from a shared set of hidden layers. The shared set of layers is activated directly from the input layer and they allow the subnetworks to get direct information from the input layer (and not just from the previous subnetwork). This architecture of 'learning a shared set of parameters for multiple tasks' improves prediction performances and reduces potential overfitting (17). Finally, the suicide layer at the top of the model is activated by the output generated from the Psychiatric disorders layer and from the outputs of the shared set of hidden layers (Figure 2). Further description of the roles of each layer is provided in sub-section 3.4.
The loss function of the STM models was a binary cross-entropy:

where  indicates whether participant i belongs to the suicide group () or not (), and  indicates the probability suicide score (a value between 0 and 1) as generated by the model prediction.
The loss function of the MTM was the sum of the output layer's and the auxiliary layers' loss functions:

Where  is the binary cross-entropy loss function like before, and  is the sum of all mean squared errors (MSE) that calculated for any auxiliary variables in the set A={Depression, Anxiety, Brooding, Worry, SWL, Lonely, Open, Conscientious, Extravert, Agreeable, Neurotic}:

As  is a continues variable represents the true score of auxiliary-variable a for subject i, and  is the prediction of the model for this variable.
Both models produce a continuous "probability suicide score" (a value between 0 and 1), for each participant, which is then classified into one of the three dichotomous variables (yes/no for suicidal thoughts, suicidal intent, and suicidal actions in the past), through an optimal threshold learned on development data (see below). 
The textual content of the Facebook postings was encoded using ELMo, a state-of-the-art ANN framework for "Embeddings from Language Models" (16). ELMo comprises a deep language model through multiple bi-directional Long-short-Term-Memory (LSTM) layers, whereby the linear combination of the layers is calculated to a multidimensional vector. ELMo has been shown to produce contextualized word embeddings that are more effective in many Natural Language Processing (NLP) tasks, compared to state-of-the-art non-contextualized embeddings such Golve (26). Furthermore, ELMo is especially relevant to social media language. This is because ELMo is character-based (rather than word-based), thus allowing the system to make representations also to non-words that consist of symbols that do not appear in formal dictionaries as well as expressions that did not appear in the learning phase. Using a pre-trained ELMo model (available at https://tfhub.dev/google/elmo/2), we have extracted a 1024-dimensional embedding vector for each Facebook post in our data through mean-pooling over the contextualized word embeddings generated for the post. The overall textual-activity of the user is represented as the average of its post-level vectors. The resulted 1024-dimensional vector was then used as the input layer of the ANN models. 
2.3.  Evaluation metrics
The ANN models produce predictions about suicide variables of Facebook users. We next describe how we evaluate these predictions against a gold-standard that consists of the true values. Our first quality measure is F1-score, a standard quality measure that takes into account both the precision and the recall scores of the model. The F1 score is calculated as follows. First the predictions of the model are categorizes into one of the four following classes: True Positive (TP), in which a suicidal user is correctly detected (true) by the model as suicidal (positive); False Positive (FP), in which a non-suicidal user is incorrectly detected (false) as suicidal (positive); True Negative (TN) in which a non-suicidal user is correctly determined (true) as not suicidal (negative); and False Negative (FN) in which a suicidal user is incorrectly determined by the model (false) as non-suicidal (negative). These four classes are considered in the calculation of the precision and the recall scores of the models. Whereas precision reflects the proportion of True Positive instances, only from the positive predictions instances [precision = TP/(TP+ FP)]; recall reflects the proportion of True Positive instances from the true positive and the missed detections of False Negative [recall = TP/(TP+FN)]. The balanced F1 score is essentially the harmonic mean of both measures:

and is therefore widely used as the 'measure of choice' in multiple studies. 
Our second quality measure is the Area Under the Curve (AUC). AUC provides an overall estimation for the quality of the model, across all possible classification thresholds. Although the practical usefulness of this measure is limited, it offers an estimate of the quality of the predictions without forcing the researcher to establish a defined threshold for suicide risk.
2.4. Parameter estimation (learning)
The optimization of the model was conducted with batch sub-gradient descent (batch-size 32), using the back-propagation algorithm (27) and the RMSProp optimizer (28) with a momentum parameter of 0.9. The tuning of the hyper-parameters was first conducted to optimize the hyper-parameters with respect to the F1-scores and then to AUC scores. We tuned the following hyper-parameters with a grid-search method: the number of hidden layers {1, 2, 3},[footnoteRef:1] the number of neurons in each layer {16, 32, 64, 128, 256, 512, 1024}, and the type of the activation function {hyperbolic tangent, sigmoid}. The hyper-parameters of the optimization algorithm were the learning rate {0.001, 0.005, 0.01, 0.05}, and the number of epochs {1000, 2500, 5000}.	Comment by Author: This reference to “Tieleman & Hinton, 2012” is also missing from the list. We’ve put the incomplete info into the list, please complete it.  [1:  Note that all the multi-task models have the same number of hidden-layers.  ] 

2.5. Detection performance of suicide
Table 1 demonstrates the detection performance measures of the two models for all three types of suicide behaviors across all users, regardless of their Facebook activity level. Table 2 demonstrates the results of the two models only for participants who had published at least 10 posts on their Facebook timeline. In the following section, we focus on the results regarding the first output variable of suicidal thoughts (i.e., the existence of any suicidal ideation, with or without actual suicidal intent or suicide actions in the past), which demonstrated the highest F1-scores in both models. In support of our first hypothesis (H1), the performance of the Single Task Model (STM) shows that Facebook content includes discernable signals that can be used for the prediction of suicidal thoughts, even when the model is applied to all Facebook users (Table 1), regardless of their activity level (F1-score = 0.533, AUC = 0.567). However, and as expected, the performance measures are improved, when the model is applied only on Active Facebook Users (Table 2) who had at least 10 posts (F1-score = 0.567, AUC = 0.608). 
Most importantly, the inclusion of all risk factors in one Multiple Task Model (MTM) yielded improved predictions of suicidal thoughts (F1-score = 0.537, AUC = 0.602) compared with the STM model (Table 1), especially among Active Facebook Users (F1-score = 0.653, AUC = 0.759) (Table 2). In fact, when applied only among Active Facebook Users, the MTM reached a very high recall score for suicidal thoughts (recall score = 0.923). De facto, the MTM has managed to accurately classify 91.4% of the active users, 7.9% who reported of suicidal thoughts in the CSSRS (True Positive) and 83.5% who did not report of any suicidal thoughts (True Negative) 
These results support our second hypothesis (H2) that a multilayered prediction model consisting of all four levels of risks (Facebook content → personality traits → psychosocial risks → psychiatric disorders → suicide behaviors), would demonstrate improved predictions compared with a single task model that targets suicidal thoughts only. Similar patterns of AUC scores were observed in the models that predicted the two other suicide variables (i.e., suicidal intent and suicidal actions in the past) (.605 - .690). Yet the F1-scores of these models were lower (.256 – .317) (Table 2). 
Finally, we inquired whether all three auxiliary layers (i.e., psychiatric disorders, psychosocial risks, and personality traits) are indeed needed in the MTM to achieve high quality suicide predictions. To address this query we constructed three additional ANN-based models, which aimed to predict suicidal thoughts among active Facebook users. Each one of the three additional models is identical to the STM but with one additional auxiliary layer: the Psychiatric Disorders Model (PDM) adds a layer of MDD and GAD; the Psychosocial Risks Model (PRM) adds a layer of Brooding, Excessive worrying, Loneliness, and Low satisfaction of life; and the Big Five Model (BFM) adds a layer with the personality taxonomy: Extraversion, Neuroticism, Openness to experience, Agreeableness and Conscientiousness. Figure 4 illustrates the architecture of these models through a graphical illustration of the PDM. Table 3 compares the performance measures of these three additional models to the previously reported measures of the STM and the MTM, a Psychiatric Disorders Model (PDM), Psychosocial Risk Model (PRM), and a Big Five Model (BFM). Interestingly, these models did not contribute to the prediction of suicidal thoughts beyond the single task model, thus emphasizing the importance of addressing the more comprehensive psychological profile of the user (Table 4).

3. Discussion 

The overall goal of the current research was to examine whether Facebook data can be used to predict real-life suicidal thoughts, intents, and actions. Specifically, we collected psycho-diagnostic data from Facebook users and cross-examined this information with textual contents of their Facebook status updates from the past year preceding the data-collection date. An ANN-based, Single Task Model (STM) confirmed our first hypothesis (H1) that Facebook postings can predict suicide behaviors, especially when the model is applied among Active Facebook Users. The Multiple Task Model (MTM) confirmed our second hypothesis (H2) that a multilayered prediction model that explicitly accounts for a hierarchy of psychological variables (Facebook content → personality traits → psychosocial risks → psychiatric disorders → suicide behaviors), would produce substantially improved predictions, in comparison with a model that targets suicide behaviors only.
3.1. Theoretical contributions to the validity of suicide detection from SNTs 	Comment by Author: We’ve changed the numbering here, as it seemed incorrect.
The results of this study address major scientific drawbacks in the current state of the literature (4). Perhaps due to the complexity of collecting valid psychological data and the inherent ethical challenges of suicide research, previous works on suicide detection from SNTs did not include valid measures of suicide behaviors and other psychological characteristics of social media users (12; 13). Their construct validity (i.e., the degree to which the study measures what it claims to be measuring) and their ecological validity (i.e., the degree to which the findings can be generalized to real life settings) were therefore limited. The design of the current study, which has been the result of an interdisciplinary work that combined different fields of knowledge (computer science and psychology) contributes both to the construct validity as well as to the ecological validity of suicide prediction efforts.  
The construct validity of the current study's findings (i.e., their link to the theoretical construct of suicide) is high, especially in light of the valid ground truths (i.e., the predictive criteria of the supervised ANN models), which were used to establish the user' suicidality. Moreover, the administration of multiple well-established clinical assessment tools alongside the configuration of a multi task ANN-based model (MTM) anchors the suicide predictions within the theoretical framework of the multifaceted nature of suicide behaviors and their potential risk factors. As opposed to more conventional linear statistical analyses, ANN models are very flexible in modeling multiple variables jointly (17). In the current study we proposed a hierarchical model of risks (Figure 3) that can be associated with suicide behaviors. This hypothetical model does not include each and every possible risk factor. Yet, it serves as a practical aid for accurate detection of suicide. In a way, our deep learning model can be seen as an illustrative imitation of the thinking processes that are applied in traditional, human-based psychological assessment of the multiple risks that are associated with suicide (2).
The construct validity is also indirectly improved by the recruitment of the large sample and the application of the strict data quality assurance protocol (29). First, in light of the fact that machine learning models require large amount of examples to learn from (in our case, Facebook postings), the collection of data from a large sample of users allowed the achievement of high quality predictions. Second, as abovementioned, many of the previous studies that did use valid clinical tools examined small to medium sized research samples (200 ≤ N ≤ 700) (4) with limited quality checks. In contrast, the current study is based on a large, high-quality database, which contributes to the reliability of its results by providing more accurate scores and less errors.
The ecological validity of the findings (i.e., their applicability in real-life settings) is also high, in light of the state-of-the-art language processing and machine learning techniques that were used: the framework of ELMo, which was applied in order to create input text representations and the ANN-based model that consisted of multiple layers of psychiatric and psychosocial risk factors for suicide behaviors (MTM). In contrast to other word embedding techniques such as N-grams, bag of words, and even global vectors for word representations (GLoVe), ELMo creates representations for words within their contexts including textual signs and non-words that are popular in SNT language (e.g., Lollll, OMG, , etc.). Complementing this approach, the configuration of the ANN-based model allows the extraction of bottom-up patterns, which could not be hypothesized a priory. This is noteworthy because, on the one hand, depression, the strongest predictor of suicide behaviors, has been found to be predicted by textual features of Facebook postings, above and beyond other Facebook features (e.g., number of friends, number of postings) (8). Yet, on the other hand, the reliance on explicit distress-related contents as a sole predictor misses many active social media users who suffer from depression, but do not share these experiences explicitly online (29). We therefore encourage researchers to apply ANN multiple task models, which are based on ELMo's textual representations, when they try to detect mental health conditions from social media. By using these computational strategies, researchers might be able to detect suicidal users, even in cases where these users did not publish any explicit, distress-related contents. 
Finally, the ecological validity of the findings is also improved by the focus on the social network of Facebook. Most of the previous works have focused on Twitter (4), where more permissive privacy protection policies enable researchers with easy data collection opportunities. However, Facebook is currently the most popular SNT, with an estimated number of two billion users (3) and its accumulated textual data has already been proven to include valuable personal information (30). Therefore, the current choice to target Facebook enlarges the size of the population, which could benefit from such a detection algorithm. 
3.2. Limitations of the current research
The current study has limitations. Even though our main efforts were directed at the improvement of the validity of suicide detection studies, all the psycho-diagnostic tools of the study basically relied on self-report data from participants. Indeed, this reliance is common in large scale mental health surveys (e.g., (31)). Yet, the construct validity of these scales is not perfect and they cannot replace formal medical assessments of suicide behaviors or of psychiatric disorders that are determined by trained mental health professionals in face-to-face, clinical interviews. In the current study, we specifically chose well-established psycho-diagnostic measures and insured their validity using other validation checks (internal reliability and convergence validity). Yet, we recommend that further studies will also include face-to-face clinical interviews with Facebook users, which will support the validity of the self-report scales.
A second limitation concerns the language-based input of the ANN models, which did not include many other potential Facebook features, such as other people's reactions (e.g., a sign of 'like' or a sad emoji) or the user' images and videos. Although previous work have already shown the superiority of textual contents over other types of SNT signals (8), future studies, which will integrate additional SNT variables are recommended. 
A third limitation relates to the findings of the research. The main promising results of the current study were observed in models that predicted the existence of suicidal thoughts. The F1-scores of the other models that predicted the two severe risk variables (i.e., suicide intent and suicide actions in the past) were significantly lower (F1 scores = .256 - .317) than the F1-scores of the model that predicted suicidal thoughts (F1 score = .653). It is possible that the detection of these high risk individuals has been more complicated learning task because of their relative small proportion in the population (12.4% - 12.5%, compared with the 34.4% of suicidal thoughts, in the current sample).  
3.3.  Practical implications of the current research
The implications of this research extend beyond the above described theoretical contributions. By addressing the abovementioned methodological gaps, the current findings can be generalized to large populations, thus laying the scientific ground for the development of practical and inexpensive suicide detection tools online. Aside from encouraging AUC and F1-scores, the recall score of suicidal thoughts that was observed in the MTM among the Active Facebook Users, was very promising. Although recall scores do not offer a complete picture of the model, and although they tend to come at the expense of potential false alarms, they have significant practical implications because they allow the development of a sensitive detection tool that can accurately identify most of the suicidal individuals (True Positive), assuming that they are active users of social media. 
Moreover, although the AUC measure does not provide concrete estimates for the exact percentage of valid predictions (TP and TN), it gives an overall estimation for the quality of the model without the need to establish a pre-defined threshold for suicide risk. This last characteristic is especially important in suicide predictions because the threshold for suicide behaviors may vary according to the operator's needs. Some operators of the algorithm would prefer a cautious threshold of suicide risk that avoids false alarms (i.e., a threshold that maximizes the precision of the model on the expanse of its recall). Others would prefer a very sensitive model that identifies as many suicidal individuals as it can, even on the expanse of some false alarms (i.e., a threshold that maximizes the recall of the model on the expanse of its precision). Hopefully, the unique multifaceted dataset and the results of this study could accelerate the development of a practical suicide detection tool, which could contribute to the global efforts to combat suicide rates and which will perhaps even (with the risk of sounding naive or corny) save human lives.

4. Methods and Data

The procedure of the study has been approved by the Ethics for Research on Human Subjects Committees at the Technion – Israel Institute of Technology and the Hebrew University of Jerusalem. Following is a description of the tools, the ethical considerations, and the collected data of the current research.  
4.1. Tools and measurements 
Facebook data. A designated Facebook application was developed for the purpose of the current research. Similar to other popular Facebook apps (e.g., Candy Crush), this application extracts data from social media to external data storage, upon the users' explicit authorization. By agreeing to participate in the study and by installing the designated application, participants gave us a one-time authorization to download their Facebook status updates (i.e., Facebook posts) from the past year prior to the beginning of the study. Altogether, the application extracted a total of 96,309 Facebook posts, which were published on the user public timeline. For the purpose of this study, we were only interested in original postings that were generated by the participants themselves (i.e., not other people postings, which were "shared" by the user). The median number of Facebook postings per profile was 10. A total of 1002 participants published at least 10 posts and were therefore marked as 'Active Facebook users'.
Suicide behaviors. Suicide behaviors were measured using the well-established Columbia Suicide Severity Rating Scale (CSSRS; (32)). The CSSRS was originally developed to help clinicians structure their clinical interviews and assess the existence and severity of suicide risk with high levels of accuracy. The scale demonstrated high sensitivity and specificity scores in suicide prediction and had soon become the diagnostic 'tool of choice', both in clinical settings and in empirical research (33; 34). Upon consultation with the principal developer of the C-SSRS (Posner, 28 November 2017, personal written communication), we chose to administer the electronic self-report version of the scale, in light of the fact that the current research examined crowdsourcing participants. The electronic version of the CSSRS has been demonstrated to have psychometric validity and prediction accuracies that are comparable to the original clinician version of the scale (35; 36). 
The scale is consisted of two parts. The first part assessed the very existence of suicide risk and the second part evaluated the severity of the risk. In the first part, participants were asked to complete Item 1 that addressed a 'wish to be dead' ("Have you wished you were dead or wished you could go to sleep and not wake up?") and Item 2 that addressed 'suicidal thoughts' ("Have you actually had any thoughts of killing yourself?”). Only if participants answered "YES" to item #2 on suicidal thoughts, they were then exposed to the second part of the scale that examined the severity of the risk. Item 3 addressed suicidal thoughts with method (“Have you been thinking about how you might kill yourself?”). Item 4 addressed suicidal intent (Have you had these thoughts and had some intention of acting on them?). Item 5 addressed suicide intent with specific plan (“Have you started to work out of worked out the details of how to kill yourself? Do you intend to carry out this plan?”), and Item 6 addressed actual suicide behaviors (“Have you ever done anything, started to do anything, or prepared to do anything to end your life?”). Participants who answered “yes” to this last item were then asked to indicate when they engaged in such behavior (over a year ago, between three months and a year ago, or within the last three months). 
The structure of the CSSRS enables the extraction of three binary (yes/no) variables: The existence of Suicidal Thoughts was determined when participants met the criterion of the first part of the scale; the existence of a Suicidal Intent was determined when participants responded 'yes' to at least one of the items in the second part of the scale; and the existence of Suicidal Actions in the past was determined when the user gave a positive answer to item #6 that addressed actual suicide behaviors. The total continuous score of the scale (i.e., the summation of the positive answers to all six items) serves as another indication for the severity of the suicide risk.
Risk factors for suicide and depression. Detailed description of all the psycho-diagnostic measurements that were used in addition to the suicide scale are is provided in the Supporting Information. In short, Major Depressive Disorder (MDD) was measured using the Patient Health Questionnaire-9 (PHQ-9; (37)). Generalized Anxiety Disorder (GAD) was measured using the GAD-7 (38). Depressive rumination (Brooding) was measured using five items from the Ruminative Responses Scale (RRS; (39)). Excessive worrying was measured using the Penn State Worry Questionnaire (PSWQ) (40). Loneliness was measured using the 10-item version of the UCLA-Loneliness Scale (41). Low satisfaction with life was measured using the Satisfaction With Life Scale (SWLS) (42). Finally, personality traits were assessed using the short version of the Big Five Inventory (BFI-10; (43)). For further information about the scales, see in the supporting information.  
4.2.  Ethical considerations 
Crowdsourcing-based suicide research involves a difficult ethical challenge: how to keep the safety of suicidal participants, without face-to-face interactions. To overcome this ethical challenge, we applied a consensual protocol for suicide research online, which was recently developed by a consortium of experts (Ophir et al., under review). Through the consent form, we informed the participants that we might approach them if their answers would imply that they experience suicidal ideation. Following the research, participants who met the CSSRS criterion for suicidal thoughts (see above) received a designated letter in which we encouraged them to seek help and provided them with a list of mental health services. We chose to approach all the participants who experienced suicidal thoughts, even if the risk seemed relatively minor such as in cases where participants met the suicidal thoughts criterion but not the suicidal intent criterion. This choice derived from the unique privacy settings of MTurk that allows researchers to contact participants without compromising their privacy, thus avoiding the usual trade-off between privacy and safety. The complete description of the protocol (44) and the ethical considerations made in the current research are available by the first author.
4.3.  Data 
The recruitment of research participants was conducted through Amazon's Mechanical Turk (MTurk), a widely used crowdsourcing platform online (45). Inclusion criteria were: owning a Facebook account, living within the borders of the US, and having previous proven experience in MTurk-based studies. Proven experience was defined as past completions of at least 100 MTurk tasks, with a minimum of 95% success rate. The recruited participants read and signed a consent form that described the requirement of the study in detail. They then continued to complete eight self-report psycho-diagnostic measures and were asked to install a designated Facebook application that extracted their Facebook content to external data storage. Upon completion of the study, participants were compensated with a sum of $2 for their participation.  
In light of recent concerns regarding the quality of crowdsourcing-based data, we applied newly developed rigid data quality assurance protocol (46). To avoid bogus responses, we limited the participation to US residents and excluded users with suspicious Internet Protocol (IP) addresses (47). To insure the quality of the unsupervised responses, we implemented a designated inattentiveness scale that comprised eight hidden attention checks. These checks included four types of data-quality measurements (i.e., 'infrequency items', 'time measurements', 'person-total correlation', and 'long string analysis'), which were embedded in the various self-report scales of the study. For further description of the data-quality tools, see (29). 	Comment by Author: This “Ophir, Sisso, Asterhan, Tikochinski & Reichart, in press” reference is incomplete. 

The PNAS guidelines say: 
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A total of 2,692 adult MTurk users (36% female, average age = 34.80 yrs) completed the full survey, of which 236 users had suspicious or non-US IP addresses. From the remaining users, 1,848 users were marked as valid users who passed the eight attention checks successfully. A total of 198 users did not publish any textual status updates (posts) on their Facebook account and therefore could not be included in the current study that focused on predictions from textual contents. The final sample of attentive participants who published at least one Facebook post was therefore 1,650.
Descriptive statistics and zero order correlations of the psycho-diagnostic measures are presented in Table 4. Based on previous works and on the psychological compositions of MTurk samples, we note that the prevalence of mental health issues and especially of major depression is significantly higher in MTurk, compared with the general population (48; 49). Although, high proportions of depression challenge the representativeness of the collected data, with the proper data-quality tools they increase the research accessibility to these relatively rare populations (29). Correspondingly, in the current sample, 568 participants (34.4%) reported of suicidal thoughts in the CSSRS. A total of 204 participants (12.4%) reported of suicidal intent and 207 participants (12.5%) reported of suicidal actions in the past. 	Comment by Author: Reference missing; incomplete info added to list.	Comment by Author: Reference missing; incomplete info added to list. 
Our main usage of the CSSRS was for the creation of these binary (yes/no) variables. However, we also calculated the total continuous score of the six-item scale. As expected, the total score of the suicide scale was positively correlated with all the risk factors examined in the study and especially with depression (r = 0.46). Consistent with the literature on depression described above, the comorbidity between depression and anxiety was very high (r = 0.76) and the four psychosocial risk factors (i.e., brooding, excessive worry, loneliness, and low satisfaction with life) were strongly correlated with depression (Pearson's r ranged from 0.53 to 0.62). The personality trait of neuroticism was also strongly correlated with depression (r = 0.51). 
	Comment by Author: There is an option to include acknowledgments before the references. Since you have not provided any acknowledgments, we have deleted this part of the template.
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Figure 1. Single Task Model (STM).










Figure 1. Single Task Model (STM). 
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Note: LN = loneliness; BR = brooding; WR = worries; SW = satisfaction with life; 
OP = open; CS = Conscientious; EX = extravert; AG = agreeable; NR = Neurotic

Figure 2. Multi Task Model (MTM). 





Note: The bottom of the suggested pyramid consists of the big five personality traits (i.e., openness; conscientious; extraversion; agreeableness; and neuroticism). The middle layers consist of the psychosocial risk factors (i.e., depressive rumination, worries, loneliness, and low satisfaction with life) and the psychiatric disorders (i.e., depression and anxiety), and the top layer consists of the requested output, which is the three types of binary suicide variables (i.e., suicidal thoughts, suicidal intent, and suicidal actions in the past). 
Figure 3. Illustration of the hierarchical "pyramid" of risk factors for suicide.


[image: ]



















Figure 4. The Psychiatric Disorders Model (PDM) – Illustration of models with one auxiliary layer.

Table 1. Detection performance of the two models across all Facebook users.
	Task
	Suicidal thoughts
	Suicidal intent
	Suicidal Actions in the past

	Model
	STM
	MTM
	STM
	MTM
	STM
	MTM

	Recall
	.827
	.841
	.781
	.580
	.785
	.581

	Precision
	.393
	.394
	.122
	.138
	.128
	.142

	F1-score
	.533
	.537
	.211
	.223
	.221
	.227

	AUC
	.567
	.602
	.555
	.571
	.568
	.573


Note: STM = Single Task Model; MTM = Multiple Tasks Model


Table 2. Detection performance of the two models when applied to Active Facebook Users.
	Task
	Suicidal thoughts
	Suicidal intent
	Suicidal Actions in the past

	Model
	STM
	MTM
	STM
	MTM
	STM
	MTM

	Recall
	.714
	.923
	.600
	.684
	.952
	.750

	Precision
	.470
	.505
	.174
	.206
	.155
	.154

	F1-score
	.567
	.653
	.270
	.317
	.266
	.256

	AUC
	.608
	.759
	.606
	.690
	.639
	.605


Note: STM = Single Task Model; MTM = Multiple Tasks Model

Table 3. Performance measures of the PDM, the PRM, and the BFM compared with the performances of the STM and the MTM.
	Task
	Suicidal thoughts
	

	Model
	STM
	PDM
	PRM
	BFM
	MTM

	Recall
	.714
	.824
	.604
	.982
	.923

	Precision
	.470
	.394
	.372
	.380
	.505

	F1-score
	.567
	.534
	.460
	.549
	.653

	AUC
	.608
	.600
	.581
	.607
	.759


Note: STM = Single Task Model; PDM = Psychiatric Disorders Model; PRM = Psychosocial Risks Model; BFM = Big Five Model; MTM = Multiple Tasks Model. 


Table 4. Descriptive statistics and Correlations (N = 1650 attentive users with at least one post).

	
	Suicide
	Depression
	Anxiety
	Brooding
	Worry
	SWL
	Lonely
	Open
	Conscientious
	Extravert
	Agreeable
	Neurotic

	Means
(SD)
	0.8
(1.35)
	6.95
(5.93)
	13.62
(5.48)
	10.54
(3.52)
	49.42
(15.71)
	20.66
(8.14)
	23.42
(6.78)
	7.66
(1.98)
	7.64
(1.86)
	5.53
(2.38)
	6.94
(2.03)
	6.42
(2.44)

	PHQ
	.459**
	
	
	
	
	
	
	
	
	
	
	

	GAD
	.381**
	.760**
	
	
	
	
	
	
	
	
	
	

	Brooding
	.390**
	.624**
	.648**
	
	
	
	
	
	
	
	
	

	Worry
	.331**
	.566**
	.714**
	.645**
	
	
	
	
	
	
	
	

	SWL
	-.360**
	-.534**
	-.449**
	-.458**
	-.423**
	
	
	
	
	
	
	

	Lonely
	.384**
	.599**
	.508**
	.548**
	.490**
	-.607**
	
	
	
	
	
	

	Open
	.072**
	-.005
	.020
	.009
	-.006
	-.012
	-.059*
	
	
	
	
	

	Conscientious
	-.185**
	-.341**
	-.226**
	-.293**
	-.224**
	.269**
	-.302**
	.103**
	
	
	
	

	Extravert
	-.179**
	-.259**
	-.236**
	-.209**
	-.287**
	.273**
	-.395**
	.143**
	.153**
	
	
	

	Agreeable
	-.209**
	-.273**
	-.301**
	-.234**
	-.280**
	.262**
	-.351**
	.040
	.113**
	.199**
	
	

	Neurotic
	.315**
	.506**
	.628**
	.561**
	.779**
	-.393**
	.468**
	-.061*
	-.289**
	-.323**
	-.304**
	


Note: Suicide = the total score of the CSSRS; SWL = Satisfaction With Life scale. Notice that the current research addressed low satisfaction with life whereas the SWL is formulated in a positive manner (i.e., high satisfaction with life). This positive formulation explains the negative correlation between SWL and depression. 
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