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Leveraging the Asymmetry between CPU Design Lifetime and Depreciation
Lifetime to Reduce the Datacenter Total Cost of Ownership

Abstract
To mitigate the degradation of processor reliability due

to transistor aging and extend the lifetime of the processor,
modern server processors typically increase the timing and/or
voltage margins. This mitigation increases the power con-
sumption in proportion to the processor lifetime (e.g., 7–10
years). However, despite modern processors having typical
lifetimes of 7–10 years, the IT equipment-renewal cycle in
many datacenters is 3–5 years.

In this work, we evaluate how modern processors with life-
times longer than the renewal cycle of datacenters affects the
datacenter total cost of ownership (TCO). Toward this end,
we (1) estimate a modern processor’s power consumption and
performance with timing and voltage margins corresponding
to lifetimes of 3 and 10 years, and (2) input the power and
performance values into a TCO calculator.

Our analysis shows that the TCO of a 30 000-server data-
center decreases by 4.3% if we reduce the server processor
lifetime from 10 years to 3 years. This technique would re-
duce TCO even more if applied to more IT equipment, such as
datacenter switches.

1. Introduction
In the past decades, the semiconductor industry has continu-
ously propelled VLSI technologies toward extraordinary fron-
tiers. This progression has been accompanied by several sig-
nificant trends; for example, new process nodes have minia-
turized transistors to nanometric dimensions. Novel three-
dimensional integration techniques now stack multiple layers
of integrated circuits (ICs), allowing for increased functional-
ity and improved performance with a smaller footprint. New
devices and materials have pushed performance and offer in-
creased energy efficiency. Unfortunately, such developments
have made semiconductors more vulnerable to reliability is-
sues, specifically those triggered by transistor aging. The grad-
ual decline in a transistor’s performance over time is known
as “transistor aging” and is caused by hot carrier injection and
bias temperature instability (BTI) [39, 10, 8, 35, 38]. This
study focuses on BTI, which is the primary aging mechanism
in modern ICs [13, 35, 24, 9].

Transistor aging increases the threshold voltage, which in-
creases the switching delay and degrades transistor perfor-
mance. The degree of transistor aging depends strongly on
the mission profile, which represents the specific operational
conditions and workload requirements that datacenter ICs are
designed to handle. It includes factors such as the type and

intensity of computational tasks, the duration of each task,
and the operating temperature [5, 9]. Common approaches
for mitigating transistor aging include imposing extra timing
margins on the clock cycle time, increasing the operating volt-
age, or a combination of both [14, 26, 44]. However, adding
extra timing margins on the clock cycle would require faster
logic elements, such as low-threshold voltage (low-Vt) cells,
leading to an increase in leakage current and energy consump-
tion. Similarly, increasing the operating voltage increases not
only the leakage current but also the switching current, further
increasing the energy and power consumption [26, 37]. Apart
from the power impact, transistor aging also increases the
complexity of IC design, which significantly affectst the time
to market [36]. Therefore, transistor aging significantly affects
the total cost of ownership (TCO) of large-scale computing
systems, especially those of datacenters.

With the growing reliance on digital technology and the
need for supporting critical business functions and enabling
the seamless flow of information, the scale of datacenters
has increased dramatically over the years. Today, datacenters
house large-scale computer servers and offer a wide range
of services, including cloud storage, data analytics, and web
hosting. The cost of building, operating, and maintaining
a datacenter is substantial, with factors such as energy con-
sumption, cooling, and reliability contributing to the overall
cost.

Previous studies [18, 31, 11, 30, 42] suggest using a blend
of cost models to evaluate datacenter expenses, encompassing
infrastructure, servers, networking equipment, operating and
maintenance costs, and staff expenses. In this paper, we argue
that the cost of transistor aging, which has yet to be considered
by hyperscaler operators, significantly affects the following
datacenter cost models:
1. Today, datacenter IC vendors typically assume conserva-

tive lifetime requirements and operating conditions, which
require excessive aging margins in clock cycle time or
operating voltage to compensate for the speed degrada-
tion over time, resulting in a significant increase in power
consumption. For instance, CPU vendors often assume
lifetimes of 5–10 years for datacenters and hyperscalers,
with an operating temperature range of 90–125 ◦C, but, in
practice, datacenter servers operate at lower temperatures
and depreciate within 3–5 years [28]. Similarly, network
IC vendors assume lifetimes of 10 years and an operating
temperature range of 105–125 ◦C. However, in datacenters,
these components typically depreciate within 4 to 5 years



and operate in relatively relaxed thermal conditions [28].
As a result, transistor aging increases infrastructure costs
related to datacenter power distribution and cooling equip-
ment. Additionally, it increases electricity costs for servers,
networking equipment, and cooling.

2. Overdesign assumptions for transistor aging can increase
the design complexity of datacenter ICs and thereby impact
not only server and network costs but also the time to
market.

3. Reliability considerations may also affect maintenance and
staff expenses. The reduced lifetime of datacenter ICs in-
creases the need for repairs. However, ICs with extended
lifetimes and higher power consumption increase the num-
ber of personnel needed to support power and cooling in-
frastructure.

This study proposes a model that accurately and adaptively
determines the aging margins needed to comply with the re-
quired IC lifetime and mission profile in datacenters. Our
approach reduces the TCO of datacenters by providing hyper-
scale operators with different trade-offs between IC lifetime,
design complexity, performance, energy consumption, and
operating conditions. This is shown in Figure 1, which illus-
trates possible ranges for IC operating condition for voltage,
frequency, and temperature in datacenters. Examples of two
types of ICs are shown: Chip 1 and Chip 2. Chip 1 includes dif-
ferent stock keeping units (SKUs) shown as IC1–IC5, where
IC1 is designed for the nominal target parameters of 10 year
lifetime, maximum operating temperature T , and a nominal
voltage V . Figure 1 presents a qualitative example of four dif-
ferent SKU flavors for IC1 that makes the following trade-offs
to reduce lifetime to 3 years:
1. IC2 increases the clock frequency, which improves perfor-

mance compared with IC1 but at the expense of a reduced
lifetime of 3 years.

2. IC3 trades off reduced lifetime against operating at lower
voltage, which reduces both dynamic and static power con-
sumption.

3. IC4 combines moderate voltage reduction and frequency in-
crease, thereby achieving a moderate performance increase
and reducing both static and dynamic power consumption.

4. IC5 operates at a higher clock frequency than IC1, reducing
its lifetime and lowering its operating temperature.

Chip 2 is designed and manufactured with the same nominal
conditions as Chip 1 except for the lifetime, which is 3 years.
In this case, Chip 2 is designed with a smaller clock cycle
time aging margin and therefore uses slower logic elements,
resulting in less leakage current than Chip 1.

Our experimental analysis uses the estimation and explo-
ration TCO tool from Ref. [18] to provide qualitative and
quantitative guidelines of datacenter design decisions with
respect to TCO while taking into account aging considerations.
Our experimental analysis examines several SKU flavors, such
as those in Figure 1 for Chip 1. In addition, we offer a sensitiv-
ity analysis of transistor aging design margins, which includes

Figure 1: IC lifetime, frequency, operating voltage, and temperature
trade-offs.

both clock cycle time and voltage margins, and their impact
on power consumption at the design stage (e.g., Chip 2). The
data acquired for this analysis is used by the TCO tool to an-
alyze the suggested IC options with reduced lifetime. As a
case study, we choose a RISC-V core to demonstrate the sug-
gested analysis. Our TCO analysis considers a single server,
a small-scale datacenter, and a large-scale datacenter with a
variable number of servers. The experimental results show
that reducing the lifetime of datacenter ICs from 10 to 3 years
reduces the normalized TCO per queries per second (QPS)
for a single server, a small-scale datacenter, and a large-scale
datacenter by up to 4%, 5.2%, and 5.4%, respectively.

As part of our experimental analysis, we also examine how
aging affects the datacenter CO2 footprint. Our analysis indi-
cates that reducing the IC lifetime from 10 to 3 years not only
reduces energy consumption and TCO but also reduces the
CO2 footprint by up to 10%, which mitigates climate change,
lowers greenhouse-gas emissions, and promotes a more sus-
tainable and environmentally friendly operation. Additionally,
reducing CO2 emissions aligns with regulatory requirements,
corporate social responsibility goals, and the increasing de-
mand for energy-efficient and environmentally conscious prac-
tices in industry.

This paper makes the following primary contributions:
1. We introduce a new model to adaptively determine the

clock cycle time and voltage aging design margins for
datacenter ICs based on their lifetime and mission-profile
requirements.

2. We demonstrate how various SKUs with different design
targets allow trade-offs between IC lifetime, operating volt-
age, temperature, and frequency.

3. We use a RISC-V core as a case study to perform a sensi-
tivity analysis and demonstrate how clock cycle time and
voltage aging margins affect overall chip power.

4. Our experimental analysis using the the estimation and
exploration TCO tool indicates that we can decrease by
more than 5% the normalized server TCO per QPS and
reduce the CO2 footprint by 10%.

The remainder of this paper is organized as follows: Section
2 presents the background for the study. Section 3 introduces
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the proposed adaptive aging model. Section 4 presents the
experimental analysis. Section 5 presents prior works. Finally,
Section 6 summarizes the study and our conclusions.

2. Background
This section overviews the background information regarding
transistor aging and its relationship to IC power consump-
tion. In addition, we discuss how common BTI-mitigation
approaches affect power and thermal conditions.

2.1. Transistor aging

The deterioration of transistors over time, known as transistor
aging, is mainly governed by BTI, which occurs when a static
voltage (representing a constant logical state) is applied to
the gate of a transistor with no current flow for an extended
period, typically ranging from 10 s to several weeks [40].
BTI increases the transistor threshold voltage, which results
in a longer switching delay. The reaction-diffusion model is
commonly used to represent the ∆Vth shift as a result of BTI
[40]. The increase ∆Vth due to BTI stress is

∆Vth =CT e−Ea/kBT t1/n, (1)

where CT is a technology-dependant constant, n is the time
exponent, Ea is the activation energy, T is the operating tem-
perature, kB is the Boltzmann constant, and t is the overall
time. Equation (1) indicates that a significant fraction of the
∆Vth shift occurs early in the IC lifetime. For example, approxi-
mately 70% of the ∆Vth degradation occurs within the first year
of a 10-year-lifetime IC. Additionally, Equation (1) demon-
strates a strong relationship between the operating temperature
and the shift in threshold voltage. An operating temperature
of 105 ◦C will result in a ∆Vth that is approximately 2.5 times
larger compared with 90 ◦C.

The relation between the propagation delay tpd of logical
elements and the transistor threshold voltage Vth is provided
through the alpha power law [34]:

tpd ∝
VDD

(VDD −Vth)α
, (2)

where VDD is the operating voltage and α ≈ 1.3 is the velocity
saturation index. The combination of Equations (1) and (2)
expresses the propagation delay that occurs when considering
aging degradation.

2.2. Static and dynamic power

The power consumption of CMOS circuits consists of two
main categories: dynamic power and static power [32, 17].
Dynamic power is further divided into switching power and
short-circuit power. This section explains the parameters that
affect power consumption in these categories.

2.2.1. Dynamic power

Dynamic power is consumed by circuit activity and depends
mainly on the circuit activity factor, circuit capacitance, clock

frequency, and supply voltage. The two main sources of dy-
namic power consumption are short-circuit power and switch-
ing power.
Short-circuit power is the power dissipated during the brief
transitional period when both the n and p transistors of a
CMOS gate are “on.” Short-circuit current typically represents
about 10%–15% of the total power consumption.
Switching power is the power dissipated due to switching the
transistor from 0 to 1 and vice versa.

Dynamic power can be estimated as follows

Pdynamic = AF ×C×V 2 ×F (3)

where AF is the activity factor, C is the load capacitance, V is
the supply voltage, and F is the operating frequency.

2.2.2. Static power

Static power is consumed due to the transistor leakage currents
while they are “off.” The leakage power is the leakage current
(Ileakage) times the supply voltage V (i.e., Pleakage = IleakageV ).
The leakage current (Ileakage) has five main current sources:
subthreshold leakage, junction reverse bias current, gate-
induced drain leakage, punch-through current, and gate tun-
neling current [32, 29].

2.3. Effect of BTI-mitigation approaches on power and
thermal conditions

One of the common techniques to mitigate transistor aging
is to increase the circuit supply voltage. Doing so reduces
the propagation delay due to the BTI’s increase in threshold
voltage (as discussed in Section 2.1). However, increasing the
supply voltage to alleviate the effect of BTI has drawbacks.
The static and dynamic powers are exponential and quadratic,
respectively, proportional to the supply voltage. Therefore,
increasing the supply voltage significantly increases the power
consumption. Additionally, the power increase increases the
circuit temperature, which degrades the performance of ther-
mally limited systems, such as datacenter servers [15].

Another approach for mitigating transistor aging is to im-
pose tighter timing constraints on the clock cycle time. For
instance, if we assume a clock cycle time of 1 ns and antici-
pate a 10% degradation over the lifetime of the IC, it would
be necessary to tighten the clock cycle time in the physical
design implementation to 0.9 ns. Such an approach involves
the usage of fast low Vt logical cells, which may exhibit high
leakage power. However, this approach increases the develop-
ment time of the physical design stage, potentially delaying
the time to market.

2.4. Datacenter total cost of ownership

Total cost of ownership (TCO) is a key optimization metric
for datacenters [23]. The TCO consists of two main costs:
(1) capital expenses (CAPEX) and (2) operational expenses
(OPEX). CAPEX include the cost of acquiring a building,
the power costs, including electricity payments, the cost of

3



acquiring cooling equipment, and the cost of acquiring servers,
including all their components and networking equipment.
OPEX include operation power and maintenance costs.

Existing TCO models [18, 31, 11, 30, 42, 23, 19, 22] esti-
mate the TCO by summing the datacenter infrastructure cost
(Cinfrastructure), the server acquisition cost (Cserver), the network-
ing equipment cost (Cnetwork), the power cost (Cpower), and the
maintenance cost (Cmaintenance):

TCO =CAPEX +OPEX ,

CAPEX =Cinfrastructure +Cserver +Cnetwork,

OPEX =Cpower +Cmaintenance.

(4)

Although these tools take into account several datacenter
parameters, such as server performance, power, cost, age,
and mean time to failure, they do not explore how processor
lifetime due to transistors aging affects the datacenter TCO.

3. An Adaptive Model for Transistor-Aging Mar-
gins in Datacenters

This section presents an integrated model that adaptively de-
termines the necessary aging design margins for datacenter
ICs based on their specific lifetime and mission profile re-
quirements. Unlike common existing design approaches that
assume worst-case scenarios, the proposed approach avoids
over-designing ICs for datacenters, thereby reducing datacen-
ter TCO and minimizing their carbon footprint.

By using Equation (2), the ratio Rtpd of the propagation de-
lay of aged logical elements to fresh elements can be expressed
by

Rtpd =
tpd aged

tpd fresh
=

(VDD −Vth)
α

(VDD −Vth −∆Vth)α
=

(
1− ∆Vth

VDD −Vth

)−α

.

(5)
Additionally, by combining Equations (5) and (1), we can

express Rtpd as

Rtpd =

(
1− CT e−Ea/kBT t1/n

VDD −Vth

)−α

. (6)

Figure 2 presents a set of curves illustrating the shift in
logical cell delay over a lifetime range of up to 10 years. The
curves assume constant operating junction temperatures of 60,
70, 80, 90, 100, and 105 ◦C. Note that the speed degradation
is proportional to the lifetime raised to the power 1/n and
to an exponential dependent on the operating temperature.
For example, when operating at 105 ◦C, a three-year lifetime
incurs an 8% speed degradation, whereas a 10 year lifetime
degrades by 10%. However, when operating at 90 ◦C, speed
degrades by 2.2%–2.6% after a two to three years, whereas
the degradation is 4% for a 10 year lifetime.

As opposed to IC vendors, who typically specify chips un-
der worst-case conditions (e.g., 10 year lifetime and junction
temperatures of 105 ◦C), datacenter ICs operate under different

Figure 2: Logical cells delay shift during lifetime at different operat-
ing temperatures.

workloads and temperatures. The mission profile is commonly
used as a simplified representation of all relevant passive and
dynamic load conditions to which a population of computa-
tional elements is exposed during its entire life cycle [7]. Two
possible examples of a datacenter mission profile [41, 20, 33]
are given in Table 1.

Mission Profile 1 [%] Mission Profile 2 [%]
Tj[ ◦C] Active Passive Active Passive

25 0% 0% 0% 50%
30 0% 0% 0% 0%
40 0% 48% 3% 0%
50 0% 0% 3% 0%
60 35% 0% 8% 0%
70 16% 0% 5% 0%
80 1% 0% 4% 0%
90 0% 0% 28% 0%
100–105 0% 0 % 0% 0%

Table 1: Possible mission profiles of datacenters.

Given that datacenters operate on different workloads and
temperatures, we suggest a model based on the Arrhenius
equation [25] [see Equation (7)] to determine the aging degra-
dation under changing conditions. The original Arrhenius
equation serves to determine thermal acceleration factors for
time-to-failure distributions of semiconductor devices:

AF = exp
[

Ea

kB

(
1
Ts

− 1
Tt

)]
, (7)

where AF is the acceleration factor due to changes in tempera-
tures, Tt is the absolute temperature of the tested system, and
Ts is the absolute temperature of the system.

The proposed model searches for an effective constant tem-
perature Teff, which produces an aging degradation equiva-
lent to the degradation induced by the mission profile. Let
{Ti}, i = 1,2, . . . ,N denote the set of operating temperatures
in the mission profile. For example, T1 = 25 ◦C and T2 = 30 ◦C
for the mission profile presented in Table 1. Let AFi be the
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acceleration factor for temperature Ti:

AFi = exp
[

Ea

kB

(
1
Ti
− 1

Tt

)]
. (8)

Let Pi denote the percentages of time that an IC is at a tem-
perature Ti, and let AFeff be the effective acceleration profile
that corresponds to the IC mission profile [7], as described in
the following equation:

AFeff =
n

∑
i=1

AFi ×Pi =
n

∑
i=1

Pi exp
[

Ea

kB

(
1
Ti
− 1

Tt

)]
. (9)

We can also express AFeff by assuming Ts = Teff as shown
by the following equation:

AFeff = exp
[

Ea

kB

(
1

Teff
− 1

Tt

)]
. (10)

We can extract Teff by combining Equations (9) and (10):

Teff =

{
1
Tt

+
kB

Ea
ln

n

∑
i=1

Pi exp
[

Ea

kB

(
1
Ti
− 1

Tt

)]}−1

. (11)

For example, for mission profile 1 and mission profile 2
from Table 1 we obtain Teff = 57.3 ◦C and Teff = 73 ◦C, respec-
tively. Teff can then be assigned to Equation (6) to calculate
the degradation ratio:

Rtpd =

(
1− CT e−Ea/kBTefft1/n

VDD −Vth

)−α

. (12)

As illustrated in Figure 2, the aging degradation for Teff =
57.3 ◦C is nearly 0.3% while Teff = 57.3 ◦C will be degraded
by 0.7% assuming a 3 year lifetime.

The proposed model shows that, given an mission profile,
the degradation of the aging speed can be significantly less
than the worst-case assumption of IC vendors assuming an
operating temperature of 105 ◦C. The effective temperature,
which is calculated by the proposed model for a given mission
profile, can potentially relax aging margins, reduce datacenter
TCO, and reduce the CO2 footprint.

4. Experimental Explorations
Our experimental analysis explores the trade-offs between IC
lifetime, design complexity, performance, energy consump-
tion, and operating conditions for datacenter TCO. Our analy-
sis consists of two stages.

The first stage is a sensitivity analysis of transistor aging
design margins for power consumption and includes the fol-
lowing:
1. The impact of transistor aging clock cycle time margins on

power consumption. This analysis focuses on the lifetime
of new ICs at the design stage.

2. The impact of operating voltage aging margins on existing
ICs.

In the case study, we use a RISC-V CPU core and perform
full synthesis, place-and-route, and power analyses.

In the second stage, we explore the trade-offs between life-
time, voltage, and frequency for datacenter TCO per QPS
and CO2 footprint. We examine various possible IC SKU op-
tions in conjunction with a redesign of new ICs with reduced
lifetime assumption, as described in Table 2.

The IC1 option involves a baseline 10-year-lifetime server
operating at 1 V with a 2 GHz clock frequency. IC2 is a simi-
lar alternative for a 3-year-lifetime server but with a 2.2 GHz
clock frequency. IC3 considers the same server as IC1 but
operating at 0.93 V and with a reduced lifetime of 3 years. IC4
combines IC2 and IC3 by considering a slightly lower voltage
in conjunction with a slightly higher clock frequency. IC6 con-
siders a new server design with a reduced lifetime of 3 years
in conjunction with reduced clock cycle time aging margins
but operating under the same nominal conditions as the base-
line option (IC1). Additionally, we added to the analysis two
more configurations (IC6-5% and IC6-10%, corresponding to
a reduced processor cost of 5% and 10%, respectively, relative
to the IC1 processor cost). These configurations show the cost
savings achieved by relaxing lifetime requirements.

These scenarios are discussed in detail in section 4.2, which
more thoroughly analyzes the trade-offs. Our analysis covers
a single server, a small datacenter, and a large datacenter with
a variable number of servers.

4.1. Impact of transistor aging on power

The sensitivity analysis uses the CV32E40P RISC-V CPU
core1 [1] to examine how transistor aging design margins af-
fect the power consumed. We conduct full synthesis, place and
route, and timing analyses and simulate the power consumed
by the RISC-V core in a 28 nm process node. The synthe-
sis, place-and-route, and power analyses were done using
Cadence® GenusT M , InnovusT M , and JoulesT M , respectively.
Table 3 summarizes the physical design parameters of our
experiments. The physical design flow incorporates a multiple
threshold voltage design flow (multi-Vt), which is widely used
by common EDA tools to optimize both power consumption
and performance. In this approach, transistors with different
threshold voltages are selectively used in different parts of
the design based on their specific requirements. For exam-
ple, standard Vt (SVT) transistors are used in regions where
power efficiency is the primary concern, whereas low-Vt (LVT)
transistors are used in areas that require high performance.

Figure 3 illustrates a sensitivity analysis showing how the
clock cycle time aging margin depends on the leakage power
and LVT cell count. The aging margin represents an additional
guardband applied to the CPU clock cycle time, which corre-
sponds to different lifetime targets. A higher aging margin and
longer lifetime target increase the leakage power, primarily
because of a significant rise in the number of LVT cells. For

1https://github.com/AI-Vector-Accelerator/cv32e40p
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IC Product Nominal voltage F [GHz] fs fd Lifetime (years)
IC1 1 2 Ps Pd 10
IC2 1 2.2 Ps 1.1 Pd 3
IC3 0.93 2 0.7 Ps 0.8649 Pd 3
IC4 0.96 2.10 0.9 Ps 0.9676 Pd 3
IC6 1 2 0.8 Ps 1 Pd 3

Table 2: Possible trade-offs between lifetime, operating voltage, and temperature in a datacenter for different IC products. Ps is the static CPU
power consumption and Pd is the dynamic power consumption.

Figure 3: Leakage power and LVT cell count sensitivity analysis with
respect to clock cycle time margin.

instance, increasing the clock cycle time margin by 10% (cor-
responding to a 10 year lifetime) produces an 11% increase
in leakage power and a nearly 45% increase in the number of
LVT cells. However, a 2% increase in the clock cycle time
margin (corresponding to a 3 year lifetime) produces only a
2.6% increase in leakage power and only a 5% increase in the
number of LVT cells.

Our experimental analysis also includes a sensitivity anal-
ysis of dynamic and static power consumption for a range
of operating voltages (see Figure 4). Leakage power grows
exponentially with operating voltage, whereas dynamic power
consumption is proportional to the voltage squared. For ex-
ample, the IC3 IC product from Table 2, which operates at
0.93 V, decreases static power by 30% and dynamic power by
more than 13% compared with the baseline IC product (IC1).
In addition, IC4 operating at 0.96 V decreases static power
by 10% and dynamic power by more than 3% relative to IC1.
The dynamic power of IC4 also takes into account that it runs
5% faster than IC1.

In the second stage, we use the data acquired from this
section and evaluate how it affects the TCO of datacenters.

Physical design parameter
Process node 28 nm
Nominal voltage 1 V
Junction temperature 105 ◦C
Clock frequency 366 MHz
Standard cell library SVT and LVT
Clock cycle time margins 0%–10%
Voltage range Vnom −10%, Vnom, Vnom +10%

Table 3: Physical design parameters.

Figure 4: Leakage and dynamic power sensitivity with respect to
VDD margin.

4.2. Total cost of ownership analysis

TCO is a holistically optimized metric that can be used either
at the design time of a system or at run time to compare the
cost efficiency of solutions. This paper uses TCO to explore
the benefits of customizing transistor aging design margins
based on specific lifetime requirements. TCO is determined by
the sum of CAPEX, which includes all costs such as building
and cooling acquisition and server costs, and OPEX, which in-
cludes operational power costs (both static and dynamic), per-
formance costs, and maintenance costs (based on the system’s
reliability requirements). In this analysis we mainly explore
OPEX that can be used to adjust run-time parameters such as
voltage and frequency based on a given aging requirement. For
comparison purposes we assume that the initial CAPEX are
the same for all configurations explored. Operational expenses
are determined by the sum of the power cost (Cpower) and main-
tenance cost (Cmaintenance) [18, 31]. Cmaintenance encapsulates
the redundant components needed to satisfy the availability
requirements and is mainly affected by the mean time to fail-
ure (MT T F), mean time to repair (MT T R), and temperature
based on the Arrhenius function [Equation (7)]. Conversely,
Cpower is strongly affected by the total server power, the power
usage effectiveness of the data center and the electricity cost
per kW h. For this analysis we consider both peak and idle
power. Thus, to estimate TCO based on the average power,
we use the following equation for the CPU component (and
for all the other components):

Pavg CPU = (uPpeak CPU)+ [(1−u)Pidle CPU], (13)

where Ppeak CPU is the peak CPU power consumption, Pidle CPU
is the idle CPU power consumption, and u is the average
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IC Product Pi (W) Pa (W) #QPS Processor cost ($)

IC1 85 99 379 747 600
IC2 87 102 387 097 600
IC3 63 75 379 747 600
IC4 78 91 382 166 600
IC6 72 86 379 747 600

IC6-%5 72 86 379 747 570
IC6-%10 72 86 379 747 540

Table 4: CPU information for each IC product. Pi is the CPU idle power consumption, Pa is the CPU active power consumption, and QPS is the
number of queries per second with the 400 µs constraint.

Figure 5: Single server normalized with IC1 (a) cost including average power, (b) cost including peak power, (c) cost per QPS including
average power, (d) cost per QPS including peak power.

utilization. For TCO estimations based on the peak power
consumption the utilization can be set to unity. In this paper
we analyze how both peak and average power affect the TCO
to capture small- and large-scale facilities.

To evaluate all configurations presented in Table 2, we
use Skylake servers running Memcached [12], which is a
lightweight distributed in-memory object-caching system (key-
value store) used to accelerate user-facing applications with
stringent latency requirements by alleviating database load.
We ran Memcached in real machines using a cluster of six
nodes, one node for the server process and five nodes for
client processes running the mutilate load generator [27] that
recreates the ETC workload from facebook [6]. In these exper-
iments we disabled turbo mode and core and uncore frequency
dynamic scaling and set the frequency at 2 GHz for both core
and uncore components. We also disabled c-states (C0) and
p-states to provide comparable power and performance values
for all IC products. To monitor idle and active CPU power we

use turbostat. We ran each experiment five times for each IC
product (IC1–IC6) and each time we collected the 99th tail
latency and peak CPU power. The final power, temperature,
and tail latency results are calculated by removing the mini-
mum and maximum values and averaging the three remaining
values. For this analysis we assume a 400 µs constraint on the
quality of service end-to-end, 99th tail latency application.

For the datacenter and server costs (DRAM, CPU, SSD,
and other components) we use available industrial data [3,
2, 4]. For IC products 1–4 and 6, Table 4 shows the CPU
idle power consumption (Pi), CPU active power consumption
(Pa), the number of queries per second (QPS) with the 400 µs
constraint, and the processor’s cost in USD. To monitor Pa for
IC1 we ran Memcached, as described above, at 2 GHz core
frequency, and we monitored the CPU power on the server
node. For idle power we monitored CPU power when the
server was idle at 2 GHz core frequency on the server node.
To estimate Pa for all the other IC products we use the power
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factors given in Table 2 in the following equations:

PaICx = fsPs + fdxPd + fdkPd, (14)
PiICx = fsPs + fdkPd, (15)

where PaICx and PiICx are the estimated active and idle power
for each IC product, respectively. Ps is the static CPU power
consumption, Pd is the dynamic power consumption, and x and
k are the percentage of active power when the machine is idle.
To estimate Ps we monitor the CPU power when the server is
idle with the C1 c-state enabled to stop the CPU clocks from
capturing the leakage power.

The number of QPS in Table 2 is the total number of QPS
served by the 400 µs 99th tail latency threshold. Since the
different IC products in Table 4 keep the power within the TDP
limit, we conservatively2 assume that the dynamic temperature
Td is unchanged compared to the baseline product. Finally,
the processor cost is taken from publicly available data for
an Intel core i7 processor [3]. For the last two configurations
(IC6-%5, IC6-10%), we applied a percentage cost reduction
at the respective percentages on the initial value of $600.

To analyze the TCO we leverage the TCO tool from Ref.
[18] providing as input to the tool all the parameters from
Table 4 and many others.

4.2.1. Single server cost analysis

We first analyze the cost and cost per QPS for all IC prod-
ucts assuming a single server. Figures 5(a) and 5(c) present
the estimated normalized cost and cost per QPS, respectively,
taking into account the average power, as shown in Eq. (13).
Additionally, Figures 5(b) and 5(d) show the estimated normal-
ized cost and cost per QPS, respectively, taking into account
the peak power consumption. For the single server analysis,
we exclude infrastructure, network, and maintenance because
these components are applicable only to larger-scale datacen-
ters. Figure 5(a) shows that the IC2 configuration is not a good
option because it increases the cost more than IC1 because of
the higher power consumption. However, Figure 5(a) shows
that, including the QPS, IC2 provides approximatley a 1.8%
savings compared with the baseline (IC1). Figures 5(b) and
5(d) express cost numbers very similar to the graphs that take
into account average power consumption [Figures 5(a) and
5(c)] for estimating the TCO.

For the remaining analysis, we include the peak power
consumption.

4.2.2. Analysis of datacenter total cost of ownershiop

In this case study, we investigate how the TCO per QPS of
each configuration is affected in a large datacenter with 30 000
servers. Figure 6(a) shows the TCO per QPS normalized by
IC1 for all the IC products for a datacenter with 30 000 servers.
Figure 6(a) is similar to Figure 5(d) in that it shows that IC3

2A product that operates at lower power than the baseline dissipates less
heat so it operates at a lower temperature than the baseline.

is the preferred product because it provides a lower TCO per
QPS for a large-scale datacenter. Moreover, the savings of
a larger-scale datacenter increase with datacenter size. For
example, IC6-10% provides the best TCO per QPS with a 4.3%
improvement over the baseline. The second-best configuration
is IC3%, which delivers an improvement of almost 3.8%. IC3
provides the highest OPEX per QPS, as shown in Figure 6(b),
because it has a lower active power (see Table 4).

4.2.3. Impact of different IC products on CO2 footprint

This analysis explores how IC products affect the CO2 emis-
sions. Figure 7 presents the normalized CO2 per QPS emission
per year. The results show that IC1 emits more CO2 per QPS
than all other configurations, whereas IC3 and IC4 reduce
the CO2 emissions by up to 14% and 5%, respectively. Ad-
ditionally, the CO2 emissions for IC6, IC6-5%, and IC6-10%
decrease compared with the baseline (IC1) by almost 8%. This
result is explained by the strict correlation of power consump-
tion with CO2 emissions: the higher the power consumption,
the higher the CO2 emissions.

Overall, the results of this analysis show that most ICx
configurations that operate at lower voltages outperform the
baseline configuration (IC1) and significantly reduce the TCO
per QPS (up to 4.3%). Such reductions represents a cost
savings of about $103 323 per month for a datacenter hosting
30 000 servers.

5. Related Work
This paper shows how over-provisioning modern processors
with higher reliability margins than the actual lifetime affects a
datacenter’s TCO. Several prior works discuss how processor
design parameters affect datacenter TCO (see, e.g., Refs. [31,
16, 21, 43]).

Panagiota et al. [31] discuss the implications of DRAM
failures and protection techniques for datacenter TCO. They
present a modeling framework and simulator to analyze the
TCO implications of various protection techniques and report
that DRAM failure can significantly affect TCO and that the
choice of protection technique is crucial. ECC techniques
reduce failures but increase power consumption and reduce
memory capacity, leading to higher TCO. Grot et al. [16]
explore the specialized scale-out processor architecture to
maximize on-chip computing density, thereby maximizing
the performance for a given TCO. They optimize the TCO
in data centers using scale-out processors and analyze how
various design parameters, such as core count, frequency scal-
ing, and power management, affect performance and power
consumption. Through experimental evaluation and model-
ing, they demonstrate that scale-out processors, which use
many low-power cores, can significantly improve energy ef-
ficiency and reduce the TCO of datacenters. Kleanthous et
al. [21] emphasize the need to consider multiple layers of the
system, including architecture, microarchitecture, and circuit
levels, to comprehensively evaluate TCO. They argue that
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Figure 6: Datacenter with 30 K servers normalized by IC1: (a) TCO per QPS, (b) OPEX per QPS and (c) CAPEX per QPS.

Figure 7: CO2 emission. The results are normalized by IC1.

optimizing individual layers independently may not improve
overall system performance. The paper presents case studies
demonstrating the effectiveness of their approach, highlighting
the importance of holistic evaluations that consider the inter-
dependencies between different layers for designing efficient
and high-performance systems. In a case study, they compare
two- versus three-dimensional (3D) processor integration (e.g.,
DRAM 3D integration) to analyze datacenter TCO. Zhengyu
et al. [43] explore the use of an optimized flash resource
management to improve datacenter TCO. They address the
limitations of existing TCO models by considering factors

specific to flash storage, such as endurance, performance, and
energy efficiency. They propose a new TCO model that incor-
porates these factors and experimentally validate its accuracy.

Existing TCO models and calculators [18, 31, 11, 30, 42,
23, 19, 22] and some recent studies [31, 16, 21, 43] take into
account several data center parameters, such as server perfor-
mance, power, cost, age, and mean time to failure. However,
these works do not consider how processor lifetime (due to
transistor aging) affect datacenter TCO, which is the focus of
the present work.
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6. Conclusions

This paper examines and analyzes how over-provisioning mod-
ern processors with higher reliability margins than the actual
lifetime affects a datacenter’s total cost of ownership (TCO).
To evaluate this impact, we estimate a modern processor’s
power consumption and performance with voltage margins
corresponding to lifetimes of 3 and 10 years and feed the power
and performance data into a state-of-the-art TCO modeling
tool. A rigorous analysis shows that the TCO of a datacen-
ter wth 200 servers can be reduced by 5.2% by reducing the
server processor lifetime from 10 years to 3 years. We con-
clude that over-designing modern datacenter processors to
extended their lifetime (e.g., 10 years) beyond their actual re-
placement period (e.g., 3 years) significantly affects datacenter
TCO. In addition, this effect increases when considering more
IT equipment, such as datacenter switches.
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