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Learning Objectives
Technical systems are becoming increasingly complex. As a result, they are influenced by a broad variety of different input and output quantities. To monitor these quantities, an enormous number of sensor systems is required. 
In Sensor Technology, you will learn about the fundamental principles of sensor applications, the description of the measurement uncertainty, and the fundamental terms used to describe the static and dynamic sensor behavior. 
Then, the different sensor principles, the physical effects that they utilize, their general setup, and the resulting applications are discussed. You will be introduced to the sensor systems that can be established with basic electric components; resistors can be used as resistive sensors, capacitors as capacitive sensors, and coils as inductive sensors. With these components, a broad range of different physical quantities can be measured. The required setups will be introduced in this course book. 
Other important sensor principles are optical sensors, which are commonly used for distance measurement, and piezoelectric sensors, which can be used for the acquisition of mechanical measurands, such as force. In industrial applications, acoustic sensors can also be incorporated into technical systems. Lastly, the current trends in the field of sensor technology will be covered. Following this course, you will be prepared to select and design sensor applications in the industrial environment.



Unit 1 – Introduction to Measurement Uncertainty

Study Goals	Comment by Hofreiter, Karen: Boilerplate language

On completion of this unit, you will be able to …

… identify and describe different types of measurement uncertainty.
… mathematically analyze measurement uncertainty using confidence intervals.
… express measurement uncertainty with state-of-the-art methods from industrial practice.


1. Introduction to Measurement Uncertainty
Introduction 
Sensors gather information that is necessary for the operation of technical systems. For many kinds of machines, robots, and devices, information needs to be collected to allow interaction with the environment and interpretation of their own internal behavior. Sensors are the tools that enable this collection of information, and typical technical systems feature various sensing equipment. However, one aspect that needs to be considered when evaluating or interpreting information obtained from measurements is that every measurement features a measurement uncertainty. For the provision of measured data, this measurement uncertainty needs to be taken into account. In this unit, the fundamentals of measurement uncertainty analysis are introduced.  
[bookmark: _Toc221687482]1.1 Measurement Uncertainty
Most measuring instruments operate with measuring deviations, i.e., measurement uncertainty and data. This means that measured values that are the output of a measuring instrument should only be considered an approximation of the real measurand present on the measuring object. The objective of each measuring instrument is to provide the best possible approximation of the actual value. Modern measuring instruments work with impressive precision; for example, when measuring distances or heights, a level of precision that is almost on the atomistic scale can be achieved. However, the description and analysis of measurement uncertainty remains essential in the industrial context to allow a rigorous interpretation of the quality and significance of measurement data. When a complete measurement result is provided, information about the measurement uncertainty is mandatory so the obtained data can be correctly post-processed. The methods for the expression of uncertainty differ depending on the type of uncertainty. The distinction between the two fundamental types of measurement uncertainty is subsequently introduced.	Comment by Hofreiter, Karen: We treat data as plural	Comment by Hofreiter, Karen: Passive language is completely acceptable
Generally, each measured value xa that is the output of a measuring instrument contains three different parts: the measurand xe that represents the true or actual value of the quantity to be measured, the systematic measurement deviation xs; and the random measurement deviation xr (Parthier, 2008), as shown in Eqn. 1.1.	Comment by Hofreiter, Karen: Please do not edit or check citations. We will do that in-house.	Comment by Hofreiter, Karen: This is how we refer to equations


(1.1)
Thus, the systematic and stochastic measurement uncertainties must be distinguished as they have different causes and methods for their description.
Systematic Measurement DeviationsSystematic measurement deviations 
These are reproducible and can be reduced by calibration and adjustment. 

Systematic measurement deviations are reproducible in every measurement (Parthier, 2008). An example of a system measurement deviation is a folding ruler that is missing a section. Each measured length will be too large by the length of the missing piece. Thus, this deviation is reproducible and systematic. It cannot be reduced by performing multiple repetitive measurements.	Comment by Hofreiter, Karen: Words/phrases that are in the margin notes are bolded in the text. In the margin notes themselves, the words/phrases are bolded (sentence-style capitalization), followed by a non-bold definition. The definition cannot start with the exact same word/phrase as the title words/phrases (however, putting “The” or “An” etc. is fine). Example: If the bold title words are Independent Variables, then the definition could start with “These are variables…” but cannot start with “Independent variables are….”
But how are systematic measurement deviations addressed? It is possible to determine them and subsequently reduce them based on an adjustment of the measuring instrument. The analysis and determination of systematic measurement deviations is possible based on calibration processes. During the calibration, a reference measurement of a measuring object with a specific value of the measurand xe is performed so the systematic measurement deviation xs can be determined as the difference between the measured value and the specified value of the measurand (Parthier, 2008). The determined value for the systematic deviation xs can be reduced with a subsequent adjustment of the measuring instrument (Parthier, 2008). This routine is commonly and regularly applied to industrial measuring instruments and follows the definitions of the standard Deutsche Institut für Normung (DIN) 1319-1, which defines calibration as the determination of a deviation and adjustment as “adjustment or alignment of a measuring instrument” with the objective of eliminating systematic measuring deviations (Deutsche Institut für Normung [DIN], 1995, p. 22).
In the example of the length measurement, a workpiece with a known length would be measured and the determined difference between the measured length and the actual length could serve as the basis for the adjustment of the device. The information about the actual length could be obtained from other measuring instruments or the datasheet of the workpiece. With this method, it is possible to pass on the calibration from one instrument or workpiece to another. This is the fundament of the “calibration hierarchy” starting from the definition of the basic units, and the calibration is passed on through different levels until the measuring devices on the shop floor are calibrated. The uncertainty increases with every additional calibration step. Thus, the specification of the uncertainty is essential so that the precision of a calibration step can be reliably estimated. A workpiece with a known measurand is referred to as a “material measure” or “calibration artifact.” The workpiece with the known length could, for example, be specified as material measure with the nominal length quantity of 50.2 mm that deviates less than ± 0.1 mm from this value in 95 percent of all cases, as is	Comment by Hofreiter, Karen: As per Chicago, periods and commas inside quotation marks	Comment by Hofreiter, Karen: We only put a colon before an equation if the sentence before it can stand alone. Here, the sentence cannot stand alone, so there is no colon used.

(1.2)	Comment by Hofreiter, Karen: Equations are always numbered starting with the unit. So all unit 1 equations start with 1 (1.1, 1.2…), all unit 2 start with 2 (2.1, 2.2), etc.
The calibration certificate would state a confidence interval with a defined probability. This information can be passed on to other material measures by comparison, or applied for the calibration of measuring instruments. The information has been previously obtained by another measuring reference instrument so that the information about the precision of instruments is passed on. National Metrology Institutes
Typically, government authorities are responsible for the definition of the unit system. 

This general principle of the calibration hierarchy is illustrated in the figure below. The top of the calibration pyramid is formed by international standards that define, e.g., meter and ampere. Then, in the next level, the National Metrology Institutes (NMI), such as the National Institute of Standards and Technology (NIST) in the US or the Physikalisch-Technische Bundesanstalt (PTB) in Germany, implement the units on a national level and pass them on to the applicants of measuring equipment (EinhZeitG, 2008). For example, the NMIs define the time, usually with the aid of atomic clocks. Then, in the next level, the units are passed on to calibration laboratories with the aid of calibrated material measures or measuring instruments. These laboratories then perform their own calibrations to pass the information on again for industrial application. The result is that every measurement features the property of traceability; it can be traced back to the definition of the unit system. Each measuring device that is applied needs to be connected to a traceability chain. With each step in the top-down direction in the traceability chain, the uncertainty becomes slightly larger; however, many measurements can be achieved with remarkable precision, even in industrial application. The international vocabulary of metrology defines the concept of metrological traceability as the “property of a measurement result whereby the result can be related to a reference through a documented unbroken chain of calibrations, each contributing to the measurement uncertainty” (DIN, 2010, p. 42) and the metrological traceability chain as a “sequence of measurement standards and calibrations that is used to relate a measurement result to a reference” (DIN, 2010, p. 43). This fundamental concept shows the relevance of systematic measurement deviations for the industrial application.	Comment by Rutherford, Abbie: I can’t find this in appendix 1, please add it	Comment by Hofreiter, Karen: @ALE: Comments left by other editors should be left in (and do not have to be answered, obviously)	Comment by Hofreiter, Karen: In general, direct quotes should not be longer than 40 words, and they should always be in line with the text (we do not do block quotes). If you find a quote that is way too long, or if there is a block quote, please just leave a comment and we will fix it. Also, if there is no page number, please leave a comment and we will take care of it. No need to check page numbers or check citations.
Calibration Hierarchy	Comment by Hofreiter, Karen: Graphics titles do not need editing (we do that in-house later)
[image: ]	Comment by Hofreiter, Karen: Graphics do not need editing (we do that in-house later)
Stochastic Measurement DeviationsStochastic measurement deviations 
The impact of these deviations can be reduced by performing repetitive measurements. They are described with methods originating from statistics.

Due to their different nature and characteristics, different methods need to be applied for the analysis and mathematical description of stochastic measurement deviations. Information about stochastic deviations can be obtained from a series of measurements, the average of which is the final measurement; they cannot be predicted. Consequently, when more measurements (the N measurements) are taken, the measurement is more accurate. They cannot be systematically reproduced and typically differ from measurement to measurement. Thus, repetitive measurements are performed to reduce the impact of stochastic measurement deviations. For an infinite number of measurements, stochastic measurement deviations average out, which results in the mean value converging to the sum of the measurand xe and the systematic measurement deviation xs:	Comment by Hofreiter, Karen: Variables and equations that are in-line (within the text) should be mathphrase style (see “styles”)Mean value 
The mean value is a common estimation of the expected value based on a finite number of measurements.


(1.3)
This effect can also be illustrated with the example of a folding ruler measurement. When multiple repetitive measurements are performed, the folding ruler will be positioned at a slightly different angle every time. This can cause the measurement result to vary by a few millimeters. This effect cannot be reproduced as the folding ruler is not intentionally positioned with a sloping angle. Due to the random characteristics, the processes of calibration and adjustment cannot be used to reduce this effect. However, as stated in equation 1.3, with the repetition of multiple measurements, a solution for this issue can be found. More measurements lead to a more representative result as, in some cases, the measured value will be slightly too large or small. However, the mean value of all measurement results gets closer to the sum of the actual value and the systematic deviation as an increasing number of measurements are taken. This means that it is not possible to determine and reduce the impact of the stochastic measurement uncertainty for a single measurement, but the average deviation of the result of repetitive measurements can be reduced by determining the mean value. 
Additionally, an analysis and description of the impact of stochastic measurement uncertainties can be created with the methods originating from statistics. It has been shown that the average effect of the stochastic measurement uncertainty decreases for an increasing number of measurements and converges to zero for an infinite number of measurements. This shows the importance of performing repetitive measurements in practice. Repeating measurements leads to a reduced influence of the “fortune” on the results. In reality, however, only a finite number of measurements is possible, and every measurement result includes a stochastic measurement uncertainty. The following figure illustrates the two types of measurement uncertainty and summarizes their properties.
[bookmark: _Hlk69887471]Systematic and Stochastic Measurement Uncertainty
[image: ]Probability density function 
The PDF provides a continuous representation of a measured value and its probability.

The present stochastic measurement uncertainty can be described with different tools originating from statistics. The histogram and the probability density function (PDF) are subsequently introduced. 
Histograms and the Probability Density Function (PDF)
Different graphical representations can be used for the analysis and description of the stochastic measurement uncertainty. One method is the histogram that visualizes the statistical distribution of measurement values. The measured values are summarized in classes and the probability that a measured value within the thresholds of this class occurs is plotted as the height of a bar. An example of a histogram is given in the figure below. When it is assumed that N measurements with the results xa,(k), k = 1,2,…,N are performed and plotted in the classes ΔNj that feature a width of Δx, the relative probability hj of the j-th class can be calculated as   


(1.4)
As the sum of all properties needs to equal 100 percent, it can be stated that  


(1.5)
Histogram and Probability Density Function (PDF)
[image: ]
Example
A length is measured 200 times and the following distribution in four classes with the width Δx = 0.1 mm is observed.
Example of a Histogram	Comment by Hofreiter, Karen: Titles of tables do not need to be edited
	Class number  j	Comment by Hofreiter, Karen: Please edit tables that are Word tables (if the table is a graphic, then please do not edit)
	Lower limit (mm)
	Upper limit (mm)
	Number of occurrences 

	1
	30.1
	30.2
	24

	2
	30.2
	30.3
	58

	3
	30.3
	30.4
	89

	4
	30.4
	30.5
	29



Determine the relative probability of the four classes.
Solution
The relative probabilities are as follows:


(1.6)
This means that the probabilities of occurrence are 12 percent, 29 percent, 44.5 percent, and 14.5 percent. 
One disadvantage of the histogram is that it provides only a discrete representation of the statistical scattering of a measured quantity. When the width of a class is increasingly reduced to zero (Δx0) and the number of measurement values is increased to infinite (N ∞), a continuous function results as a probability h(xa) of occurrence can be assigned to every individual measured value xa. This type of function is known as a probability density function (Parthier, 2008). On the x-axis, the measured value xa is imaged, and its corresponding probability h(xa) is on the y-axis. The PDF contains the information from an infinite number of measurements and thus describes the complete statistics of a measurement.
When it is not the probability for the occurrence of a certain value that is of interest, but rather the occurrence of a value within an interval, an integration of the PDF (i.e., a summation of all probabilities between two threshold values) is performed. The area below the PDF within two defined thresholds x1 and x2 defines the probability that a measured value xa with x1 ≤ xa ≤ x2 occurs (Parthier, 2008):


(1.7)
Similar to the histogram, the integral over the complete PDF (from -∞ to +∞) equals 1, meaning that the probability that the measured value is between -∞ and +∞ is 100 percent:


(1.8)
Because of the aforementioned consideration, it is an essential property of the PDF that the area below the function always equals 1. The description of a PDF can be based on two characteristic parameters. The center of gravity of the PDF represents the expected value µ, which equals the sum of the measurand xe and the systematic deviation xs. Thus, it represents the average measured value after an infinite number of measurements.


(1.9)
Often, the operator E[xa] is used for the mathematical description of the expected value. A change of the expected value is represented by a shift of the entire PDF to smaller or larger measurement results as all measured values scatter around the expected value. Many PDFs are represented by a symmetric function, resulting in the expected value being in the center of the distribution. 
The second important parameter for the description of PDFs characterizes the width of the function and describes the scattering of the measured values. The scattering is described with the aid of the variance σ2, which is the average squared deviation between a measured value xa and its expected value µ:


(1.10)
This means that the variance is the expected value of (xa—µ)2. The square root of the variance, the parameter σ, is the standard deviation, which describes the width of the PDF and the extent of the scattering. When the standard deviation is small, the result is a narrow PDF and less scattering of the measured values. When the standard deviation features larger values, the PDF is wider and the measurement has a larger stochastic uncertainty. The most common PDF is the Gaussian PDF, which features the shape of a bell. There, the parameters µ and σ are also defined for this function. When the PDF is known, the expected value and the standard deviation can be calculated.Gaussian PDF
This is by far the most common type of PDF and, because of this, it is also known as normal or standard distribution.

Example
A rectangular PDF is defined as


(1.11)
Determine the expected value µ of this distribution.
Solution
The expected value can be determined as described in equation 1.9:

(1.12)
The expected value could also have been determined with the aid of the functions’ symmetry. 
Example
Determine the standard deviation σ for a generic rectangular PDF.

(1.13)
Solution
For the variance, equation 1.10 leads to

(1.14)
The following property for the determination of the expected value can be used: 

(1.15)
With the given function, it follows that 

(1.16)
The expected value of (a+b)/2 can be derived from the symmetry and is inserted: 



(1.17)
Therefore, the standard deviation is 

(1.18)
With the two parameters µ and σ, the statistical distribution of a measurand can be described completely. However, both parameters, like the PDF itself, are only defined for an infinite number of measurements. In practice, however, the number of measurements is finite. Thus, an estimation of the parameters is necessary (Parthier, 2008).
Estimation of Expected Value and Standard Deviation
For the expected value µ, there is an intuitive estimation that is represented by the mean value, i.e., the empirical mean x−ax-a of all N measured values xa(k), k = 1,…,N (Parthier, 2008)

(1.19)
The variance or standard deviation can also be estimated based on a series of measured values. One estimation of the variance σ2 is the empirical variance s2 (Parthier, 2008). When estimating, two cases must be distinguished:Empirical variance
The empirical variance is a common estimation of the variance based on a finite number of measurements. 

1. For a known expected value µ, the unbiased estimation of the variance is defined as

(1.20)
2. When the expected value is unknown and estimated, the empirical variance is calculated as follows: 

(1.21)
Example
A length is measured three times as l = 20.3 mm, 20.5 mm, and 19.8 mm. Determine the estimations for µ and σ2 based on the measured values.
Solution
The empirical mean of the measured values results in

(1.22)
As the expected value is unknown, the empirical variance is determined with equation 1.21:


(1.23)
The expected value can be estimated with the empirical mean of 20.2 mm and the variance is estimated with the empirical variance of 0.13 mm2. This results in an empirical standard deviation of s = 0.36 mm.
Causes for Measurement Uncertainty 
After the description of the different types of measurement uncertainty, it is worth mentioning the main causes of the uncertainty of measurements. One compact representation is the Ishikawa diagram that groups the reasons for measurement uncertainty and connects them with the measurement result.
Generally, five different categories of causes for measurement uncertainty can be distinguished: the environment of the instrument, the measuring device itself, the material, human influences, and the measuring strategy. Each of these categories contains a variety of causes of measurement uncertainty. One example is shown in the figure below. It should be considered that measuring systems are complex and the causes of measurement uncertainty are diverse.

Causes of Measurement Uncertainty
[image: ]
For example, when the material is considered, uncertainties may result from the definition of the target values, deviations from these nominal values, or optical and mechanical properties of the sample, among others. The environment can also lead to an uncertainty of the result, for example, the result can be influenced by the temperature, humidity, vibrations, or the presence of dirt. These examples show that it is not only the measuring instrument that is responsible for the occurrence of measurement uncertainty. The lists in the figure above contain examples of possible causes; however, the list must be adapted for each specific measuring task. The five categories can serve as a foundation for the analysis of measurement uncertainty.  
Self-Check Questions	Comment by Hofreiter, Karen: Please do not edit Self-Check Questions
1. One of your colleagues accidentally switched the air conditioning system in your laboratory from 20°C to 25 °C. Please explain which type of measurement uncertainty is caused by this and why.
A systematic measurement uncertainty because it is reproducible and affects all measurements equally. 
2. A rectangular PDF is defined as

What is the expected value of this PDF? 
· 0
· 1
· 2
· 1.5

3. An electric current that features the expected value of µ = 150 mA is measured. In three measurements, you measure I = 135 mA, 140 mA, and 155 mA. What is the estimation of the variance based on this measurement result? 
· 175 mA2
· 117 mA2
· 10.8 mA2
· 45 mA2
4. Please name four examples of causes of measurement uncertainty that are assigned to the category “human.”
subjective influences, education, mounting, and processConfidence interval 
This is an interval, often around the expected value, that contains a measured value with a defined probability.


[bookmark: _Toc221687504]1.2 Confidence Intervals
Every measurement features both systematic and stochastic measurement uncertainties. In order to provide the complete measurement result, information about this uncertainty needs to be provided. This is usually done with a confidence interval.  
A two-sided confidence interval describes the probability that the measured value is located within an interval of two thresholds, x1 and x2: P(x1 ≤ xa ≤ x2), whereas a one-sided confidence interval describes the probability that the measured value is smaller or larger than one threshold:  P(x1 ≤ xa) or P(xa ≤ x2) (GUM, 2008). This means that information about a range is provided with the assigned property that the measured value is located within that range. The initial point for this description is the PDF. 
A PDF can be described by its expected value and variance that correspond with the location and width of the PDF. However, different shapes of the PDF also need to be considered. Some typical forms of PDFs are summarized in the figure below, of which the Gaussian PDF (or normal distribution) is by far the most common (Parthier, 2008). This is because the central limit theorem states that a superposition of multiple, different PDFs most often converges into a Gaussian PDF. Other forms include rectangular or triangular PDFs. A rectangular PDF describes the phenomenon whereby each value within a certain range has the same probability of being measured, leading to a constant value of the probability h(xa).
Typical PDFs
[image: ]
The Gaussian PDF is mathematically defined as a function of its expected value µ and the standard deviation σ (Parthier 2008):

(1.24)
To determine the probability of the measured value being located within a defined interval, an integration of this function in equation 1.24 would be required. Due to the mathematical complexity of this integral, a numerical approximation of an auxiliary tool should typically be applied. In doing so, the present Gaussian distribution can be mapped onto a “normalized Gaussian distribution.” The results of the solutions of the integral are then available in a tabulated representation. The initial point of this mapping is the integral of the Gaussian PDF (Parthier, 2008):
Substitution
A substitution is required to determine the area under the Gaussian PDF that represents the probability of a confidence interval.


(1.25)
A substitution with the following variable u is performed to map any Gaussian distribution onto the normalized Gaussian distribution with an expected value of µ=0 and a standard deviation of σ=1 (Parthier, 2008).

(1.26)
This substitution performs a shift of the entire PDF with the expected value (-µ), which results in an expected value of zero. Additionally, the division by the standard deviation σ leads to a normalization so that the coordinate u gives a dimensionless representation of the distance between the expected value and the integration threshold in a “number of standard deviations.” This corresponds to a standard deviation of 1. After the substitution, the integral is as follows (Parthier, 2008):

(1.27)
Solutions are tabulated for different values of u2, and the variable describes the right-hand boundary of a one-sided confidence interval based on an integration from 0 to u2 (Parthier, 2008). Two-sided symmetrical confidence intervals are also frequently required as a solution. This would equal an integration from -u to +u (Parthier, 2008). The figure below summarizes the most common two-sided confidence intervals and the solutions for the probability. Due to the symmetry of the Gaussian PDF, the results can also be transformed for the description of one-sided confidence intervals, as in the following example.
Two-Sided Confidence Intervals of the Standardized Gaussian PDF
	Confidence interval
	Variable u
	Probability P for a measured value in this interval (%)

	µ ± 1 ⋅ σ
	1
	68.27

	µ ± 1.96 ⋅ σ
	1.96
	95.00

	µ ± 2 ⋅ σ
	2
	95.45

	µ ± 2.58 ⋅ σ
	2.58
	99.00

	µ ± 3 ⋅ σ
	3
	99.73 

	µ ± 4 ⋅ σ
	4
	99.99



Example
A machine fills bottles with a defined volume of juice. This volume underlies a Gaussian PDF. The expected value is µ = 1.00 l and the standard deviation is σ = 0.02 l. What is the probability that a bottle contains more than 1.08 l?
Solution
Here, a one-sided confidence interval is analyzed. For the solution, the value of the variable u is determined by inserting the threshold value as the measured value:

(1.28)
This means that the probability that the volume is more than four standard deviations larger than the expected value. The variable u is dimensionless. It can be concluded from the previous table that for the determined value of u, a probability of 99.99 percent follows. This probability is valid for the two-sided confidence interval, i.e., the volume being in the interval µ ± 4 σ = 0.92 l … 1.08 l. Figuratively speaking, the bell of the Gaussian PDF is cut on both ends. The cut areas at the edges correspond to the remaining probability of 0.01 percent. This is the probability that the volume is either smaller than 0.92 l or larger than 1.08 l. When the one-sided interval is the objective of the examination, the symmetry of the Gaussian function can be used and the probability for a value larger than 1.08 l:


(1.29)
This means that the probability of the value being located outside of the interval µ ± 4 ⋅ σ is calculated by subtracting the probability of 99.99 percent from 100 percent and dividing the area by two, as only a one-sided interval is considered. 0.005 percent of all bottles feature a volume larger than 1.08 l.  
Standard Deviation of the MeanStandard deviation of the mean 
This parameter describes the standard deviation of the mean value, not the result of a single measurement.

Until now, the Gaussian PDF has been used to describe a confidence interval for a single measured value. This describes the probability that a single measurement result is smaller or larger than a defined threshold value. The empirical mean was introduced as estimation for the expected value, but how certain is this estimation?  
This can be described with the standard deviation of the mean. When N measurements are performed and the mean value is calculated, it is intuitive that the quality of the estimation increases for a larger number of measurements. The larger the number of measurements, the better the approximation of the expected value with the mean value, and the lower the uncertainty of this estimation. For an infinite number of measurements, the empirical mean converges into the expected value   

(1.30)
This means that for an infinite number of measurements, no actual estimation is performed but the exact values of the expected value, the standard deviation, and the resulting PDF can be calculated. In practice, the estimation is based on a finite number of measurements. The quality of the estimation can, however, be described with the standard deviation of the mean (Parthier, 2008). It can be stated that the standard deviation of a single measurement σe and the standard deviation of the mean σM of a series of N multiple measurements are connected as follows (Parthier, 2008):

(1.31)
For an increasing number N, the standard deviation of the mean decreases, indicating a more reliable approximation of the expected value. The uncertainty of the estimation is reduced and the Gaussian distribution becomes narrower.  
Example
The length of a metal sheet is measured. A single measurement has a standard deviation of σe = 50 µm. How many measurements are required to estimate the mean value of the series of measurement with a standard deviation of maximum σM = 5 µm?
Solution
Equation 1.31 can be used to determine the unknown number of measurements: 

(1.32)
At least 100 measurements are required to achieve the required precision of the mean value. 
Confidence Interval of the Mean Value
Based on the previous considerations, confidence intervals of the mean value can also be described. In doing so, an interval of the mean value that is fulfilled with a defined probability can be described. 
In equation 1.26, a substitution that maps the Gaussian PDF of an individual measurement result onto the standardized Gaussian PDF was introduced. In doing so, the dimensionless variable u was introduced, which describes the distance between the expected value and the boundary of the confidence interval in a number of standard deviations. The standard deviation for a single measurement was considered in equation 1.26.  
However, an identical approach can be chosen to describe the statistical distribution of the mean value with the aid of the standardized Gaussian PDF. In doing so, the mean value and the standard deviation of the mean are inserted into the substitution


(1.33)
With the variable um, the confidence interval of the empirical mean can be described. Here, the uncertainty decreases with an increasing number of measurements; the value becomes smaller when N increases. 
Example
A voltage was measured ten times. The expected value of an individual measurement is known as µ = 0.25 V and its standard deviation as σ = 5 mV. What is the confidence interval for the empirical mean with a probability of 95 percent?
Solution
For the given probability, the parameter um is 1.96 from the previous table. This means that a confidence interval with ± 1.96 standard deviations around the expected value is considered. The expected value of the mean value is identical to the expected value of a single measurement. Based on equation 1.33, the boundaries of the confidence interval can be determined as


(1.34)
The present values are inserted into equation 1.34: 

(1.35)
This means that the estimation of the empirical mean after ten measurements is in an interval of 246.90 mV to 253.10 mV with a probability of 95 percent.  Student’s t-distribution 
This is a PDF that considers the lack of knowledge of the PDF due to the uncertainty caused by its estimation with a finite number of measured values.

[bookmark: _Toc498597133][bookmark: _Toc34074805]The Student’s T-Distribution 
Until now, we have considered the PDF for the description of the confidence interval to be known based on exact values of µ and σ. As described, this is only true when the information is based on an infinite number of measurements and, in reality, an estimation with a finite number of measured values is performed by calculating the mean value and the empirical standard deviation. It was shown that this estimation does exhibit an uncertainty for the mean value, which is reduced when more measurements are performed. This also occurs with the empirical standard deviation. How can this additional uncertainty caused by the estimation be considered for the determination of a confidence interval? Can estimation be considered?  
This additional uncertainty can be considered with the student’s t-distribution. This PDF is wider than the Gaussian PDF and its width depends on the number of measurements. This shows a larger scattering of the measured values, which is the result of the additional uncertainty during the estimation of the PDF. The student’s t-distribution maps this in the wider distribution.  
Based on this consideration, depending on the number of measurements and the resultant lack of knowledge of the PDF, a confidence variable larger than that of the Gaussian distribution is described (Parthier, 2008). For an increasing number of measurements, the student’s t-distribution becomes narrower and converges into the Gaussian PDF for an infinite number of measurements as their estimations also converge into the precise values of µ and σ. This means that that no additional uncertainty compared to the Gaussian PDF needs to be considered. 
In practice, the following rule of thumb is often applied: Where 50 or more measured values are present, the application of the Gaussian distribution with estimations of µ and σ is acceptable as the uncertainty of the estimation becomes negligible. If fewer than 50 measured values are present, the student’s t-distribution needs to be applied. In doing so, instead of the variable um of the Gaussian distribution described in equation 1.33, another substitution variable t is defined by replacing the standard deviation with its estimation by the empirical standard deviation:


(1.36)
The variable t underlies the student’s t-distribution. With this substitution, a normalized representation that can provide a confidence interval based on the number of measurements can be provided. The factor s/√N characterizes the empirical standard deviation of the mean and results in a consideration of the estimation uncertainty. 
Confidence intervals can be described with the table below, which considers the number of measurements N as an additional parameter. For the Gaussian PDF, the table describes the connection between the number of standard deviations u or um between the expected value and the boundary of the confidence interval and the corresponding area, i.e., the probability that a measured value will be located within this interval. The table of the student’s t-distribution works differently—the value of the factor t as defined in equation 1.36 is read out as a function of the number of measurements and a defined probability. Similarly, the factor t describes the distance between the empirical mean and the boundary of the confidence interval in a number of empirical standard deviations, leading to a dimensionless representation. The additional uncertainty caused by the estimation of µ and σ are considered (Parthier, 2008).
Two-Sided Confidence Intervals of the Student’s T-Distribution
	Number of measured values N
	Probability 68.3% (µ ± 1 ⋅ σ)
	Probability 95% 
(µ ± 1.96 ⋅ σ)
	Probability 99.73% % (µ ± 3 ⋅ σ)

	
	
	
	

	3
	1.32
	4.30
	19.21

	5
	1.15
	2.78
	6.62

	6
	1.11
	2.57
	5.51

	8
	1.08
	2.36
	4.53

	10
	1.06
	2.26
	4.09

	15
	1.04
	2.15
	3.67

	20
	1.03
	2.09
	3.45

	30
	1.02
	2.05
	3.28

	50
	1.01
	2.01
	3.16

	100
	1.00
	1.98
	3.08

	200
	1.00
	1.97
	3.04

	>>200
	1.00
	1.96
	3.00



It can be observed that, for a large number of measurements, the parameter t converges to the values u of the Gaussian PDF. Thereby, it can be observed that the distribution becomes narrower due to the improved estimation and converges into the Gaussian PDF. The boundary of the confidence interval to cover a defined probability increasingly shifts towards the expected value and the empirical standard deviation approaches the actual standard deviation. For 50 or more measurements, the estimation is reliable enough to assume the Gaussian PDF. This can be observed in the previous table as the values of t only slightly deviate from the corresponding values of u in the table concerning the standardized Gaussian distribution. Instead of u = 1.00, 1.96, and 3.00 standard deviations around the expected value, the values of t include 1.01, 2.01, and 3.16 to cover the probabilities of 68.3%, 95% and 99.73%. For more than 200 values, the results are equal, indicating that the student’s t-distribution has converged into the Gaussian distribution.	Comment by Rutherford, Abbie: Please take a look at this, I am not sure if it is correct after I edited it.
Example
In a laboratory, the temperature is measured five times as: ϑ = 20.4°C, 21.6°C, 20.7°C, 19.9°C, 20.9°C. Use the student’s t-distribution to
· describe a symmetric 95 percent confidence interval for the mean value.
· estimate the mean temperature that is not exceeded in 99.865 percent of all cases.
Solution
The mean value and empirical standard deviation are determined as

(1.37)
As less than 50 measured values are present, the estimation of the expected value and the standard deviation by these values is not precise, and the description of the confidence interval is performed using the student’s t-distribution. 
For the symmetric two-sided confidence interval with a probability of 95 percent and N = 5 measurements, a value of t = 2.78 is read from the table. This means that, instead of the ±1.96 standard deviations that are required as the confidence interval to cover a probability of 95 percent of the Gaussian PDF, there is a broader interval of ±2.78 empirical standard deviations around the mean value to cover 95 percent of the measured values. The reason for this broader confidence interval is the additional uncertainty due to the estimation. With the value of the table, it follows that

(1.38)
With that, the left and right boundaries of the confidence interval can be determined:   



(1.39)
As it is a confidence interval of the mean value that is examined and not a single measurement, the factor of s/√N needs to be applied, as derived from the definition of t. Thus, the confidence interval for the expected value can be described as


(1.40)
For the second investigation, a one-sided interval of the mean value is examined. The given probability PE is mapped onto the probability PB of a two-sided interval as this is the tabulated form shown previously: 

(1.41)
This means that the right-hand boundary of the symmetric 99.73 percent interval corresponds to the boundary of a one-sided 99.865 percent interval. The area between 0.135 percent and 99.865 percent is the central 99.73 percent. The integral from 0 percent to 99.865 percent thus features a similar right-hand boundary and can be calculated in a similar manner. From the previous table, the value of t follows as


(1.42)
Again, the confidence interval widens. Due to the estimation uncertainty, the width that contains the measured value with a probability of 99.73 percent increases from ±3 standard deviations of the Gaussian PDF to ±6.63 empirical standard deviations in the student’s t-distribution. The right-hand boundary is determined as


(1.43)
With a probability of 99.865 percent, the mean value is smaller than 22.72°C after five measurements.  
Self-Check Questions
1. The following values are measured: 25, 27, 23, 26, 24, 29. Which estimated value of the expected value would result?
25,667
24
25
24,667
2. The diameter of a shaft is measured. A single measurement has a standard deviation of σe = 120 µm. How many measurements are required to estimate the mean value of the series of measurement with a standard deviation of maximum σM = 10 µm?
· 144
· 12
· 256
· 43
3. 20 measurements are performed and a 95 percent confidence interval should be calculated. How many empirical standard deviations is the distance between the mean value and the boundary of the confidence interval?
· 2.00
· 1.96
· 2.09
· 2.15
4. How many measurements are required to reduce the 99.73 percent confidence interval for the expected value to a width smaller than ± 4.5 empirical standard deviations?
· >8
· >10
· >50
· >200
1.3 Expression of Uncertainty
Previously, the fundamentals of measurement uncertainty, such as the description of confidence intervals, have been described for a single measurand. However, it is common for a measurement result to be influenced by multiple input variables. In industrial practice, state of the art procedures based on these fundamental concepts are standardized and widely used for the analysis of measurement uncertainty. The Guide to the Expression of Uncertainty in Measurement (GUM) defines these rules and is commonly referenced for the analysis of uncertainty (JCGM, 2008). There is also a fixed scheme that can be used to describe the uncertainty of complex measuring tasks that are influenced by many input variables. When an output quantity y is influenced by multiple input quantities x1,x2,…,xN, each of them contributes to the uncertainty of the output quantity. Seven steps can be used to analyze the uncertainty of y (JCGM, 2008):  GUM 
This is an internationally recognized set of rules for the estimation of measurement uncertainty.

1) Determination of the mathematical model of the measurement y = f(x1,x2,…,xN) 
2) Estimation of the input quantities with  and estimation of their standard uncertainty u(x1), u(x2),…, u(xN) 
3) Correlation of the input quantities (optional)
4) Determination of the measurement result 
5) Calculation of the combined standard uncertainty u(y)
6) Calculation of the expanded uncertainty k∙u(y)
7) Provision of the complete measurement result 
The individual steps are subsequently described and an example is used to illustrate their application. 
Example
The area of a table with two sides, a and b, should be determined. The length a is measured five times: 

(1.44)
For side b, a priori knowledge of the expected value and standard deviation of the length distribution is present: 

(1.45)
Determine the result for the area of the table with a 99.73 percent confidence interval.
Step one: Determination of the mathematical model of the measurement
The international vocabulary of metrology describes the measurement model as a “mathematical relation among all quantities known to be involved in a measurement” (DIN, 2010, p. 45). Generally, a connection between the output quantity y that is the actual target quantity, i.e., measurand of the series of measurements and N input quantities x1,x2,…,xN, needs to be found:  


(1.46)
Equation 1.46 represents the mathematical model of the measurement. 
For the example of the table, the area A is the target quantity and the output of the model. It can be calculated with the input quantities by multiplying the length of both sides a,b: 

(1.47)
Step two: Estimation of the input quantities and their standard uncertainty
In the second step of the GUM analysis, all input quantities are analyzed individually. The input quantities themselves and their assigned standard measurement uncertainty, which describes the “measurement uncertainty expresses as a standard deviation” (DIN, 2010, p.38), are determined. Generally, the GUM distinguishes between two different methods for this task: method A, which is a “statistical analysis of series of observations”, and method B, which is all other methods (JCGM, 2008, p. 2).
Method A is a very intuitive approach, which is as follows: A series of measurements of an input variable is performed, the mean value of all results is determined to estimate the expected value, and the empirical standard deviation is calculated to estimate the standard deviation. This is done for every input quantity that was measured in order to estimate the distribution of this quantity. As shown, this estimation becomes more precise for a larger number of measurements. To give an indication of an appropriate number of measurements, guideline five of the German Association of the Automotive Industry (VDA), which is a set of guidelines commonly relied upon in the automotive industry, specifies 25 measurements per input quantity (VDA, 2011).  
When no measurement data are present or no measurement is possible, method B is applied to estimate the distribution of the input quantity. Examples of this are the application of knowledge from datasheets (a priori information), information provided by the manufacturer, and calibration certificates (VDA, 2011).
In the example of the table, a series of measurements were taken for the length a that can be used to perform an estimation with method A:

(1.48)
For the length b, a priori knowledge is present as the expected value and the standard deviation are known and the PDF is precisely defined. This means that the given information contains as much knowledge as an infinite number of measurements. Consequently, no estimation is required, and the input quantity b and its standard deviation are used for further analysis with the given values µb = 80.2 cm and σb = 0.9 cm.
Step three: Correlation of the input quantities (optional)
If multiple input quantities are considered within the uncertainty analysis, the scenario can occur whereby the quantities influence each other. When this is the case, it must be considered in the uncertainty analysis. An example of a correlation is the quantities of pressure and temperature in a sealed container. If the container is heated, the pressure inside automatically increases due to the expansion of the medium. This shows the correlation between the two quantities. If a measurand that depends on both quantities is evaluated, this correlation needs to be considered in the uncertainty of the measurand, i.e., the output quantity. Another example is the measurement of lengths where there is typically a correlation between length and temperature due to the thermic expansion or contraction of the workpiece.
How is the degree of correlation between two input quantities x1, x2 determined? This can be examined with the aid of the correlation coefficient rx1,x2:

(1.49)
It describes the relation between the empirical covariance sx1,x2 and the product of the empirical standard deviations of the individual quantities sx1,sx2, which results in a normalization of the value between -1 and +1. The empirical covariance is determined for N value pairs with

(1.50)
For a value of rx1,x2=+1 or rx1,x2=-1, a perfect linear connection between the two input quantities is present with a positive or negative slope. There is a maximum linearly dependence between the quantities. When the value of rx1,x2 is close to 0, the quantities are independent from each other. The following figure illustrates the concept of correlation.  
Illustration of the Correlation Coefficient
[image: C:\Users\Eifler\Dropbox\EFMT\Projekte\11wbHSStudienhefte\01 Einführung\Abbildungen\Korrelation.png]
In the example of the table with the lengths a and b, it can be physically explained that there are no correlations between the results. One of the lengths is measured and the other is based on a priori knowledge. As the two lengths do not influence each other, it can be assumed that there is no correlation. If, for example, both lengths would have been measured, there could have been a correlation if a systematic deviation in the instrument that caused both measured lengths to change in a similar way had occurred. However, as only one length was determined by method A, this scenario can be ruled out.  
[bookmark: _Toc34074810]Step four: Determination of the measurement result
The fourth step is the determination of the measurand y−y, which has not been measured itself, but can be determined with the aid of the mathematical model of the measurement and the estimation of the input quantities x−1,x−2,…,x−Nx-1,x-2,…,x-N. The input quantities have already been determined in step two, either as an empirical mean (method A) or with other methods (method B). y−y 	Comment by Rutherford, Abbie: Should this be here?

(1.51)
For the example of the table, the mean value of the length a and the known expected value of the length b would be inserted into the mathematical model to determine the estimation of the expected value of the area A: 

(1.52)
Step five: Calculation of the combined standard uncertainty 
After the expected value of the measurand y−y has been estimated, its standard measurement uncertainty u(y) becomes the subject of investigation. This uncertainty is also referenced as “combines standard measurement uncertainty” (DIN, 2010, p.39) as it “is obtained using the individual standard measurement uncertainties associated with the input quantities in a measurement model” (DIN, 2010, p. 39). 
This means that the deviation propagation is the fundamental for this process step as the output variable, the measurand y, is influenced by multiple input quantities x1,x2,…,xN. It is also possible that these input parameters influence each other, as was discussed in step three of the uncertainty analysis in which possible correlations are considered. These optional correlations need to be considered in the deviation propagation as a different equation for the determination of the combined standard uncertainty needs to be applied than the one used for uncorrelated input variable. Sensitivity 
This is a parameter that describes the slope of the mathematical model of the measurand by determining the partial derivative with respect to a certain input parameter at an operating point.  

When there is no correlation between all input variables, the typical deviation propagation can be applied using the standard measurement uncertainties, i.e., standard deviations u(x1), u(x2),…, u(xN) of the input variables weights them with their sensitivity and performs a squared summation (Parthier, 2008). The combined standard uncertainty follows as	Comment by Rutherford, Abbie: Based on their sensitivity?

(1.53)
As standard uncertainties u(x1), u(x2),…, u(xN), the estimated values of step two are inserted. The sensitivity ci is the partial derivative of the mathematical model of the measurement with respect to the i-th input quantity, xi:

(1.54)
The sensitivity describes the slope of the function, i.e., the change of the output quantity when an infinitesimally small change of the corresponding input quantity occurs. This factor is used for weighting the input quantity as it describes how significant the influence of an input variable is on the measurand.
Non-linear functions are often present in the mathematical model of the measurement so that the sensitivity varies locally depending on which values of the input variables are inserted into the derivative function. The result is that the determination of the sensitivity must be performed at a specific operating point. Typically, the estimated values x−1,x−2,…,x−Nx-1,x-2,…,x-N are chosen at the operating point.
The second case is the determination of the combined standard uncertainty when there is one or more correlation between input variables. In this case, the combined standard uncertainty u(y) is as follows (JCGM, 2008):


(1.55)
In equation 1.55, an additional term with all covariances u(xi,xj) = sxi,xj of the quantities xi and xj is considered, which describes the interaction between these two input quantities.
For the example of the table, first, the sensitivity coefficients are calculated by determining the partial derivatives of the mathematical model of the measurement with respect to both input quantities a and b:

(1.56)
As operating points, the values  and µb are inserted: 


(1.57)
[bookmark: _Toc34074812]As no correlation between the two input quantities is present, equation 1.53 is applied to determine the combined standard uncertainty and the values for the sensitivity; the uncertainty of the input variables are then inserted:


(1.58)
This parameter is the estimation of the standard deviation of the area, i.e., the measurand that is determined using the data of the input parameters.   
Step six: Calculation of the expanded uncertainty and provision of the complete measurement result 
The previously described determination of the combined standard uncertainty is the fundament for the subsequent provision of the confidence interval. The process for the determination of an expanded uncertainty is identical to the similar analysis. The expanded measurement uncertainty is defined as the “product of a combined standard measurement uncertainty and a factor larger than the number one” (DIN, 2010, p. 39). This can be expressed as: k∙u(y) with k>1. 
A confidence interval is described and the boundaries of this interval in which the measurand, i.e., the output variable, is located with a defined probability. If a sufficient number of measured values are present, the Gaussian PDF can be applied with a corresponding factor of u. When the recommendation of VDA is considered and 25 measurements for every input variable are performed, it is a suitable approximation to use the Gaussian PDF to provide the complete measurement result with the probability P% as

(1.59)
In the example of the table, only five measurements of the length a have been taken, whereas the PDF of the length b is known. For the determination of a complete measurement result, a factor of u = 3 would result from the Gaussian PDF for a symmetric 99.73 percent confidence interval:  

(1.60)
However, when only a small number of measurements are available, it is a more cautious approach to utilize the student’s t-distribution with the factor t as the expansion factor of the confidence interval. However, for the application of the student’s t-distribution, the number of measurements need to be known and the output variable was not measured itself. 
There is, however, a subjective criterion against which it can be evaluated: on the one hand whether the Gaussian PDF is a permissible approximation, and on the other hand, how many measurements have been “effectively” performed for the output variable depending on the amount of information that is available for the input variables. This can be evaluated with the Welch-Satterthwaite equation, which determines the effective number of statistical degrees of freedom νeff. The number of statistical degrees of freedom equals the number of measurements -1:

(1.61)
The Welch–Satterthwaite equation calculates this number based on the standard uncertainty of the measurand u(y) and the input parameters u(xi) with a number of Ni measurements for the i-th of M different input parameters (GUM, 2008): 

(1.62)
As shown, the uncertainty of the mean can also be directly inserted. For the example of the table, the effective number of the degrees of freedom is 

(1.63)
As the PDF of the variable b is known, this corresponds to an infinite number of measurements and simplifies the result to 

(1.64)
The remaining parameters are inserted: 

(1.65)
The result is dimensionless. In order to provide a confidence interval that is too large and not too small as a result, the degrees of freedom are always rounded down. This means that the “effective number” of measurement of the output variable results as: 

(1.66)
This result shows that due to the known distribution of one parameter—which leads to an identical amount of information as an infinite number of measurements—and the five measurements of the other parameter, the effective amount of information that is present for the output variable would average to a value that corresponds to 457 measurements. In this case, the application of the Gaussian PDF is valid as an amount of information of N>>50 is available. If the result of equation 1.62 is smaller than 50, the student’s t-distribution needs to be applied with the resulting number of measurements, and the factor t is determined to provide the confidence interval. In the example of the table, however, the complete measurement result equals	Comment by Rutherford, Abbie: Should there be 2 of these?

(1.67)
The example above illustrates the common industrial methods that are used to express the uncertainty when measurements with sensors are conducted. 
Self-Check Questions
2. The volume of a cylinder with diameter d and length l is measured based on these two input quantities. For these lengths, the following mean values and empirical standard deviations are calculated based on the measured values: 


What is the estimated value of the volume based on the measurement of the input quantities?
0.295m3
2.95m3
1.18m3
0.12m3

3. The volume of a cylinder with diameter d and length l is measured based on these two input quantities. What is the sensitivity with respect to the quantity d at the operating point ?  
· 
·  
· 
· 

4. The volume of a cylinder with diameter d and length l is measured based on these two input quantities. What is the correct equation for the determination of the combined standard uncertainty of the volume?
· 
· 
·  
· 

5. Based on the Welch-Satterthwaite equation, a result of 14.5 degrees of freedom is determined in an uncertainty analysis. How many measurements results in the degree of information and which PDF has to be used for the provision of the confidence interval?
This is 15 measurements as the result of the Welch approximation is always rounded down to provide a larger confidence interval than is strictly required. As more information than from 50 measurements is available, the Gaussian PDF can be applied.
Summary
The determination of measurement uncertainty is essential for the application of sensor systems as all measurement results require information about their uncertainty. Measurement uncertainty can be caused by a wide range of factors, such as human influences, the measuring device, and environmental factors.
Systematic deviations can be reduced with the aid of calibration and adjustment as this type of deviation is reproducible. In contrast, stochastic deviations are described using methods borrowed from the field of statistics. Their statistical properties can be described with their PDF, the most common being the Gaussian PDF. The expected value and the standard deviation describe this distribution; however, they need to be estimated with the mean value and the empirical standard deviation when a finite number of measurements is present.
For individual measurement values, as well as the mean value, a confidence interval can be provided with the aid of the Gaussian PDF. However, when 50 measurements or less are present, the additional uncertainty that is caused by the estimation of expected value and standard deviation needs to be considered. This is done with the aid of the student’s t-distribution.
All these methods are implemented in The Guide to the Expression of Uncertainty in Measurement (GUM), which is the fundament for the estimation of measurement uncertainty in an industrial context. This guide provides a standardized process for estimating the uncertainty of a measurand that is influenced by multiple input variables.

Unit 2 – Sensors

Study Goals

On completion of this unit, you will be able to …

… describe the tasks of sensors and transducers.
… apply typical strategies for the selection of sensor systems.
… determine and compare the most important sensor characteristics.
… describe typical components of a measurement system.

2. Sensors
Introduction 
Sensors are used to acquire information. The word originates from the Latin “sentire” which can be translated as “perceive” (Kalantar-zadeh, 2013, p. 1). This illustrates the general task that is fulfilled by them. Various types of sensor systems can be found in all technical systems, as information about different quantities is required to run technical systems and is the fundamental element for controlling processes based on this information. The following unit introduces the fundamental terminology of sensors, their selection, the description of sensor characteristics, and their role in the measurement system.  
2.1 Sensors and Transducers
	sensor 
Detects and converts information about a measurand into a signal that can be further processed.



Generally, sensors feature an input and an output. The input variable is the measurand that represents the “true value” of the quantity that is subject to the measurement. The general process chain is illustrated in figure 2.1, whereby the measurand is mapped with the sensor system. The task of the sensor is to convert the information about an unambiguous measurand to a signal, most often an electrical signal to allow a further processing of the information (Heinrich et al., 2015, p. 30). The measurand can be an electrical quantity or a non-electrical quantity (Heinrich et al., 2015, p. 30). It should, however, be considered that the measured values that are the output of a system are only an approximation of the measurand and measurement deviations are always present.  
As shown in figure 2.1, the sensor can be grouped into two different sub-units—the sensitive element which features “the capability to interact with a target measurand and cause a change in the operation of the transducer” (Kalantar-zadeh, 2013, p. 1), and the transducer itself which represents “a device that converts one type of energy to another” (Kalantar-zadeh, 2013, p. 1). This shows that the general function of the sensor can be also grouped into two different aspects—the sensing of the information, and the conversion into a signal which is most often an electrical signal. The task of the transducer is to generate “a signal, which is translated into readable information by a data acquisition system” (Kalantar-zadeh, 2013, p. 1). 
After the data has been acquired, mostly as an electrical signal, different data processing steps usually follow. These steps can include an amplification of the voltage or current, a filtering, and an analogue-digital conversion (ADC) when a digital processing of the signal is desired. 
	data processing 
Sensor data is often processed by an amplification, filtering and analog-digital conversion.  



The amplification ensures that the signal is large enough for the further processing, while the filtering can remove disturbances from the signal, and the ADC ensures that a subsequent digital processing is possible.

Figure 2.1: Sensor and Transducer
[image: ]
Source: Author, based on Kalantar-zadeh 2013, p. 2
A typical signal flow chart of a sensor could look like the following example: 
i) The measurand x(t) is converted into an analog measured signal xa(t) by the sensitive interface.
ii) The transducer converts the measured value xa(t) to a proportional voltage ua(t)
iii) The voltage ua(t) is amplified to ûa(t)
iv) The amplified voltage ûa(t) is filtered to the output voltage u(t). This voltage can be the output signal for a further processing or analysis or, when the additional steps are implemented digitally, an ADC is used. 
v) Optionally, the output voltage is converted to a digital signal which means that the continuous function u(t) is transformed into a series of sampled values u[t=k⋅Δt]. The k-th point is sampled at the time k⋅Δt with equidistant time steps of Δt between each two sampled points. The sampling frequency fa is defined as: 

(2.1)
When, for example, a point is sampled every 1 ms (Δt=0.001s) this would equal a sampling frequency of 1000 points per second (fa = 1000 s-1). When an ADC is used, the sampling theorem must be considered. This theorem states that the sampling frequency fa must be larger than twice the maximum frequency fmax of the signal to allow a correct sampling (Mühl, 2020, p. 73):


(2.2)
Otherwise, wrong frequencies may be reconstructed in the analysis. This effect is illustrated in figure 2.2 that shows the sampling of a sine wave voltage with different sampling frequencies. When the sampling theorem is violated, a sine wave with an incorrect frequency is reconstructed from the measured points. This law needs to be considered when there are fast changes in the signal.
Figure 2.2: Illustration of the Sampling Theorem. 
[image: ]
Source: Author.
Example: The maximum frequency of a sensor signal is fmax = 300 s-1. What is the maximum value of Δt in order to ensure a correct sampling of the signal? 
Solution:  After the sampling theorem at least a sampling frequency of fa>600 s-1 is required. This corresponds to a time between two sampling points of Δt < 1/600 s = 0.0016 s.
Typically, larger sampling frequencies are selected to avoid deviations, but to also achieve maximum precision possible when working with fast changes in the signal (Mühl, 2020, p. 73). The sampling theorem describes the absolute minimum requirement to image certain frequencies with the measuring equipment. 
As information is generally crucial for many technical systems, sensors play an important role in the acquisition of information about all different types of measurands that can then be further used to influence the function of the technical system or the interaction with its environment (Kalantar-zadeh, 2013, p. 2). Complex technical systems can require a significant number of sensors to be able to operate (Kalantar-zadeh, 2013, p. 2).
Self-Check Questions
1. Please describe the task of the two sub-units that a sensor contains of.
Kalantar-zadeh defines them as follows: The sensitive element interacts “with a target measurand and causes a change in the operation of the transducer”.  The transducer generates “a signal, which is translated into readable information by a data acquisition system”. 

2. Please mark the correct statements.
· The transducer often converts the measured value to a proportional voltage.
· An ADC is mandatory in very signal processing chain.
· The amplifier is used to separate disturbances from the signal.
· There are no deviations between the measurand and the measured values. 

3. The maximum frequency of a sensor signal is fmax = 5000 s-1. What is the maximum value of Δt to ensure a correct sampling of the signal? 
· 0.2 ms
· 0.1 ms
· 0.4 µs
· 0.8 µs
2.2 Selection of Sensors
It has been described that the purpose of a sensor is to acquire information about a measurand with a sensitive element. This means that a physical effect is required for the acquisition of information. The transducer is then most often used to convert this change into an electric voltage or current. Thus, a physical effect is also necessary that implements a connection between the (typically) non-electrical measurand and the electric quantity. Depending on the measurement task, often a specific type of sensor and a corresponding physical principle need to be chosen. 
	Measurand
It represents the physical quantity to be measured by a sensor.



Thus, the most important and obvious consideration for the selection of a sensor for a certain measuring task is the measurand that needs to be acquired (Heinrich et al. 2015, p. 69). Based on the physical quantity to be measured, a corresponding physical effect for the sensing and subsequent transduction into an electrical quantity needs to be chosen. The table in figure 2.3 summarizes some of the physical effects that are used for this task and establishes a connection between an electrical and non-electrical measurands.  
Figure 2.3: Examples for physical effects that connect non-electrical and electrical measurands. 
	Law
	Equation
	Description

	Piezoelectric effect
	
	In some crystals, a mechanical Force F on them leads to a movement of the charge ΔQ resulting in a voltage. k represents a constant. 

	Piezoresistive effect
	
	When the length of an electrical conductor is mechanically changed by Δl regarding its original length l, also a relative change of its resistance ΔR/R results. k represents a constant.

	Lorentz effect
	
	When an electric current I flows through an electric conductor with the length  that is located in a magnetic field with the magnetic field strength , a force  on the conductor results. This force then results in a change of the electric resistance.  


	Seebeck effect
	
	When a conductor that consists of two different materials and locally features different temperatures, an electric voltage between the points with material A and material B results. 

	Photoelectric effect
	
	The conductivity of semiconductors depends on a light incidence. The reason is that electrons with the kinetic energy EK are ejected when photons that feature a light frequency of f hit the material. h is the Planck’s constant and φ a material function. 
 

	Thermo-resistance-effect
	
(Metals)
(PTC)
(NTC)
	The electrical resistance of conductors is a measurand depending on temperature. For metals it can be approximated with a linear function – based from the initial point T0,R0 the resistance changes linearly with the temperature coefficient α. T is the examined temperature. Then there are resistances with a positive temperature coefficient (PTC) and a negative temperature coefficient (NTC) where the resistance can be determined from the initial point TN, RN with the temperature coefficient A or B. 



Source: Author, based on Heinrich et al. 2015, p. 47 and Kalantar-zadeh 2013, p. 37. 
This summary shows some important examples that can be used to generate an electrical signal represented by a voltage, or a current based on non-electrical measurands. When an electrical signal is present this is a very suitable form for the further processing of the signal. For the conversion of electrical signals into other electrical signals, there are also connections between multiple electrical measurands (Heinrich et al., 2015, p. 48). Examples of important connections between electrical and other electrical quantities are summarized in the figure 2.4.  
Figure 2.4: Examples for physical effects that connect electrical and other electrical measurands. 
	Law
	Equation
	Description

	Gauss effect
	
	When a magnetic field with the strength B occurs perpendicular to a conductor path of an areal conductor or semiconductor, a change of resistance based on the mobility coefficient µ can be determined. 

	Ohm’s law
	
	For many materials, the electric current I and voltage U are proportional with the constant R being represented by the resistance. 

	Hall effect
	

	When a current I between two points with the distance d occurs transverse to an electric conductor and a magnetic field with the strength B is occurring perpendicular relative to this current, a voltage difference U results. AH is the material-dependent Hall-coefficient. 

	Law of induction
	
	A voltage is induced by the change of the magnetic flux Φ.  

	Capacitive effect
	
	The relative permittivity εr, the vacuum permittivity εr, the distance between the plate distance d and area A determine the capacity C of a capacitor.  
 


Source: Author, based on Heinrich et al. 2015, p. 48. 
The basic effects for the conversion of electrical measurands can be for example embodied with the standard components ohmic resistance, coil and capacitor. 
	characteristic line 
It describes the connection between the input and output quantity of a sensor.



Besides the physical effect for sensing and transducing, there are numerous other factors which must be considered when selecting the appropriate sensor for a defined application. The characteristic line of the sensor is also an important criterion, as many sensor characteristics are associated with it. The characteristic line connects the input quantity, the measurand xe, with the output quantity, the measured values xa (Parthier, 2008, p. 34f):

(2.3)
Different sensors feature different characteristic lines, and selecting the sensor with the most suitable characteristics is usually a trade-off. Important characteristics associated with the characteristic line that are most often considered for the selection of a sensor are: 
i) The sensitivity c which describes the change of the output when a change of the input occurs, i.e., the slope of the curve at a certain operating point xe = xe* (Kalantar-zadeh, 2013, p. 17):

(2.4)
When the characteristic line is a non-linear function, the slope can change significantly between different operating points. Typically, a large and constant sensitivity throughout the entire measurement range is aspired to for the selection of a sensor (Kalantar-zadeh, 2013, p. 18). When the sensitivity is large, a small change of the input quantity leads already to a larger change of the output quantity, allowing a sensitive and highly resolved measurement to be taken. Figure 2.5 illustrates the concept of the sensitivity. An operating point needs to be chosen, at which the slope of the tangent describes the local sensitivity.  
Figure 2.5: Concept of the sensitivity – it describes the slope of the tangent at an operating point  
[image: ]
Source: Author, based on Kalantar-zadeh 2013, p. 18.
Example: An NTC resistance with the following characteristic line is used for a measurement of the temperature:

(2.5)
The reference characteristics are RN = 100 Ω and TN = 298.15 K. The temperature coefficient is B = 4000 K. Determine the sensitivity for measurement temperatures of T1* = 300 K, T2* = 350 K and T3* = 400 K! 
Solution: The partial derivative is calculated: 

(2.6)
The operating points are inserted: 



(2.7)
The example illustrates that the sensitivity is highly dependent from the operating point that is examined. 
ii) Also, corresponding with a constant sensitivity, a linear progress of the characteristic line is preferable which typically means the sensitivity is sufficient throughout the measurement range, and that the system itself features linear properties (Kalantar-zadeh, 2013, p. 18).
iii) The measurement range is another important characteristic that is associated with the characteristic line. The range describes the maximum and minimum input value xe that can be acquired with the sensor (Kalantar-zadeh, 2013, p. 18).
There are many more characteristics of sensors that are also associated with the characteristic line. They will be described in depth in section 2.3. However, it should be noted that the selection of the characteristic line and the associated sensor usually involves a trade-off between many characteristics: when the characteristic line is very steep, a large sensitivity is achieved on the one hand, which however typically leads to a reduction of the measurement range as the steep curve minimizes the number of possible input values. When the measurement range is very large in contrast, the characteristic line is typically flat and a smaller sensitivity results. So, from a technological perspective, besides the described characteristics of the characteristics line like the suitable measurement range for the measurand to be acquired, many other aspects such as sufficient repeatability, resolution and response time need to be considered (Heinrich et al., 2015, p. 59). 
Additionally, criteria associated with the environment of the sensor system need to be taken into account, like the connection to other systems, the safety, the required settings, and supporting energies or systems for information transfer (Heinrich et al., 2015, p. 59).
Non-technological aspects also need to be considered for the selection of sensors. They include economic aspects like the cost budget, the lifespan of the system, costs for maintenance, and law and safety requirements (Heinrich et al., 2015, p. 59).
	non-technological aspects
They are also relevant for a selection of sensors.



Self-Check Questions
1. Please describe the piezoelectric effect.
When a Force F is applied to some crystalline materials, a charge ΔQ moves and leads to a measurable voltage. 

2. Please complete the following sentence:
The sensitivity c describes the change of the output when a change of the input occurs, i.e., the slope of the curve at a certain operating point.


3. The characteristic line of a sensor is an important criterion for the selection of sensors. Which statement is correct? 
· The most important properties are the measurement range, the sensitivity and the linearity of the sensor.
· The larger the measurement range, the larger the sensitivity of a sensor.
· There is no interaction between the measurement range and the sensitivity. 
· The characteristic line should feature a small slope for a precise measurement. 

4. Please name non-technological criteria for the selection of sensors!
Cost budget, the lifespan of the system, costs for maintenance and law and safety requirements 

2.3 Sensor Characteristics
Sensors have various different properties and many of them can be derived or explained with their characteristic line which connects the input quantity—the measurand xe—with the output quantity—the measured values xa. More specifically, this connection can be interpreted as a dynamical system. In this dynamical system, the different derivatives of the input and output quantity and the disturbance variables z need to be considered with the linear coefficients ai, bi, ci: 

(2.8)
For the further considerations, the static and dynamic properties of the sensor system must be distinguished. When the static sensor behavior is investigated, all derivatives can be set to zero which leads to a “static measurement” (DIN 1319-1, p. 5). Then, equation 2.8 can be significantly simplified to the so-called stationary characteristics line which describes the static connection between measured value on the one side of the equation and the measurand and disturbance variables on the other side: 

(2.9)
In the following, the static properties are first described, before a brief introduction into dynamical considerations is presented.  
Static Sensor Characteristics 
[bookmark: _Hlk70349655]When the dynamical sensor behavior is neglected, the stationary characteristic line results. Ideally, with the beginning xe0 and end xe0+Δxe of the measurement range the following model results (Tränkler, 2014, p. 6f.):

(2.10)
In an ideal scenario, all disturbance variables are neglected, and a perfect linear connection between the two quantities results (Tränkler, 2014, p. 6). This leads to a constant value of the sensitivity c (Tränkler, 2014, p. 7):  

(2.11)
Ideally, the characteristic line maps the measurand exactly as measured value, which would mean that the characteristic line is a straight line with a slope of 1. Based on this ideal model, different deviations can be observed. The absolute deviation Fabs can be determined by subtracting the ideal output quantity xa,id from the actual measured quantity xa (Tränkler, 2014, p. 7):  

(2.12)
The relative deviation Frel is defined as (Tränkler, 2014, p. 7): 

(2.13)
The absolute deviation can be described with the aid of three different types of deviations (Tränkler, 2014, p. 8). The deviations can be either systematic or stochastic and are summarized together with the ideal stationary characteristic curve in figure 2.6. In the upper figure, the characteristic line is shown, and in the lower figure the absolute deviations is divided into the three different subcategories.  
Figure 2.6: Stationary Characteristic Line and Possible Deviations  
[image: ]
Source: Author, based on Tränkler 2014, p. 8 f. 
The three subcategories that contribute to the absolute deviation can be distinguished—they are marked individually in figure 2.6 (Tränkler, 2014, p. 8):  
(i) Offset deviation Fnu: This type of deviation represents a shift of the entire function with a value of xe,0* - xe,0 – with xe,0* representing the lower end of the measurement range that was falsified by the offset value (Tränkler, 2014, p. 8):

(2.14)
This means that the contribution to the absolute deviation is identical at every position in the measurement range. Example: each voltage is measured 0.1 V too large. 
(ii) Slope deviation: the characteristic line features a deviating slope which leads to an increasing contribution to the absolute deviation with increasing value of the measurand. The contribution Fst can be described with (Tränkler, 2014, p. 8): 

(2.15)
Example: Each voltage is measured 10 % too small. 
(iii) Linearity deviations: It can happen that the characteristic line features a function progress that deviates entirely from a straight line or features various local deviations from a linear progress occur. Often, only an empirical determination and correction of these kinds of deviations is possible. Example: every voltage larger than 10 V is given as a squared value. These deviations are described with Fli (xe).  
Summarized, the absolute deviation can be described as (Tränkler, 2014, p. 8): 


(2.16)
An example of how deviations from the stationary characteristic line can be determined and used for adjustment is subsequently presented.
Example: A sensor measures an electric current. For its calibration, a reference instrument is used for comparison. The following current values are determined with the reference instrument and the instrument to be calibrated. 
Figure 2.7: Measurement results
	Measurement number i
	Measured current I/A
	Current of the reference instrument Ir/A

	1
	0.11
	0.10

	2
	0.20
	0.20

	3
	0.34
	0.30


Source: Author. 
Determine the slope deviation and describe a possible scenario for the adjustment of the system!
Solution: When the reference value is considered as a measurand (i.e., true value), the slope of the stationary characteristic line I = f(Ir)  can be determined with:  

(2.17)
The result shows that the slope – whose ideal value is 1 – is 9.3 % too large. Thus, an adjustment of the characteristic line can be implemented by dividing all measured value with the factor of 1.093. This leads to an adjustment with regard to the reference sensor and a correction of the slope deviation. 
· The result shows that the slope—which has an ideal value of 1—is 9.3 percent too large. Thus, an adjustment of the characteristic line can be implemented by dividing all measured values by a factor of 1.093. This leads to an adjustment with regard to the reference sensor and a correction of the slope deviation. 
· The considerations have shown that the stationary characteristic line contains a lot of information about the sensor system. There are numerous parameters that can be derived from the characteristic line that provide important information about the static behavior of the sensor. The most important parameters are subsequently defined. 
· The measurement range is the “span” of values that can be acquired by the sensor system (Kalantar-zadeh, 2013, p. 19.). We have previously defined it as the range from the lower value xe0 of the measurand to the upper value xe0+Δxe.
· The accuracy of a sensor is defined as “the correctness of its output in comparison to the actual value of the measurand” (Kalantar-zadeh, 2013, p. 12).
· The precision, in contrast, describes the abilities of a sensor to deliver the same output value when the identical value of a measurand is measured repeatedly (Kalantar-zadeh, 2013, p. 12). This means that the accuracy refers to a low systematic deviation from the measured deviation, whereas a sensor with a good prevision features a low stochastic measurement deviation. 
· The repeatability describes a similar characteristic as it describes the capabilities of a sensor to acquire the identical response “when all operating and environmental conditions remain constant “(Kalantar-zadeh, 2013, p. 13).  
· In contrast, the definition of “reproducibility” describes to which degree the identical result can be achieved by a sensor when the measuring conditions are changed (Kalantar-zadeh, 2013, p. 13).
· The “stability” describes the same criterion—the reproduction of identical output values—when identical measurements are performed at different points in time (Kalantar-zadeh, 2013, p. 13).
· The criterion of the deviation (often referred to as an “error”) has been described with the aid of the characteristic line. The absolute and relative deviation can be calculated as follows, with the aid of the measured value xa and the “true” value—the measurand xa,id (Kalantar-zadeh, 2013, p. 14):

(2.18)
The relative deviation can be referenced to the true value. 
· “Noise” is another important criterion for the description and comparison of sensors and refers to “unwanted fluctuations” that occur without a change of the measurand (Kalantar-zadeh 2013, p. 14). As noise is a stochastic phenomenon, it is most often described with its standard deviation σNoise which can also be used to describe the signal-to-noise ratio SNR by dividing the mean value of the signal by this factor (Kalantar-zadeh, 2013, p. 14):

(2.19)
There are different causes for the occurrence of noise that can be internal like electronic noise and external noise (Kalantar-zadeh, 2013, p. 14).
· “Drift” describes a systematic change in the measured value when the input of the sensor features a constant value (Kalantar-zadeh, 2013, p. 16).
· The “resolution” of a device describes the smallest change of the input quantity, i.e., the measurand, that leads to a notable change in the measured value (Kalantar-zadeh, 2013, p. 17).
· The “minimum detectable signal”, in contrast, describes the smallest increment that is detectable in the output (Kalantar-zadeh, 2013, p. 17).
· When the measured values xa are imaged as a function of the true value, the  measurand xa, the resulting function is the characteristic line, which is also referred to as the “calibration curve” (Kalantar-zadeh, 2013, p. 17).
· Based on this characteristic line, the previously mentioned criterion of the sensitivity can be also defined, which describes the change of the output when a change of the input occurs, i.e., the slope of the curve at a certain operating point xe = xe* (Kalantar-zadeh, 2013, p. 17):

(2.20)
· The criterion of the linearity also follows directly from the characteristic line, as it describes the distance of this line “to a specified straight line” (Kalantar-zadeh, 2013, p. 17). When a characteristic curve of a sensor does feature a very non-linear behavior, there is a universal method to achieve a linearization of it—the differential principle. With this principle, two identical sensors are used, and the difference of the sensor output is observed. This  fundamental principle is described in detail below. 
· The criterion of selectivity describes the ability to acquire the measurand even  when disturbances are present in the environment (Kalantar-zadeh, 2013, p. 17).
· A hysteresis describes a directionality of the characteristic line, i.e., different output values when the sensor follows varying trajectories (Kalantar-zadeh, 2013, p. 18).  
The Differential Principle
When the sensor features a non-linear behavior, like capacitive and inductive sensors, there is a good possibility for the linearization of the characteristic line: the differential principle. In doing so, two identical sensors with the characteristic line f are connected in a way that a change of the input variable Δxe occurs with the same absolute value but with different algebraic signs. The initial operating point for both sensors is xe*. The disturbance variable z however undergoes an identical change of Δz. This means that the output for the first sensor xa,1 can be described as


(2.21)
whereas the second sensor generated the output signal with the following function: 

(2.22)
The output signal of the system can be determined by the difference of the two sensor outputs: 

(2.23)
For the estimation of the output value, a Taylor series is defined for the first sensor: 

(2.24)
The term  describes all factors of the third derivative. For the second sensor, a similar Taylor series can be described with: 

(2.25)
Both results are inserted into equation 2.23 and the difference is calculated: 

(2.26)
Again the term  contains all different third order derivatives that are summarized within this symbol. As the change of the disturbance variable has the same algebraic signs, many of the terms compensate. Also, the operating point is the same for both sensors. Due to the different algebraic sign, the terms that are proportional to Δxe  add up to the double value just as well as the term with the mixed derivative ∂Δxe∂Δz which results in the following simplification of equation 2.26: 

(2.27)
Due to the fact that the deflections from the operating point feature small values, the second and third order derivatives feature a much smaller value than the first order term. The result is that the following approximation can be made: 


(2.28)differential principle For this principle, two identical sensors are used and connected in a way that the change of the input quantity occurs with a different algebraic sign.  

This result illustrates the three major advantages that the application of the differential principle provides: 
i) A linearization of the characteristic line—the result in equation 2.28 is directly proportional to Δxe and features a constant inclination.  
ii) The second order terms compensate each other, and the influences of the disturbance variables cancel each other out due to the calculation of the difference. 
iii) The sensitivity of the resulting characteristic line is double the sensitivity of a single sensor, leading to a steeper characteristic line and a higher precision of the measurement. This fundamental principle can be applied for many different sensors to linearize their characteristic functions. One example is illustrated in figure 2.8—an inductive sensor setup that is used to measure the distance s. It contains two coils, each with an iron core. However, both cores are not closed, and the magnetic field goes through an anchor, whose position can be measured with the setup as the distance s determines to which degree an open or closed iron core is present, which significantly influences the inductivity of each sensor. Due to the imaged alignment, the distance s to one iron core automatically increases as the distance to the other decreases—a differential principle is implemented (Schrüfer et al., 2018, p. 246). Typically, the inductivity features a very non-linear characteristic line when it is imaged as a function of the distance s—with the differential principle, however, a linearization of the function is possible.  
Figure 2.8: Example for the differential principle – setup of an inductive sensor
[image: ]
Source: Author, based on Schrüfer et al. 2018, p. 246.
Dynamic sensor characteristics 
The static behavior of sensors neglects all changes that occur time dependent. For many considerations, this is a good approximation. Besides the static behavior, however, sensors also feature dynamical properties and can be interpreted as a dynamical system. In doing so, the derivatives in equation 2.8 need to be considered. For the analysis of the dynamic behavior, there are different approaches. Generally, a solution of the differential equation of the sensor is required.  test functions 
They provide important information about the dynamical system behavior.

One possibility is the application of test functions that are inserted into the differential equation to provoke a certain behavior of the dynamic system and to determine its reaction. Test functions allow the characterization of the time dependent behavior of systems (Zacher/Reuter 2014, p. 19). For example the step function σ(t): 

(2.29)
tests how a sensor reacts to a stepped change of the input quantity—for example, a switch process (Zacher & Reuter, 2014, p. 19). The output signal that is provoked by a step is the so-called “step response” h(t), which provides important information about the system (Zacher & Reuter, 2014, p. 20). A parameter that can be defined for this is the so-called “response time”, which describes the time that it takes the system to achieve usually 95 percent of the change that is induced by the step (Kalantar-zadeh, 2013, p. 19).  
Another important test function is the Dirac pulse δ(t) which is defined as (Zacher/Reuter 2014, p. 21):

(2.30)
and represents an infinitesimal narrow and high pulse. Practically, this signal represents an abrupt change of the input signal as a test scenario. The Dirac pulse can be calculated as a derivative of the step function. The signal that follows as an output of the system is referred to as an “impulse response” or “weighting function” g(t) and provides important information about the transfer behavior of the system (Zacher & Reuter, 2014, p. 20). Similar to the connections of the input functions, the impulse response can be determined as a derivative of the step response:  

(2.31)
The impulse response of linear systems can be used to determine the output signal xa based on the convolution integral of the input signal xe with the weighting function g(t) (Lunze et al. 2014, p. 176): convolution integral When the impulse response of a system is convoluted with the input signal, the output signal results.


(2.32)
This shows the amount of information that is present in the impulse response, as the output of the system can be predicted for every possible input signal with the aid of equation 2.32. When the impulse response is transformed into the frequency domain with the aid of the Laplace transform, the transfer function G(s) results, which describes the transmitted amplitude of the system as a function of the frequency. The analysis in the frequency domain is often useful and is another important method for the solution of the differential equation. 
When the reaction of the system to a certain frequency of the input signal needs to be tested, a harmonic function with the corresponding spatial frequency ω can be used as the input signal (Zacher & Reuter, 2014, p. 20)

(2.33)
Most often a sinus function with the input amplitude  is applied.
The dynamic behavior of many sensor systems can be approximated with the standard 1st order and 2nd order system behaviors: 
A very common approximation of the sensor behavior is the first order system, which contains one differential of the output signal that is weighted with the linear factor T and a proportional weighting k of the input signal (Lunze 2014, p. 194): 

(2.34)
The linear first order differential equation can be solved, for example, with a separation of the derivative. When a solution for the input signal of a step function with the amplitude xe,0, the output signal,  the step response can be determined as (Zacher & Reuter, 2014, p.22 f.):  

(2.35)
The step function and the step response of a first order system are qualitatively imaged in figure 2.9 as a function of the corresponding parameters in the differential equation.  
Figure 2.9: Step function and step response of a first order system. 
[image: C:\Users\Matthias\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Abbildung4.05.png]
Source: Author, based on Zacher/Reuter 2014, p. 23.
The weighting function, or impulse response, can then be determined using the following formulation (Lunze, 2014, p. 195):

(2.36)
This means that when an impulse is used as the input signal, the sensor answers with an exponentially decreasing function. 
Another common description of the system dynamics is the second order system that features a term with a second derivative of the input variable and an additional parameter of the damping constant D (Lunze 2014, p. 195):

(2.37)
A second order system is more complex than a first order system. The value of the damping constant D determines whether the system can perform oscillations or not (Lunze, 2014, p. 195). The step response of a second order system is qualitatively imaged in figure 2.10 for different values of the damping constant. If the damping is small and the value of D<1, oscillations can occur.
Figure 2.10: Step function and step response of a second order system. 
[image: ]
Source: Author, based on Zacher/Reuter 2014, p. 67.
Second order systems can, in some cases, also be interpreted as series connection of two first order systems with the time constants T1 and T2 (Lunze, 2014, p. 195). In this case, the impulse response follows to (Lunze, 2014, p. 195):  

(2.38)

Self-Check Questions
1. Please complete the following sentence:
The impulse response of linear systems can be used to determine the output signal xa based on the convolution integral of the input signal xe with the weighting function g(t).

2. A sensor system with a linear transfer behavior has the following step response: 

What is the impulse response of the system?
·  (F)
·  (R)
·  (F)
·  (F)
3. Which integral transformation is typically used to convert the impulse response into the frequency-dependent transfer function?
The Laplace Transform
2.4 Measurement Systems and Components
Until now, the “sensor” was considered individually, however it is part of a more complex technical system. The entire “set of one or more measuring instruments and often other devices, including any reagent and supply, assembled and adapted to give information used to generate measured quantity values within specified intervals for quantities of specified kinds” (DIN, 2010, p. 48) is referred to as the “measuring system”. 
This means that units other than the sensor also need to be considered. First of all, the measuring object—which is the “carrier of the measurand” (DIN 1319-1, p.3)— needs to be considered. The measuring object plays an important role as a variety of its properties can influence the measurement results. However, the measuring system contains a lot of supporting equipment, which is required in addition to the sensor to further process the acquired information. The information needs to be sent to the recipient, who can use the information, for example, to adjust a process in the manufacturing environment or to control a technical system. 
The sensor is shown in figure 2.11 in the context with its connected equipment. As described, the sensor itself is responsible for acquiring a measurand and providing a corresponding electrical signal (Tränkler, 2014, p. 3). This operation is followed by an analog pre-processing that is implemented with an electric circuit and an amplification of the signal (Tränkler, 2014, p. 3). The result of all operations is the normalized analog electrical signal. Subsequently, a micro-controller (µC) is used, which includes an analog digital converter (ADC) (Tränkler, 2014, p. 3).  The resulting digital signal can then be processed with a bus converter (BC), leading to a signal that is suitable to enter a bus system through a digital interface (Tränkler, 2014, p. 3).  
Figure 2.11: Sensor and connected equipment. 
[image: ]
Source: Author, based on Tränkler, 2014, p. 4.
The setup in figure 2.11 illustrates the typical signal flow in one measurement system. However, in technical systems, there are multiple sensors that each require a signal processing, as a result, communication between different sensor systems is necessary. When this context is considered, the signal flow chart in figure 2.12 can result. There, the typical example of the communication between two persons through a phone call is illustrated from a signal perspective. It can be transferred to the communication between different sensor systems easily. When the first person talks, a sound signal is generated. This can be converted into an electrical signal, which is processed, usually also digitalized, and then transmitted through the network. The electromagnetic wave is then received by the phone of the second person and transduced again into another sound signal.  
Figure 2.12: Communication and signal processing. 
[image: ]
Source: https://en.wikipedia.org/wiki/Signal_processing#/media/File:Signal_processing_system.png CC BY-SA 3.0 license
In the modern manufacturing environment, the communication between different technical systems becomes more and more important. This shows that, typically, a broader perspective than a single measurement system needs to be chosen.
Self-Check Questions
1. What is the “carrier of the measurand” according to DIN 1319-1?
· the measured signal
· the measuring object
· the digital signal
· the sensor

2. Which element of the signal processing chain contains the analog digital converter?
· amplifier
· microcontroller
· transducer
· transmitter

Summary
Sensors are most often applied with a sensing element to acquire a non-electrical measurand. The transducer is then responsible for converting this information into an electrical signal that can undergo a further signal processing, such as an amplification and an analog-digital conversion. 
The selection of the right sensor for a defined application depends on many different properties. First of all, a suitable physical effect needs to be present that allows an acquisition of the measurand of interest. The characteristic line of the sensor needs to feature suitable properties, such as fulfillment of the requirements for linearity and sensitivity. Besides, there are also many non-technological characteristics of sensors that can contribute to the selection process.
When sensor systems are characterized, static and dynamic properties can be distinguished. Static characteristics are often related to the characteristic line of the sensor system; whereas the dynamic behavior considers the response time of the sensor system and can often be approximated with a system description of first and second order differential equations. The step response and impulse response provide important information about the time dependent behavior. 
However, in the industrial context, sensors can not only be regarded individually, but  must be seen in the context of the measurement system, and within the whole technical system.

[bookmark: _Hlk66438377]Unit 3 – Resistive Sensors

Study Goals

On completion of this unit, you will be able to …

… define resistivity and resistance.
… describe the different applications of resistive sensors for the acquisition of various measurands.
… calculate and design circuits with resistive sensors.

3. Resistive Sensors 
Introduction 
Resistors are a component of electric circuits that are widely available and can be manufactured cheaply in huge numbers. The fact that the value of a resistance can be connected with various measurands, such as temperature or different mechanical quantities, makes resistors an ideal measuring principle for many applications. In the following unit, different possibilities for measurement with resistors are described and their applications are presented.  
3.1 Resistivity and Resistance
When an electric current flows through a conductor, electric charge is carried by particles like electrons. These electrons interact with the material of the conductor, which causes a loss of kinetic energy (Weißgerber, 2015, p. 12). The extent of the reduction depends substantially on the material and is described with the electric resistance of the conductor (Weißgerber, 2015, p. 12). Based on their general resistance behavior, three categories of materials can be distinguished (Weißgerber, 2015, p. 12): 
i) “Conductors” are materials that allow the flow of a current through the material easily, as they feature a comparably low resistance (Weißgerber, 2015, p. 12), such as metallic materials or electrolytes (Weißgerber, 2015, p. 12). 
ii) “Semiconductors” are materials that have some ability to let a current flow through them, such as coal or silicon (Weißgerber, 2015, p. 12).
iii) “Insulators” are materials that have a high resistance and do not allow the flow of a significant current, such as polymeric materials or ceramics (Weißgerber, 2015, p. 12). 
This distinction shows that the ability to conduct an electric current is highly specific to the applied material. How can the connection between the material and the electric resistance be described mathematically? The definition of the electric resistance of a linear conductor can be described with the aid of its length l and its cross-section A (Weißgerber, 2015, p. 16)

(3.1)
The third parameter ρ describes the so-called „resistivity” or “specific resistance” and considers the material dependent aspect—it describes the resistance that is caused by every meter of length of a conductor made of this material when a cross-section of 1 mm2 is assumed (Weißgerber, 2015, p. 16):

(3.2)
This can be also shown when the unit of this quantity is considered (Weißgerber, 2015, p. 16):

(3.3)
The reciprocal value of the specific resistance is the “specific conductivity” κ, which is defined as (Weißgerber, 2015, p. 16)

(3.4)
Many resistors feature the described linear behavior, however, there are also “non-linear” resistors that feature a non-linear function of U= f(I)—meaning that the value of resistance also depends on the value of the current (Weißgerber, 2015, p. 17). Varistors feature such a behavior and their resistance varies with the voltage and the characteristic line features a non-linear behavior. Other examples of non-linear resistance are diodes and thermistors (Weißgerber, 2015, p. 18).  
The concept of thermistors considers that the specific resistance is a function of the temperature, which can be approximated by a tangent of the corresponding characteristic line at the operating point ϑ* (Weißgerber, 2015, p. 19)

(3.5)
This can be used for a linearization of the characteristic line. In doing so, the temperature of ϑ*=20°C is typically used as an operating point and a temperature coefficient α20°C is defined as (Weißgerber, 2015, p. 19): 



(3.6)
Then, the resistance value can be described as a function of the temperature (Weißgerber, 2015, p. 19): 

(3.7)
When the reference resistance at 20°C is inserted the linearization simplifies to (Weißgerber, 2015, p. 19): 

(3.8)
This example shows that also a non-linear behavior of resistors can be used to perform measurements and can be linearized for an approximation of the behavior. Figure 3-1 a) summarizes the behavior of linear resistors and the process of linearization with a tangent for non-linear resistors in b). Then a resistor features a non-linear characteristic line I = f(U) and the tangent slope in the operating point I*, U*: 

(3.9)
Can be used to estimate a linear approximation in the region of the operating point:
(3.10)
Figure 3-1: Linear and non-linear resistance. 
[image: ]
Source: Author, based on Weißgerber 2015, p. 15 and 18.
Figure 3.2 summarizes the parameters ρ, κ, and α20°C for a variety of materials, to illustrate the dependence of these parameters on the applied material of the resistor. 
Figure 3-2: Material-dependent characteristics of resistors. 
	Material
	ρ in Ω mm2 m-1 
	κ in Ω-1 mm-2 m
	α20°C in °C-1

	Aluminium
	0.028
	36
	0.004

	Silver
	0.016
	63
	0.004

	Copper
	0.018
	56
	0.004

	Gold
	0.023
	44
	0.004

	Platinum
	0.11
	9
	0.002

	Iron
	0.125
	8
	0.005

	Manganin
	0.4
	2.5
	0.00001

	Chrome-Nickel
	1
	1
	0.00005


Source: Author, based on Weißgerber 2015, p. 20.
The parameters show why copper is often chosen as a material for electric wires—the reason being that it features a low specific resistance. Resistors are highly suitable as sensors, as their value depends on many different characteristics. The different measurands that can be acquired with them are introduced in the following section, together with the applied sensing principles.  
Self-Check Questions
1. A copper wire features a length of 100 m and a cross-section of 10 mm2. What is the resistance value of the wire?
· 18 Ω.
· 180 Ω.
· 0,018 Ω.
· 180 Ω.

2. Please order the following materials by increasing specific conductivity: Iron, Silver, Copper, Chrome-Nickel. 
Chrome-Nickel, Iron, Copper, Silver

3. Please complete the following sentence:
The “specific resistance” describes the resistance that is caused by every meter of length of a conductor made of this material when a cross-section of 1 mm2 is assumed.
3.2 Potentiometric Sensors
In industrial applications, mechanical measurands often need to be monitored. For the measurement of a position or distance and angle, potentiometric sensors provide a possibility which is based on the physics of resistors. 
Figure 3.3 illustrates the measuring principle of slide potentiometric sensors: a linear resistor that is made out of wires or layers has a length of l between a starting point S and an ending point E (Parthier, 2008, p. 135). When a tapping at a point P between these two is applied, the amount of resistance that is used directly correlates with the distance between E and P (Parthier, 2008, p. 135). When the position of the tapping changes, the relative amount of resistance that is used changes accordingly. When a model for this electric circuit is described, as shown in the right-hand section of the figure, this can be interpreted as a voltage divider, meaning there is a supply voltage Uq that drops over the entire resistance of R between S and E (Parthier, 2008, p. 135). When a tapping at the point P is applied, there is a fraction of the resistance between E and P that features a voltage drop of the ouput voltage Ua (Parthier, 2008, p. 135). Between these two points, only a fraction of the resistance is present,  leading to the voltage between E and P representing a fraction of the supply voltage.
This can be mathematized as (Parthier, 2008, p. 136): 

(3.11)
The function principle can be described with the following example: If a 10-meter long wire features a certain resistance and voltage drop, and a tapping after 1 meter is applied, there will be 10 percent of both the resistance and voltage between the point E and the tapping point P. Equation 3.11 shows that with a given supply voltage, an unknown length lx could be determined based on the measured voltage between the tapping and the end point E. Thus, a potentiometric slide provides a simple possibility to measure distances from the range of mm to m (Parthier, 2008, p. 135). In order to have a measurement with virtually no loss of the voltage Ua, a load resistor RL is applied at the output with RL>>R (Parthier, 2008, p. 136). As the resistance is directly connected to the output voltage, the voltage can be used to unambiguously determine the position of the tapping contact.   
Figure 3-3: Function and setup of a slide potentiometer. 
[image: ]
Source: Author, based on Parthier 2008, p. 135.
In practice, the tapping contact is attached to the workpiece, the position of which is supposed to be measured. A potentiometer can also be found in every linear fader as shown in figure 3.4: When the knob is moved, the ratio of the resistors changes and the change of position can be measured. This information is then further used to adjust a setting on the device. The connection between resistance and the position can be linear, as described in equation 3.11. However, other functional relations, such as an exponential or logarithmic connection between the position of the fader and the resistance are also possible.  
Figure 3-4: Slide potentiometers. 
[image: ]
Source: Omegatron, Wikimedia Commons,  https://de.wikipedia.org/wiki/Potentiometer#/media/Datei:Faders.jpg, CC BY-SA 3.0 license. Last access: April 30th, 2021. 
However, potentiometric sensors are not only capable of measuring a distance or position, but also an angle when they are executed as rotary knobs. A single turn potentiometer which uses this principle is shown in figure 3-5. 
Figure 3-5: Single turn potentiometer. 
[image: ]
Source: Lainf, Wikimedia Commons, https://de.wikipedia.org/wiki/Potentiometer#/media/Datei:Potentiometer.jpg CC BY-SA 2.5 license. Last access: April 30th, 2021. 
Like the measurement of position, the most intuitive relation between the angle of the knob and the resistance is a linear connection. The situation where an angle of α is measured and αmax is the largest angle possible can be described as

(3.12)
Equation 3.12 establishes a relation between the angle of the rotary knob and the measured output voltage. This information can be used for angle measurement. However, turn potentiometers are also present in all different kinds of electronic devices for the adjustment of different settings, e.g., the volume of a sound system or any other knob on household electronics uses the working principle of the potentiometer.  
Example: A turn potentiometer can cover an angular range of 0 to 350°. The supply voltage is Uq = 15 V.  At the output, a voltage of Ua = 6.514 V is measured. What is the angle of the knob?
Solution: Equation 3.12 leads to 

(3.13)
Self-Check Questions
1. Please complete the following sentence:
The connection between resistance and the position of a fader can be linear. However, also other functional relations like exponential or logarithmic connections are possible. 
2. A slide potentiometer can cover a linear position range of 0 to 150 mm. The supply voltage is Uq = 25 V.  At the output, a voltage of Ua = 15.675 V is measured. What is the position of the fader?
· 86.54 mm
· 94.05 mm
· 54.24 mm
· 87.51 mm
3.3 Strain Gauges
It has been shown that the electric resistance R of a linear conductor can be described with its length l, its cross-section A and its specific resistance ρ (Weißgerber, 2015, p. 16):

(3.14)
This property of resistors can be used for the acquisition of various mechanical measurands. When a mechanical load is applied to the wire, it is either elongated or shortened (Schrüfer et al., 2018, p. 218). Generally, the influence of the load can change all three parameters of equation 3.14. The resulting change of resistance ΔR  is described based on deviation propagation (Schrüfer et al., 2018, p. 219)

(3.15)
When a circular cross-section is considered, equation 3.15 can be expressed based on the diameter D of the wire (Schrüfer et al. 2018, p. 219): 

(3.16)
The most significant change is the change in length. This can be expressed with the mechanical strain ε, which describes the change in length Δl divided by the original length l (Schrüfer et al., 2018, p. 219):  

(3.17)
When equation 3.16 is divided by the strain, the result is (Schrüfer et al., 2018, p. 219): 

(3.18)
When the length is increased, the diameter of the wire slightly decreases and vice versa. This can be described with the Poisson ration ν, which is the relative negative change of the diameter divided by the relative change in length;  additionally, a factor k is defined as (Schrüfer et al., 2018, p. 219)

(3.19)
With these definitions, equation 3.18 can be expressed as (Schrüfer et al., 2018, p. 219):

(3.20)
In engineering applications, metallic materials are usually applied as conductors. Metals usually have a Poisson ratio between 0.2 and 0.5 and a neglectable change of specific resistance, leading to k-factor values between 1.4 and 2 (Schrüfer et al., 2018, p. 219): 
(3.21)
Based on the definition, a direct proportional connection between the mechanical strain and the relative change of resistance can be derived (Schrüfer et al., 2018, p. 219): 


(3.22)
When an initial value of R0 is considered and then a change of the resistance occurs, the following linear approximation is valid due to typically small values of the strain (Schrüfer et al., 2018, p. 220): 

(3.23)
The described effect can be used with strain gauges to measure the strain and other associated mechanical parameters. Due to the very small values of the strain, typically only a very small change of resistance results. In order to increase the sensitivity of the measurement, a meander-shaped alignment of the wire is typically applied that is embedded into a substrate, which is then glued onto the workpiece, the strain of which is supposed to be measured (Parthier, 2008, p. 148). The corresponding setup of a strain gauge is shown in figure 3.6. When a larger number of turns is used, even a small change in length can lead to a measurable change in the length of the wire, e.g., when 500 turns are used, this increases the sensitivity with a factor of 1000.  


Figure 3-6: Setup of a strain gauge. 
[image: ]
Source: Author, based on Parthier 2008, p. 148. 
Strain gauges are often applied in a Wheatstone bridge to make use of the differential principle. When, for example, two strain gauges are used in the differential principle, influences of the temperature strain are compensated. An example of a Wheatstone bridge is shown in figure 3.7. Depending on the number of strain gauges that are applied in the bridge circuit, it is possible to distinguish a quarter bridge (1 resistance is represented by a strain gauge and can change), a half-bridge (two strain gauges) and a full bridge (four strain gauges) (Parthier, 2008, pp. 148-154).
Figure 3-7: Wheatstone bridge. 
[image: ]
Source: Author, based on Weißgerber 2015, p. 60.
For a full bridge, the four possible changes of resistance are defined as: 

(3.24)
When the circuit of the Wheatstone bridge is considered, the bridge voltage can be divided into the voltage before the deflection UB,0 and the deflection ΔUB. This can be described with the aid of a linearization: 

(3.25)
The initial bridge voltage can be described with the aid of the upper mesh and the voltage division between the resistors (Mühl, 2020, p. 128): 

(3.26)
Based on this equation, the sensitivity for the linearization can also be determined, and the deflection is described as:  

(3.27)
When the operating point is chosen as a balanced bridge (UB,0 = 0) and all four resistors are selected with the identical initial value (RA,0=RB,0= RC,0=RD,0=R0), equation 3.27 simplifies to: 


(3.28)
Now, a possible strain as described in equation 3.24 is considered for the full bridge and inserted into equation 3.28: 

(3.29)
The result shows that with the described setting, a direct connection between the different strains and the voltage on the bridge can be derived. When for example a strain is caused by temperature change, it leads to an identical strain of all four strain gauges and no voltage is measured. This setting leads to a robust measurement of only the mechanical influences. 
One thing should, however, be considered: Each strain gauge can only measure the strain in one direction. If a mechanical setting may lead to a strain in more than one direction, this needs to be considered in the alignment of the strain gauges on the workpiece. Also, the different algebraic sign of the strains can be used to increase the sensitivity. This is shown in the following for the example of bending and tensile stress. Figure 3.8 illustrates the corresponding setup to glue strain gauges on the workpiece.  
Figure 3-8: Strain gauges – setup for the measurement of tensile stress and bending. 
[image: ]
Source: Author
In the left-hand figure, a tensile stress is shown. The strain gauges B and C experience an elongation by the strain ε:  

(3.30)
As the strain gauges A and D contribute, with a different algebraic sign, to the bridge voltage, they need to be glued onto the workpiece in a way that they are shrunk. Thus, they are placed orthogonally to the other strain gauges, making it possible to measure the strain in two different directions. Based on the Poisson ratio ν, the strain of the strain gauges A and D results to:  

(3.31)
When these results are inserted into equation 3.29, the bridge voltage results as: 

(3.32)
This results in the best possible sensitivity. Figure 3.9 shows a practical application where two strain gauges are placed perpendicular to each other in order to obtain a measurement of the tensile stress.  
Figure 3-9: Strain gauges – setup for the measurement of tensile stress. 
[image: ]
Source: Heavenly, Wikimedia Commons. https://de.wikipedia.org/wiki/Dehnungsmessstreifen#/media/Datei:Tensometr_foliowy.jpg, public domain license. Last access: April 30th, 2021. 
Another strategy can be shown for the measurement of a bending beam as shown in the right-hand section of figure 3.8. When a beam is fixed on one end, and a mechanical force is applied to the top, the top side of the beam is elongated, whereas the bottom side is reduced in size. This means that strain gauges B and C need to be mounted to the top side, and strain gauges A and D to the bottom side. Then the strains and bridge voltage result as:  



(3.33)
This leads to a maximum sensitivity for this scenario. The strain can be directly assigned to the measure voltage value. 
The given examples explain only a small fraction of the possibilities that strain gauges offer. Besides the different possibilities for a setup to acquire a broad variety of load scenarios, the measured data can also be further processed to determine mechanical measurands other than the strain. 
The connection between the strain ε and the force F is described by Hooke’s law, with Young’s Modulus E as a constant, depending on the material and the cross-section A of the workpiece:

(3.34)
The Young’s Modulus is a measure of stiffness that describes how much mechanical stress is required to create a certain amount of strain. Soft materials like plastics feature values of 1.4-3.1 GPa, whereas steel has a value of about 200 GPa, indicating a significantly higher stiffness (Engineering ToolBox, 2020). 
Then, also the mechanical pressure p can be determined which is defined as Force per area: 

(3.35)
Based on the force determined by Hooke‘s law, even more mechanical measurands  such as the torque or mechanical stress can be determined based on physical relations to the force.  
Example: A full-bridge circuit is applied to measure the strain of a beam with a cross-section of A = 0.05 m2 under tensile stress. The beam is made of steel (E = 210 GPa, ν=0.3) and a supply voltage of Uq = 20V is applied. What is the applied force when a bridge voltage of 0.06 V is measured? 
Solution: The k-factor can be determined with equation 3.21: 

(3.36)
With this information, the bride voltage definition in equation 3.32 can be used to determine the strain: 

(3.37)
With the aid of the Hooke’s law, the unknown Force can be determined as: 

(3.38)
A Force of 33.2 Mega-Newton is required to achieve a strain of 2.9 % of the beam. 
Many components in machines or robots move and mechanically interact with other components. This induces forces and corresponding strains in the components. Thus, the monitoring of the mechanical state of the components with strain gauges is an essential task that is required in many engineering applications to ensure the mechanical integrity during the operation. 
Self-Check Questions
1. What is the correct definition of the k-factor for metallic materials? 
· 
· 
·  
· 

2. A strain gauge (R0 = 250 Ω, k =2) measures a strain of ε = 0.01. What is the value of the resistance after this strain has been applied? 
·  
·  
·  
· 

3. Please complete the following sentence:
When a full bridge circuit is considered and a strain is caused by temperature change, it leads to an identical strain of all four strain gauges and no voltage is measured. This setting leads to a robust measurement of only the mechanical influences. 

4. A full-bridge circuit is applied to measure the bending of a beam. The beam is made of steel (k=1.6) and a supply voltage of Uq = 20V is applied. What is the strain when a bridge voltage of 0.015 V is measured? 
· 0.00047
· 0.007
· 0.0065
· 0.005
3.4 Piezoresistive Sensors
It has been stated that strain gauges can provide a simple principle to measure various mechanical measurands. Another possibility to measure forces and associated mechanical quantities are piezoresistive sensors that follow the same general principle as strain gauges: the resistance of a workpiece changes when a mechanical load is applied. However, strain gauges usually consist of metallic materials where the change of geometry is the relevant factor that causes a measurable effect. In contrast, when semiconductor materials are applied, the material-dependent factor is more relevant (Urban, 2014, p. 63). When equation 3.15 is considered, the two different factors that cause a change of resistance when a conductor with the cross-section A, a length l and a specific resistance ρ is considered can be distinguished (Urban, 2014, p. 63):  

(3.39)
As described, for metals it is a good approximation to neglect the material-dependent factors, whereas in semiconductors the force leads to a shift of the atoms which then results in a change of the electronic band structure (Urban, 2014, p. 63). This changed band structure leads to a change of resistance as described in the above-mentioned term. This effect is especially pronounced for typical semiconductor materials like silicon and germanium (Kalantar-zadeh, 2013, p. 50). When the geometric factors are neglected, the relative change of resistance can be described as semiconductors 
Materials that conduct electricity under certain circumstances and change their specific resistance under mechanical load. 


(3.40)
Due to the lattice structure of the semiconductor material, there is a strong directionality of the effect (Hering et al., 2018, p. 10). Thus, the change of resistance in a certain direction can be determined by corresponding elements of the piezoresistive coefficients tensor π* and the mechanical stress tensor σ* (Kalantar-zadeh, 2013, p. 50).

(3.40)
The mechanical stress tensor can be directly connected to the strain in all directions with: 

(3.41)
This means that the change of resistance in the three directions x,y,z can be determined as (Hering et al., 2018, p. 10): 

(3.42)
Exemplified value of the piezoresistive coefficients for silicon at a temperature of T = 300 K are shown in Figure 3.10. A general rule of thumb is that a 10 percent change of resistance results for each stress of 1 GPa (Hering et al., 2018, p. 10).  
Figure 3-10: Piezoresistive coefficients of Silicon. 
	
	ρ in Ωcm
	π11 in 10-11 Pa-1
	π12 in 10-11 Pa-1

	p-doped Silicon
	7.8
	6.6
	-1.1

	n-doped Silicon
	11.7
	-102
	53.4


Source: Author, based on Hering et al. 2018, p. 10. 
Example: A piezoresistive sensor made of n-doped silicon is exposed to a stress of σx =10 GPa, σy =-0.5 GPa, σz =1 GPa. The original resistance is 850 Ω. Which resistance results in z-direction after the mechanical load has been applied?  
Solution: Equation 3.42 can be used to determine the relative change in the z-direction: 

(3.43)
The absolute value of the resistance follows to: 

(3.44)
The example shows that many mechanical measurands can be determined. Most often, piezoresistive sensors are used for the acquisition of mechanical stress and pressure. Figure 3.11 illustrates sensors for the measurement of the air pressure that can measure either the absolute pressure or the differential pressure between two points (differential principle). The principle of piezoresistive measurement can be applied in various industrial contexts, e.g., for pressure measurements in oil or gases.  
Figure 3-11: Piezoresistive pressure sensors. 
[image: ]
Source: Medvedev, Wikimedia Commons. https://commons.wikimedia.org/wiki/File:Digital_Pressure_Sensors.jpg, CC SA-BY 3.0 license. Last access: May 3rd, 2021. 
Self-Check Questions
1. Please complete the following sentence:
Strain gauges usually consist of metallic materials where the change of geometry is the relevant factor that causes a measurable effect. In contrast, when semiconductor materials are applied, the material-dependent factor is more relevant.

2. A piezoresistive sensor made of p-doped silicon is exposed to a stress of σx =2 GPa, σy = 0 GPa, σz =0 GPa. The original resistance is 500 Ω. Which resistance results in x-direction after the mechanical load has been applied?  
·  
·  
·  
·  
3.5 Magnetoresistive Sensors
In the last two subsections, it became clear that mechanical measurands can have an influence on the resistance of a conductor or semiconductor. This effect can be used for a transduction into an electrical measurand and measured as a voltage or current. Similar to mechanical influences, magnetic influences can also change the value of a resistance, which is referred to as “magnetoresistive effect” (Hering et al., 2018, p. 12) and the relative change is described with the aid of the resistance with R(H) and without R(0) magnetic field (Hering et al., 2018, p. 12):magnetoresistive effect 
This effect describes the connection of a resistance value and a magnetic field.  


(3.45)
Depending on the material, different types of magnetoresistive effects can be described and used for a measurement: 
· Ordinary Magneto Resistance (OMR): A deflection of electrons in the material is caused due to the influence of the magnet field (Hering et al., 2018, p. 12). This leads to an increase of resistance and occurs in all conductive materials (Hering et al., 2018, p. 12). 
· EMR (Extraordinary Magneto Resistance): Describes a similar magnetoresistive effect for inhomogeneous semiconductor materials (Hering et al., 2018, p. 12). 
· AMR (Anisotrope Magneto Resistance): This is an effect that only occurs in ferromagnetic materials, and it describes the fact that the specific resistance in the direction of the magnetic field, and perpendicular to the field, are different (Hering et al., 2018, p. 12). This effect only occurs in ferromagnetic materials (Hering et al., 2018, p. 12).
· GMR (Giant Magneto Resistance): This effect occurs, when a system of two layers is examined with a ferromagnetic and a non-magnetic material (Hering et al., 2018, p. 12). When a metallic layer is located between the two layers, the resistance depends on the alignment of the different layers (Hering et al., 2018, p. 12). 
· TMR (Tunnel Magneto Resistance): Describes a similar effect for two ferromagnetic layers (Hering et al., 2018, p. 12). 
· CMR (Colossal Magneto Resistance): Magnetoresistive effect for semiconductor materials at low Temperatures < 100 K (Hering et al., 2018, p. 12).   
Two sensor principles that are based on this effect are illustrated: the magneto sensor uses the ordinary magneto resistance. A conductor with a cross-section of b⋅d is aligned in a meander-shape onto a substrate (Schrüfer et al., 2018, p. 216). This means the setup is not so different from a strain gauge; however, instead of a thin wire, a conductor with a larger cross-section with only a few windings is used (Schrüfer et al., 2018, p. 216). This means that the original resistance can be described as (Urban, 2014, p. 72):  

(3.46)
With the initial length l0, width b0 and thickness d of the conductor. 
When a magnetic field is applied, the electrons are deflected due to the Lorentz Force, resulting in a different relevant geometry for the current which can be determined with the aid of the Hall-angle ΘH (Urban, 2014, p. 72):

(3.47)
When this information is inserted into equation 3.46, the resistance can be described as (Urban, 2014, p. 73): 

(3.48)
When the definition of the Hall-angle as a function of the charge carrier density µH and the magnetic field strength B is used (Urban 2014, p. 72):

(3.49)
Equation 3.48 can be rewritten as (Urban, 2014, p. 73):

(3.50)
where the factor K considers the influences of the geometry of the conductor. This means that this Gaussian effect leads to a quadratic characteristic line of the sensor, when the resistance is plotted as a function of the magnetic field strength (Schrüfer et al., 2018, p. 216). The sensor setup and the characteristic line are shown in Figure 3-12. 
Figure 3-12: Magneto sensor – setup and characteristic line. 
[image: ]
Source: Author, based on Schrüfer et al. 2018, p.216
As described, the sensor features a non-linear behavior and the differential principle is often used to linearize the characteristic line, which also allows for the detection of the magnetic field (Schrüfer et al., 2018, p. 217). When the sensor is moved into a known magnetic field, it can also be used to determine a position or an angle when two identical sensors are connected so that a change of position leads to a change of the magnetic field strength with a different algebraic sign (Schrüfer et al., 2018, p. 217). 
Another sensor principle is based on the anisotrope magnetoresistive effect (AMR). When a ferromagnetic material is applied, its specific resistance can be described as a function of the angle Θ (Schrüfer et al., 2018, p. 217). This angle is determined between the magnetic field and the flux vector—leading to a description of R as a function of the parallel und orthogonal resistance (Schrüfer et al., 2018, p. 217):

(3.51)
This shows that the anisotrope effect can be applied well for the measurement of angles. 
Self-Check Questions
1. Please complete the following sentence:
When a magnetic field is applied to a magneto sensor, the electrons are deflected due to the Lorentz Force, resulting in a different relevant geometry for the current which can be determined with the aid of the Hall-angle.
2. Which of the following terms describes the effect where a “deflection of electrons in the material is caused due to the influence of the magnet field”?
· EMR (Extraordinary Magneto Resistance) 
· OMR (Ordinary Magneto Resistance)
· AMR (Anisotrope Magneto Resistance)
· GMR (Giant Magneto Resistance)

3. Which type of characteristic line does a magneto sensor feature and which measure can be taken to detect the direction of the magnetic field?
The characteristic line can be described by a quadratic polynomial. A linearization can be achieved by an implementation of the differential principle. 
3.6 Thermoresistive Sensors
It was described that the resistance of a conductor depends on various mechanical measurands and magnetic measurands in the environment of the sensor. Another factor that can influence the resistance is the temperature, which also means that resistors can be used as temperature sensors. The corresponding connection is described by the “thermoresistive effect” which describes “the change in a material’s electrical resistance upon temperature change” (Kalantar-zadeh, 2013, p. 49).thermoresistive effect 
This effect describes the connection of a resistance value and the temperature.

For example, for metallic materials, the specific resistance is a function of the temperature which can be approximated by a tangent of the corresponding characteristic line at the operating point ϑ* (Weißgerber, 2015, p. 19):

(3.52)
This can be used for a linearization of the characteristic line. In doing so, the temperature of ϑ*=20°C is typically used as an operating point and a temperature coefficient α20°C is defined as (Weißgerber, 2015, p. 19): 



(3.53)
This approximation is usually considered to be appropriate for temperatures up to 200 °C—if this temperature is exceeded, a second-order term with another coefficient, β20°C, needs to be added, as otherwise the large distance between the operating point and the considered temperature leads to an increasing deviation of the linear approximation (Weißgerber, 2015, p. 19):  


(3.54)
Example: A resistor R20°C = 500 Ω made from Aluminium (α20°C = 0.004 K-1, β20°C= 0.0001 K-2) is applied for temperature measurement. 
i) What is the resistance at a temperature of 250°C?
ii) A resistance of 520 Ω is measured. What is the temperature?
Solution: i) The resistance can be calculated as: 


(3.55)
ii) For the calculation, it is assumed that the temperature ϑ ≤ 200°C. If a temperature larger than 200 °C results, the calculation would need to be repeated with the second-order term: 

(3.56)
This leads to a measured temperature of: 

(3.57)
and shows that the approximation of the linear function with only one temperature coefficient is valid.  
One very common resistor that is applied for temperature measurement is the so-called “PT100” resistor. It features a resistance of 100 Ω for a temperature of 0°C and a temperature coefficient of α0°C = 0.003851 K-1 and is standardized in DIN EN 60751 (DIN 60751, 2008). It features very linear properties over a large temperature range with a change of resistance of 0.3851 Ω ≈ 0.4 Ω per K of temperature change. 
Many conducting materials feature the described behavior which can be approximated over a broad range of temperatures with a linearization. However, in technical applications semiconductors also have a significant dependance between their resistance and their temperature, which however cannot be described with a linear approximation. Their temperature behavior can be described with an exponential function, which can have either a positive temperature coefficient (PTC resistor) which leads to a good conductivity for low temperatures and a high resistance for higher temperatures, or a negative temperature coefficient (NTC resistor) resulting in a good conductivity for high temperatures and a low resistance for lower temperature (Kalantar-zadeh, 2013, p. 50). Figure 3-13 illustrates qualitatively the characteristic line of NTC and PTC resistors as a function of the temperature. PTC resistor 
A resistor which has a positive temperature coefficient. 
NTC resistor 
A resistor which has a negative temperature coefficient. 

Figure 3-13: NTC and PTC resistors - characteristic line and graphical symbol. 
[image: ]
Source: Author, based on Hering 2018, p: 65
PTC resistors contain a material that features the following characteristic: they contain a ferroelectric material that features a crystal structure (Schrüfer et al., 2018, p. 205). When a temperature threshold, the Curie-Temperature ϑA is exceeded, the alignment of the crystal structures is no longer uniform, resulting in a rapid growth of the resistance, ultimately converging to a threshold value from a temperature ϑE onwards (Schrüfer et al., 2018, p. 205). The corresponding characteristic line is shown in Figure 3.13.  
Mathematically, the resistance can be described as a function of the nominal resistance RN at the temperature TN and the temperature coefficient A (Hering et al., 2018, p. 66): 

(3.58)
The characteristic line can be used to determine the sensitivity (Schrüfer et al., 2018, p. 205):

(3.59)
Typically, PTC resistors feature a high level of sensitivity as their characteristic line exhibits a large slope in the transition area from high to low resistance (Schrüfer et al., 2018, p. 206). PTC resistors can be applied for temperature measurement just as well as for the safety of electric circuits—when a large current occurs, the temperature of the conductor rises which leads to an increasing resistance and subsequently a decrease of the current (Hering et al., 2018, p.66). This shows that PTC resistors can be used to stabilize electric circuits. 
NTC resistors can be applied for many different measurement tasks, e.g., in all different kinds of electronic devices for the measurement of temperature, or flow properties (Hering et al., 2018, p. 69). Figure 3.14 shows the setup of a NTC resistor, which can be applied as temperature sensor.  

 (3.60)
The sensitivity is defined as (Schrüfer et al., 2018, p. 203): 

(3.61)
NTC resistors can be applied for many different measurement tasks, e.g. in all different kinds of electronic devices for the measurement of temperature, or flow properties (Hering et al., 2018, p. 69). Figure 3-14 shows the setup of a NTC resistor that can be applied as temperature sensor. 
Figure 3-14: NTC resistor. 
[image: ]
Source: Ansgar Hellwig, Wikimedia Commons, https://en.wikipedia.org/wiki/Thermistor#/media/File:NTC_bead.jpg , CC BY-SA 2.0 license, Last access: May 5th, 2021. 
One property of NTC resistors should be considered in their application: When a large current occurs, the temperature of the resistor increases which results in the decrease of resistance and consequently, a further increasing current. This “vicious circle” may result in the destruction of the component.  
Example: An NTC resistance whose reference characteristics are RN = 500 Ω and TN = 298.15 K is used to measure a temperature. The coefficient B = 6000 K. 
i) Determine the sensitivity for measurement temperatures of T* = 400 K!
ii) A resistance of R=300 Ω is measured. What is the temperature of the resistor? 
Solution: i) Equation 3.62 is applied: 

(3.62)
ii) Equation 3.60 is solved for the unknown temperature: 


(3.63)
Self-Check Questions
1. A “PT100” resistor (α0°C = 0.003851 K-1) features a resistance of 150 Ω. What is the temperature of the resistor? 
· 29.84 °C
· 129.84 °C
· 74.59°C
· 174.59°C

2. Please explain the “vicious circle” that may occur with NTC resistors!
When a large current occurs, the temperature of the resistor increases which results in the decrease of resistance and consequently, an even further increasing current. This “vicious circle” may result in the destruction of the component.

3. An NTC resistance whose reference characteristics are RN = 1000 Ω and TN = 298.15 K is used to measure a temperature. The temperature coefficient is B = 3000 K. A resistance of R=1200 Ω is measured. What is the temperature of the resistor? 
· 292.84 °C
· 292.84 K
· 512.47 °C
· 512.47 K

4. Please complete the following sentence:
The linear approximation of the resistance of metallic materials often for temperatures up to 200 °C – if this temperature is exceeded, a second-order term with another coefficient β20°C needs to be added as otherwise the large distance between the operating point and the considered temperature leads to an increasing deviation.
3.7 Optoresistive Sensors
The resistance of a conductor can also a function of the illumination intensity. This phenomenon can be applied to measure quantities that are associated with optic characteristics based on the resistance. The physical fundamental for the effect is the “photoelectric effect” which describes the ability of photons to release electrons in a material, when the kinetic energy of the absorbed photon is at least as large as the binding energy of the electron (Hering et al., 2018, p. 75). The released electrons can have an impact on the conductivity and as a consequence also on the resistance of the workpiece. photoelectric effect 
Photons can release electrons – an effect that can be used in various technical applications. 

The following types of the photoelectric effect can be applied in technical applications, depending on the material: 
· Exterior photoelectric effect: In metallic surfaces electrons are released due to the light incidence—resulting in a photo current (Hering et al., 2018, p. 75).
· Interior photoelectric effect: In semiconductor materials, electrons are excited and lead to an increased conductivity as they are relocated to the conduction band (Hering et al., 2018, p. 75). This can be applied for the photoconductive effect, where the binding of electrons is completely released, for optical couplers which allow a galvanic separation between two electric circuits that are only connected via an optical signal or the photovoltaic effect that enables a separation of charge (Hering et al., 2018, p. 218). 
· Photoionization: Electrons are released from a molecule by the photon’s energy, leading to a creation of ions (Hering et al., 2018, p. 78). 
Photoresistors are the most common technical application that directly utilizes the interior photoelectric effect of semiconductor materials (Schrüfer et al., 2018, p. 215). With increasing light intensity, the resistance significantly decreases— resulting in a high sensitivity (Schrüfer et al., 2018, p. 215). Figure 3.15 illustrates a qualitative characteristic line of the sensor and introduces the graphical symbol. The characteristic line R(EI) as a function of the illumination intensity EI can be approximated by an exponential function:

(3.64)
with a constant K. 
Figure 3-15: Photoresistor – characteristic line and graphical symbol. 
[image: ]
Source: Author, based on Hering et al. 2018, p. 80
Figure 3-16 shows a picture of a photoresistor. It is visible that also here a meander-shaped alignment of the conducting material is used to achieve a high sensitivity (Schrüfer et al., 2018, p. 215). To detect the visible light spectrum, often the materials Cadmiumsulfid (CdS) or Cadmiumselenid (CdSe) are used (Schrüfer et al., 2018, p. 215). 
Figure 3-16: Photoresistor with a Cadmiumsulfid-layer. 
[image: Fotowiderstand: runde Scheibe mit mäanderförmiger Fotoleiterschicht]
Source: Uffbastel, Wikimedia Commons, https://de.wikipedia.org/wiki/Fotowiderstand#/media/Datei:LDResistor.jpg  , Public domain license, Last access: May 5th, 2021. 

Self-Check Questions
1. Please complete the following sentence:
The photoelectric effect describes the ability of photons to release electrons in a material, when the kinetic energy of the absorbed photon is as least as large as the binding energy of the electron.

2. Which component can be used for a galvanic separation of two circuits?
· Photoresistors
· Optical Couplers
· Photodiodes
· Photoelements

3. What is a typical material for the layer on Photoresistors?
· Cadmiumoxide
· Cadmiumsulfid 
· Silicon
· Silicondioxide

Summary
Resistors are widely available and cheap. However, they can be easily applied as sensors for the acquisition of a broad variety of measurands. Potentiometers can be used for the acquisition of information about position and angle and can be found as “knobs” or “faders” in many electronic devices that we use on a daily basis. 
Strain gauges can be used for the measurement of various mechanical measurands like stress, strain, force, or pressure. They are often glued onto workpieces to monitor their mechanical condition during operation. They use the characteristic that the length of a resistor influences its resistance value. Piezoresistive sensors use the fact that the specific resistance of semiconductors depends on the mechanical stress. This principle can be also used for the acquisition of different mechanical measurands like pressure. A magnetic field in the environment also influences the resistance of a workpiece. This can be used for the measurement of magnetic properties based on the magnetoresistive effect. 
Another very common application is the measurement of temperature with resistors. The temperature effect of metallic materials can be approximated by a linear function between temperature and resistance. Semiconductors can feature either a positive or negative temperature coefficient (NTC, PTC) and feature an exponential function as a characteristic line. Lastly, it was shown that also the illumination intensity can be connected to the resistance value with the photoelectric effect which can be applied for the measurement of illumination intensity.
Wearable sensors are a common trend as sensors have become smaller and cheaper, allowing to be implemented in smart devices like activity trackers or smartphones. Lastly, sensors are becoming a part of the industrial internet of things. With more and more wireless sensors, complex networks that can be used for the processing of information and the observation of entire manufacturing processes can be set up.



Unit 4 – Capacitive Sensors

Study Goals

On completion of this unit, you will be able to …
… define capacitance and permittivity.
… describe the different applications of capacitive sensors for the acquisition of various measurands.
… calculate and design circuits with capacitive sensors.


4. Capacitive Sensors
Introduction 
Capacitors are a widely available component in electronic circuits. They can be manufactured cheaply in large numbers which makes them an efficient sensing principle for a broad variety of measurands. The state of a capacitor can be influenced by mechanical measurands, like position, angle or acceleration, pressure, or humidity. These examples as well as other configurations that can be applied for the measurement with capacitors are subsequently introduced. The possibilities to influence quantities associated with the capacity in multiple ways allows several possibilities for measurement both in industrial environments or consumer electronics. 
4.1 Capacitance and Permittivity
Capacitors are defined as two surfaces that feature a charge and are isolated from each other, resulting in a voltage between these two surfaces (Hering et al., 2018, p. 33). The capacity can be determined by dividing the charge Q by the voltage U (Hering et al., 2018, p. 33): 

(4.1)
Which factors determine the capacity of a capacitor? The capacity is described in the unit Farad and for a plate capacitor, it can be described as a function of the plate area A, the plate distance d, the dielectric constant ε0 = 8.854 •10-12 As/(Vm) and the permittivity εr of the material between the plates (Hering et al., 2018, p. 33):capacity 
This property describes the ability of a capacitor to store charge.  


(4.2)
As the dielectric constant is a constant, the three other parameters can be changed to map the change of a measurand as a change of the capacity (Parthier, 2008, p. 143): 

(4.3)
This means the following effects can be applied for a measurement of a change of capacity for a plate capacitor:
i) Change of a distance between the plates – as described in equation 4.2 there is a nonlinear relation between the plate distance and the capacity - an inversely proportional relation between C and d is present which can be used for a measurement of the distance and a linearization with the aid of the differential principle is possible (Hering et al., 2018, p. 33)  
ii) Change of the active area A: due to geometric changes, also the area that is used in the capacitor can change – the correlation between capacity and area is directly linear (Hering et al., 2018, p. 33). 
iii) Change of the permittivity: when another material is between the plates, also the capacity changes – an effect which can be used to measure the material and positions of workpieces just as well as filling level of liquids (Hering et al., 2018, p. 33). 
The permittivity is highly influenced by the material between the plates as the material determines the characteristics of the electric field between the plates – some examples of the permittivity of different materials are presented in Figure 4-1. 
Figure 4-1: Permittivity of different materials. 
	Material 
	Permittivity εr

	Air, Vacuum
	1

	Paper
	2.3

	Porcelain
	4.5

	Marble
	8

	Ceramics
	10 - 104


Source: Author, based on Hering et al. 2018, p. 33. 
Generally, besides plate capacitors, also other types of capacitors can be realized as summarized in Figure 4-2 as plate capacitor, cylinder capacitor and stick capacitor. 
Figure 4-2: Different types of capacitors.
	Plate capacitor
	Cylinder capacitor
	Stick capacitor
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Properties that can change the capacity: 
· Distance d
· Permittivity εr
· Active area A
	
Properties that can change the capacity: 
· Length l 
· Permittivity εr
	
Properties that can change the capacity: 
· Permittivity εr



Source: Author, based on Parthier 2008, p. 143. 
All different types of capacitors are suitable to measure different measurands as described in the following subsections. The capacity is also connected with the current and voltage at the capacitor which can be generally described with: 

(4.4)
Capacitors can be operated both with direct current and alternating current. For alternating current, their impedance ZC is a function of the frequency ω: 

(4.5)
With equations 4.4 and 4.5, a connection between measured values of current or voltage and the capacity can be established. 
Example: A capacitor is used as a distance sensor with alternating current featuring U = (20+10j) V, ω = 2π ⋅ 7,958 rad/s. The permittivity is known as εr = 3.5, the active area of the plates is A = 0.003 m2. What is the distance between the plates when an electric current of I = (-0.0002 + 0.0006 j) A is measured? 
Solution: The impedance of the capacitor follows as: 

(4.6)
This can be used to determine the capacity and the distance between the plates can be determined: 


(4.7)
This connection can be used to determine the distance based on a measurement of the electric current.
Self-Check Questions
1. Please mark the correct statements.
· The relation between the plate distance and the capacity of a plate capacitor is  inversely proportional.
· Capacitors can only be used for distance measurement.
· The permittivity is a constant and does not influence the capacity.
· Capacitors are only used with alternating current. 
2. Please order the following materials by increasing permittivity: Marble, Porcelain, Air, Ceramics, Paper. 
Air, Paper, Porcelain, Marble, Ceramics
4.2 Configurations
There are various configurations of capacitive sensors that can be used for the acquisition of numerous different measurands. As previously described, the measurement is based on either the change of plate distance, active area or permittivity. This categorization is used to subsequently introduce the different setups and measurands. 
Change of plate distance
With capacitive sensors, a measurement of a distance is possible as a change of the plate distance d directly influences the capacity C (Hering, 2018, p. 33):

(4.8)
When one plate is attached to the measuring object, the capacity can be applied to determine the position of this object. This principle is the fundamental for capacitive distance sensors as shown in Figure 4-3. The relation is however non-linear with a sensitivity that can be determined by the derivative of equation 4.8 (Schrüfer et al., p. 250):

(4.9)
This shows that a large sensitivity can be achieved, when a large capacity C is selected and small values of the distance d are present in the measurement (Schrüfer et al., 2018, p. 250). Thus, the measurement principle is only suitable for the acquisition of small distance values, mostly in the sub-mm range. 
To linearize the connection between the capacity and the plate distance, there are the following possibilities: The capacitor can be operated in a quarter-bridge. Generally, when a Wheatstone bridge with four impedances is considered, the bridge voltage UB can be described as a sum of the operating point UB,0 and the deflection ΔUB. Since the deflection is caused by a change of one or more of the four impedances ZA, ZB, ZC, ZD a description based on a Taylor series can be found for the following linearization: 

(4.10)
Based on the mash equations, the sensitivity for a change of the for impedances can be determined and the operating point is selected as UB,0 = 0: 

(4.12)
Uq represents the input voltage of the network. When the bridge is chosen symmetric (ZA,B,0=ZA,0=ZB,0 and ZC,D,0=ZC,0=ZD,0) equation 4.12 can be simplified to: 

(4.13)
For a measurement in a quarter bridge two capacities with the impedances ZA = ZB = Z0  are used and one of them is changed (ZB = Z0, ZA = Z0 + ΔZ), and as impedances ZC and ZD two Ohmic resistances are used that are not changed - leading to a measured voltage of (Schrüfer et al., 2018, p. 241 and 250):

(4.14)
Equation 4.14 represents a linearized connection between the change of plate distance Δd from the initial value d0 and the measurable bridge voltage UB. As another possibility for linearization as shown in Figure 4-3, the differential principle can be applied by using three plates, where the one in the middle is assigned to both capacitors and can move – leading to an inverse change of capacity of both capacitors and a strict linear connection between the change of distance and the measured bridge voltage in the half bridge (Schrüfer et al. 2018, p. 250):


(4.15)
When equations 4.14 and 4.15 are compared it can again be observed that the application of the differential principle leads to the double value of the sensitivity as the factor ½ instead of ¼ occurs - showing an advantage of the method illustrated in Figure 4-3. A smaller displacement of the plate will already lead to a larger measurable voltage. 
Another possibility for linearization is the operation of the capacitor in an RC oscillator (Sellen et al. 2014, p. 593): in these circuits there is an inversely proportional relation between their capacity and frequency which can be used to translate the observed effect into a directly linear connection between plate distance and network frequency. The typically available measurement ranges of measurable distances feature values between 25 µm to 50 mm (Sellen et al. 2014, p. 594). 
Figure 4-3: Capacitive distance sensor.
[image: ]      [image: ]
Source: Author, based on Parthier 2008, p. 143 and Schrüfer et al. p. 250.
A similar setup as the differential principle can also be used for the measurement of acceleration. Capacitive acceleration sensors are usually implemented as two capacitors where the middle plate is represented by the measuring object with a mass m that can be moved due to an occurring acceleration (Paul et al., 2014, p. 555). The corresponding setup is illustrated in Figure 4-4 and as the acceleration is the second derivative of the position, it can be determined based on the measured position as described in equation 4.15. The two capacitors are typically also used within a half bridge setup (Paul et al., 2014, p. 556). Due to the numerical integration, it should be considered that already a small noise or measurement uncertainty can add up to a large deviation of the final result. acceleration 
It can be calculated as second derivative of the position. 

Figure 4-4: Capacitive acceleration sensor.
[image: ]
Source: Author, based on Paul et al. 2014, p. 555.
Not only the acceleration but also mechanic pressure can be determined with the aid of a change of the plate distance / position. One of the electrodes is mounted to a membrane as shown in Figure 4-5 (Paul et al., 2014, p. 476). When the pressure on one side of the membrane is larger than on the other one, the membrane will be deflected – leading to a change of distance between the two electrodes and a change of capacity. The membrane that serves as second plate of the capacitor can either be rectangular or circular (Paul et al., 2014, p. 477).  For a circular membrane, the mathematical relation of the capacity C can be described as (Paul et al., 2014, p. 477): 

(4.16)
With the initial capacity C0 and the pressure ratio x = p1 / p2. For various form of the membrane, the following approximation with a coefficient α can be used (Paul et al., 2014, p. 478):

(4.17)
Figure 4-5: Capacitive pressure sensor.
[image: ]
Source: Author, based on Paul et al. 2014, p. 477.
Change of active area
When a change of the active area of a capacitor is implemented, a variety of measurands can be acquired. One possibility is to measure the position by laterally changing the position of one plate of the capacitor and thus influencing the effective area that is present (Schrüfer et al., 2018). This principle is often implemented as differential principle as illustrated with the different setups in Figure 4-6. When both plates have a length of l0 and intersect only at a length of l, there is a direct connection to the capacity (Schrüfer et al., 2018, p. 252):

(4.18)
As the area is a linear factor in the determination of the capacity, no linearization is required. However as described most often still the differential principle is implemented to increase the sensitivity and to compensate the influence of possible disturbance variables. 
Figure 4-6: Distance measurement with electrode shifting.
[image: ]
Source: Author, based on Schrüfer 2018, p. 252. 
Another measurement application that uses the change of the effective area is the measurement of angles as illustrated in Figure 4-7. Again, a differential principle is implemented with a common plate of both capacitors being able to turn with the angle of α. When the angle changes, the capacity of one capacitor increases, whereas the capacity of the other one decreases by the same amount: 

(4.19)
Due to the linear relation between active area and capacity, the sum of both capacities is always constant. The relation between the two capacities can thus be applied to measure the angle α. The two capacitors can also be operated in a half bridge. This general principle can also be implemented with capacitive rotary encoders to measure angles or the speed of rotation (Hering et al., 2018, p. 247).
Figure 4-7: Capacitive angle measurement.
[image: ]
Source: Author. 
Change of Permittivity 
To measure the position of a workpiece, there is even a third possibility with a capacitor. With the aid of a capacitive proximity switch, a change of position can be transformed into a change of permittivity. A capacitor is operated in an electric oscillating circuit (Heinrich et al., 2015, p. 62). When a workpiece enters the electric field or changes its distance s, this leads also to a change of the amplitude of the oscillation as field energy is absorbed by the workpiece (Heinrich et al., 2015, p.62). The corresponding setup is illustrated in Figure 4-8. When another material as air enters the electric field, the result is the change of the permittivity.
Figure 4-8: Capacitive proximity switch.
[image: ]
Source: Author, based on Heinrich et al. 2015, p. 64. 
The same principle can also be used for the measurement of filling levels as illustrated in Figure 4-9. There, two different principles are shown: either a capacitor with two electrodes in the container can be used (left) or the container itself can serve as second electrode of the capacitor (right) (Müller, 2014, p. 746). Both principles however have the same concept: the capacitor can be divided into two capacitors 1 and 2 – with and without the liquid as dielectric material between the plates (Müller, 2014, p. 746). Mathematically, the measurement can be described with the aid of the model of the cylinder capacitor (Müller, 2014, p. 746): 

(4.20)
When a filling level of h is assumed, the capacity of the capacitors 1 and 2 can be described as (Müller, 2014, p. 747): 

(4.21)
When the permittivity is known, the filling level can be determined. 
Figure 4-9: Capacitive filling level measurement.
[image: ]
Source: Author, based on Müller 2014, p. 746. 
Example: The filling level of a water (εr = 80) tank is supposed to be measured with a capacitive sensor. The first electrode is the tank with a diameter of D = 0.54 m, the second electrode is in the center of the tank with d = 0.1 m. The entire capacitor has a length of l = 1 m. When a voltage of U = (20 + 10 j) V, ω = 50 rad/s is applied, a current of I = (-0.5 + 1 j) µA is measured. What is the filling level of the tank?
Solution: The impedance of the capacitor is determined as: 

(4.22)
This leads to an entire capacity of: 

(4.23)
With equation 4.21 the capacitor is divided into two capacitors with and without liquid and the filling level can be determined: 



(4.24)
Similarly, the humidity can be measured when a porous dielectric material is placed between the two plates of a capacitor which causes the permittivity to be a function of the humidity in the material (Parthier, 2008, p. 171). There are also materials whose permittivity depends on their temperature, which can be used for a temperature measurement with the aid of a capacitor (Schrüfer et al., 2018, p. 254). 
Lastly, there are measurement scenarios where there are multiple materials between the two plates as illustrated in Figure 4-10. In the left part of Figure 4-10, the thickness of the materials can be determined when their permittivity is known as the entire capacity can be determined as a series circuit of two individual capacitors with the capacity C (Schrüfer et al., 2018, p. 253): 


(4.25)
As the sum of the two thickness values remains constant, both thicknesses can be determined which is for example used in the thickness measurement of foils. 
The right scenario can be used for the measurement of position – when there are different materials in the capacitor and the position of one material changes, this can be measured as a change of capacity (Schrüfer et al., 2018, p. 253).  The alignment can be interpreted as a parallel circuit of two capacitors with the width b and the lengths l and l0-l (Schrüfer et al., 2018, p. 253): 


(4.26)
When air is the first dielectric (εr1 = 1), the relative change of the capacity with regard to the original capacity C0 can be simplified (Schrüfer et al., 2018, p. 253): 

(4.27)
and is only a function of the material constant of the second dielectric medium εr2 the total length of the capacitor l0 and the length l of the second dielectric (see Figure 4-10 right). This concept is identical to the measurements of filling levels described above (Schrüfer et al., 2018, p. 253). 
Figure 4-10: Capacitive thickness and length measurement.
[image: ]
Source: Author, based on Schrüfer et al. 2018, p. 252. 
Self-Check Questions
1. A capacitor with C = 1 µF features a distance between its two plates of 50 µm. What is the sensitivity at this operating point? 
· [bookmark: _Hlk71546646]0.02 µF/µm
· -0.02 µF/µm
· -0.25 µF/µm
· 0.25 µF/µm
2. Which trigonometric function describes the connection between the pressure ration and the capacity for a pressure sensor with a circular membrane?
· cos
· tanh-1
· tan
· sin-1
3. Please complete the following sentence.
For angle measurement, a differential principle is implemented with a common plate of both capacitors being able to turn with the angle of α. When the angle changes, the capacity of one capacitor increases, whereas the capacity of the other one decreases by the same amount.
4. The filling level of a water (εr = 80) tank is measured with a capacitive sensor. The first electrode is the tank with a diameter of D = 0.7 m, the second electrode is in the center of the tank with d = 0.1 m. The entire capacitor has a length of l = 1 m. A capacity of C = 0.5 nF is measured. What is the filling level of the tank?
· 0.501 m
· 0.209 m
· 0.789 m
· 0.643 µm
4.3 Applications
It was previously described that a broad variety of measurands can be acquired with different setups of capacitive sensors. This leads as well to numerous different applications. Hering et al. (2018, p. 42) state that generally four types of applications can be distinguished:  Measurement of filling levels, measurement of stacking heights, object recognition and content determination. 
More precisely, the following applications of capacitive sensors can be summarized (Hering et al., 2018, p. 42 f.): Different materials can be distinguished as it was shown that the material within the electric field has a direct influence on the permittivity. Workpieces can be detected, and their size or position can be determined. Stacking heights, for example of paper, can be measured with the same principle by influencing the electric field with a dielectric material. In mounting processes, the position and the presence of parts can be measured. The position of a workpiece and the thickness of materials can be measured just as well as widths and roundness deviations. The thickness of foils is for example determined with this method. Accelerations and vibrations can be acquired, and workpieces can be counted as each of them has an influence on the electric field when it passes through the area that is influenced by the electric field. The filling level of contains with solid and liquid ingredients can be determined just as well as the pressure inside the container. Even the humidity and temperature of workpieces can be acquired. foils 
The thickness of foils is often measured with the aid of capacitive sensors. 

Figure 4-11 shows a typical example of a capacitive sensor that is applied in the industrial environment. The sensor generates an electric field. Materials that enter its surrounding area will influence this field with a change of the permittivity. 
Figure 4-11: Example for a capacitive sensor. 
[image: ]
Source: Lucasbosch, Wikimedia Commons, https://commons.wikimedia.org/wiki/File:Pepperl%2BFuchs_capacitive_sensor_CJ8-18GM-E2-V1.jpg CC SA BY 3.0 license, Last access: May 11th, 2021. 
But also in daily life applications, capacitive sensors can be found: most smartphone displays operate with a capacitive principle – when the finger is positioned within the electric field this changes the permittivity and the capacity of the sensor so that the position of the finger can be determined (Hering et al., 2018, p. 43).  Figure 4-12 illustrates this application. 
Figure 4-12: Capacitive touchscreen display. 
[image: Hände, Ipad, Tablette, Technologie, Digitale Tablet]
Source: fancycrave1, Pixabay, https://pixabay.com/de/photos/h%C3%A4nde-ipad-tablette-technologie-820272/, pixabay license, Last Access: May 11th, 2021. 
Self-Check Questions
1. Please name the four general types of applications as described by Hering et al. (2018)!
Measurement of filling levels, measurement of stacking heights, object recognition and content determination.
Summary
Capacitive sensors are widely available at low cost. The capacity is influenced by the materials that are in the area of the electric field (permittivity), the geometry of the applied plates and their distance. 
This information can be used for the acquisition of multiple measurands. With various configurations of capacitors, the physical effects that allow an influence on the capacity can be used for the measurement of position, distance, angle, acceleration, force, pressure, thickness, length, filling level, material, humidity, or temperature and other associated measurands. This shows the versatility of capacitive sensors. 
Due to this large number of possibilities for measurement, they are widely applied for fulfilling measurement tasks in different applications ranging from industrial manufacturing to the operation of pressured vessels or consumer electronics like smartphones. 



Unit 5 – Inductive and Magnetic Sensors

Study Goals

On completion of this unit, you will be able to …

… define inductivity and associated magnetic quantities.
… describe the different applications of inductive and magnetic sensors for the acquisition of various measurands.
… calculate and customize circuits with inductive and magnetic sensors.



5. Inductive and Magnetic Sensors
Introduction 
Besides capacitors, also coils are standard components which are widely available in electronic circuits. Coils can be manufactured cheaply in large numbers which makes them an efficient sensing principle for a broad variety of measurands. The state of a coil and its associated magnetic field can be influenced by mechanical measurands like position or force, just as well as other physical quantities. These examples as well as other configurations that can be applied for the measurement with coils are subsequently introduced. Applications of inductive and magnetic sensors can be found in industrial process monitoring and many more industrial tasks. 
5.1 Magnetic and Electromagnetic Quantities
There are several characteristics of the magnetic field that can be applied in sensor technology.  In contrast to the electrostatic fields, magnetic fields are caused by charges in motion that have an influence on their environment (Weißgerber, 2015, p. 214). Also in permanent magnets, currents occur due to the circulation of electrons around the nucleus. The needle of a compass aligns with the magnetic field of the earth as forces are caused by this field (Weißgerber, 2015, p. 214). The field lines are always closed for a magnetic field – in contrast to the electrostatic field (Weißgerber, 2015, p. 214). field lines 
Magnetic field lines are closed per definition. The field lines of electrostatic fields can be open. 

For measuring applications, the effect of induction plays a significant role: when a conductor is moved relative to a magnet with the velocity v, a voltage is induced that can be determined with the aid of the change of the magnetic flux Φ (Hering et al., 2012, S. 55):

(5.1)
The magnetic flux is represented by all field lines (Weißgerber 2015, p. 216). The „intensity“ of a magnetic field is described with the magnetic flux density B that can as well be interpreted as the local change of the magnetic flux through an area A and is described with the unit Tesla (Busch 2006, p. 31):

(5.2)
When conversely, the flux density is integrated over the area, for a homogenous field, the magnetic flux results as (Busch 2006, p. 31):

(5.3)coil
Technical component for the implementation of magnetic fields.  

The technical component for the implementation of magnetic fields and the corresponding physical effects is the coil which consists of multiple windings of a wire. When a current flows through the wire, an induced voltage and a resulting magnetic field around the coil can be observed as shown in Figure 5-1 (Hering et al. 2018, p. 25).
Figure 5-1: Coil and magnetic field. 
[image: ]
Source: Author, based on Busch 2006, p. 37.
The induced voltage in a coil can be described as a function of the number of windings and the change of magnetic flux: 

(5.4)
The magnetic flux density of a coil with N windings, a length l, a current I can be calculated with (Hering et al. 2018, p. 25): 

(5.5)
µ0 describes the magnetic constant with µ0 = 4π ⋅ 10-7 Vs / (Am) and µr is the material-dependent permeability (Hering et al. 2018, p. 25). As the magnetic field can be considered as homogeneous, the magnetic flux can be determined with (Hering et al. 2018, p. 26): 

(5.6)
With L describing the so-called inductivity of the coil that is described in the unit Henry and can also be connected to the magnetic resistance Rm (Hering et al. 2018, p. 26): 

(5.7)
Based on the definition of the inductivity in equation 5.7 it can be observed that for example the introduction of an iron core into the coil can significantly increase the inductivity and have a major influence on the magnetic field. This results into a large value of the relative permeability µr (Weißgerber 2015, p. 226). Ferromagnetic materials usually feature values of µr = 100 … 10 000 (Weißgerber 2015, p. 226).
The induced voltage uL(t) of the coil can be calculated with equations 5.1 and 5.6: 

(5.8)
This shows that the time-dependent behavior of the coil is exactly opposite to the capacitor – the current is deviated to the voltage and the voltage is integrated to the current (Weißgerber 2015, p. 313): 

(5.9)
The change of the current through the wire leads to a change of the magnetic field. Based on the law of induction, this leads to an induced voltage and a proportional relation between the voltage and the derivative of the current. 
Coils can be also operated with direct current and alternating current. For alternating current, their impedance ZL is a determined with the frequency ω: 

(5.10)
With equations 5.9 and 5.8, a connection between measured values of current or voltage and the inductivity can be established. 
Example: A coil featuring length of l = 0.05 m, an area of A = 0.002 m2 is used with an alternating current featuring U = (30-10j) V, ω = 2π ⋅ 795.8 rad/s. The permeability is known as µr = 35. What is the number of windings when an electric current of I = (-0.05 + 0.15 j) A is measured? 
Solution: The impedance of the coil follows as: 

(5.11)
This can be used to determine the inductivity and the number of windings: 


(5.12)
A number of approximately 151 windings result. 
Self-Check Questions
1. Please mark the correct statements.
· [bookmark: _Hlk71722404]The relation between the area and the inductivity of a coil is linear.
· Coils can only be used for distance measurement.
· The permeability is a constant and does not influence the inductivity.
· The relation between the number of windings and the inductivity of a coil is linear. 

2. Please complete the following sentence:
The change of the current through the wire leads to a change of the magnetic field. Based on the law of induction, this leads to an induced voltage and a proportional relation between the voltage and the derivative of the current. 
5.2 Magnetic Field Sensors
To determine the change of various measurands with magnetic sensors, the variables of the magnetic field need to be acquired. Very often, the measurement is based on the Hall-effect: a voltage is caused between two points with a distance d, when a current I flows orthogonal to their connection and a homogenous magnetic field with the intensity B occurs orthogonal both to the connection of the two points and the current (Heinrich et al. 2015, p. 48). With the Hall-coefficient AH, the resulting voltage can be determined as (Heinrich et al. 2015, p. 48):Hall-effect Many magnetic field sensors use the basic principle of the Hall-effect. 


(5.13)

Figure 5-2 illustrates the Hall effect: The Hall-probe (2) which is in the magnetic field (4) of a permanent magnet (3) experiences a charge due to the electrons (1) of the current source (5). A negative charge is present at the upper end, a positive charge at the lower end. This charge difference results in a voltage between these two points. When the direction of the current and/or the magnetic field change as shown in the Figures B-D, also the direction of the voltage is adjusting as described by the geometrical relations towards the conductor and the magnetic field. 
Figure 5-2: Hall-Effect. 
[image: ]
Source: Peo, Wikimedia Commons, https://de.wikipedia.org/wiki/Hall-Effekt#/media/Datei:Hall_effect.png CC BY-SA 3.0 license, Last Access: May 14th, 2021. 
The reason for the Hall-voltage is the Lorentz Force FL which describes that a magnetic field causes the deflection of charged particles with the velocity v and the charge q orthogonal to their trajectory (Urban 2014, p. 68):

(5.14)
As the electrons can only move within the workpiece, an accumulation of electrons at the edges and a corresponding electric field with the Force FH result (Urban 2014, p. 68): 

(5.15)
The described Forces are in an equilibrium, resulting in the electric field strength of (Urban 2014, p. 69): 

(5.16)
When the induction is caused orthogonal to the direction of the current, the vector product can be written is multiplication of the vector lengths and the Hall voltage results as function of the sample width b (Urban 2014, p. 69): 

(5.17)
The velocity of the electrons can be described in the context of the current density jx – with n representing the concentration of electrons and q their charge - and the current density can be also described by dividing the current by the cross-section of the workpiece (Urban 2014, p. 69): 


(5.18)
When these two representations of the current density are combined and inserted into equation 5.17 both the Hall-voltage and the Hall constant result (Urban 2014, p. 69): 


(5.19)
This means there is a direct and linear connection between the magnetic flux density and the measured voltage of the Hall sensor. Hall sensors can be applied for the measurement of the magnetic flux density or the measurement of currents (Hering et al. 2018, p. 49). As the amount of measured voltage is also depending on the position of the different components towards each other, the sensor can be applied for a measurement of position, velocity, acceleration, or thickness (Hering et al. 2018, p. 49). 
Example: A metallic foil with a thickness of d = 0.1 mm and Hall constant of AH = 3 10-5 m3/C is positioned in a magnetic field and a current of I = 1 A flows through the foil. A Hall voltage of U = 0.1 V is measured. What is the measured value of the magnetic flux density? 
Solution: Equation 5.19 is used: 

(5.20)
The Hall effect is the effect that is most applied for the determination of magnetic properties. However, there are also other physical effects associated to properties of the magnetic field that can be used for measurement. For example, the Gaussian effect provides a connection between the resistance and the magnetic flux density. This effect just as well as other magnetoresistive effects has been addressed in in the context of resistive sensors.  
Self-Check Questions
1. Which statement about magnetic field sensors is true? 
· The Hall effect is the only possibility for the acquisition of measurands of the magnetic field
· The Hall effect is commonly applied, however also magnetoresistive effects can be used for the measurement of the magnetic field
· The Hall effect is based on the equilibrium of the Lorentz Force and the mechanical force of a spiral spring
· The strength of the Hall effect does not depend on the applied material

2. Please complete the following sentence:
The Lorentz Force describes that a magnetic field causes the deflection of charged particles orthogonal to their trajectory.

5.3 Magnetic Displacement and Force Sensors
Inductive and magnetic sensors are not only used for the acquisition of measurands that are associated with the magnetic fields. With the aid of different setups, also a broad variety of other measurands can relate to properties of magnetic fields. The most common configurations are subsequently introduced. inductive proximity switch To determine the distance of objects in industrial environments, often inductive proximity switches are used.  

One common sensor is the inductive proximity switch as illustrated in Figure 5-3: a coil is operated within an electric oscillating circuit (Heinrich et al. 2015, p. 62). When an object is located within the corresponding magnetic field or changes its distance s, this also has an influence on the magnetic field (Heinrich et al. 2015, p. 62). Eddy currents in the object occur, causing a take-away of energy from the magnetic field and a reduced amplitude within the oscillation circuit (Heinrich et al. 2015, p. 62). This allows the determination of objects or their position within the magnetic field. 
Figure 5-3: Inductive proximity switch. 
[image: ]
Source: Author, based on Heinrich et al. 2015, p. 62
The measuring principle is also more generally known as “eddy current sensor” as it is based on the induction of eddy currents (Sellen et al. 2014, p. 584). The currents cause their own magnetic field whose effect is opposed to the original field (Sellen et al. 2014, p. 584). The principle can be also used for angle measurement when a rotor is placed within the magnetic field (Hering et al. 2018, p. 28). 
For a highly precise acquisition of length or position information, there are other principles based on magnetic fields. Inductive displacement sensors have the advantage that they can be applied in many different environments also with challenging conditions (Sellen et al. 2014, p. 579). Their basic concept can be derived with the aid of the magnetic resistance Rm of a coil that is directly connected to the inductivity (Schrüfer et al. 2018, p. 242): 

(5.21)
The common influence factors to alter the magnetic resistance are the length l and the material-dependent permeability µr (Schrüfer et al. 2018, p. 243). 
One common sensor principle is the inductive longitudinal sensor as shown in Figure 5-4 (left), which uses a coil with a movable iron core (Schrüfer et al. 2018, p. 243). The depth of the iron core determines the inductivity – allowing a determination of its position or a distance (Schrüfer et al. 2018, p. 243). This iron core can be attached at a workpiece whose position is supposed to be monitored and a possible deflection by Δx can be measured. 
Figure 5-4: Inductive Longitudinal sensor. 
[image: ]
Source: Author, based on Schrüfer et al. 2018, p. 244 f.
The sensor concept can be described with the concept of the magnetic resistance: the closed magnetic field lines make a loop through the iron core (lFe, AFe) and the air inside (x,A) just as outside (lo, Ao) of the coil leading to a magnetic resistance of (Schrüfer et al. 2018, p. 243):

(5.22)
As iron features a permeability of µr > 1,000 and air only µr = 1, the first term is neglectable just as well as the term that describes the path outside of the coil due to the large available cross-section there for the magnetic field (Ao >> A) (Schrüfer et al. 2018, p. 243). As a result, the magnetic resistance is mostly influenced by the length x of the air inside the coil (Schrüfer et al. 2018, p. 243): 

(5.23)
Equation 5.23 shows that the inductivity decreases, when the iron core is pulled out of the coil as this leads to an increasement of the “air length” x (Schrüfer et al. 2018, p. 244). As the functional relation is however non-linear towards the coordinate x, and the sensitivity can be described as (Schrüfer et al. 2018, p. 244): 

(5.24)
To linearize, the behavior, there are the following possibilities: The coil can be operated in a quarter-bridge where two inductivities are used and one is changed (ZB = Z0, ZA = Z0 + ΔZ, leading to a measured voltage of (Schrüfer et al. 2018, p. 241 and 244):

(5.25)
Similarly to the considerations of the capacitor, a quarter bridge can only provide an approximate linear behavior. For a proper linearization however, it is wise to make use of the differential principle, i.e. applying two sensors that are embody a change of the measurand with a different algebraic sign as shown in Figure 5-4 right. Two coils share one iron core that can be moved by Δx starting from an operating point x0 are used in a half-bridge (Schrüfer et al. 2018, p. 245). The distance x0 is identical for both coils. The inductivity of the two coils A and B can be approximated with a Taylor series using equation 5.23:  


(5.26)
With the term  describing the terms of second order. When two ohmic resistances R are inserted as impedances C and D of a Wheatstone bridge, the half bridge can be described as follows: 

(5.27)
With the identical initial impedance values of the two coil ZA,0=ZB,0=Z0 it follows: 


(5.28)
When the definitions of the impedances of the coils are inserted and the change of the impedance is extracted from the Taylor series, the bridge voltage can be described as: 


(5.29)
A strictly linear connection between the bridge voltage and the value Δx is the result. This shows that the differential principle is also well-suited for a linearization in this case. 
The setup can be also adapted for the measurement of angles, when not a translational but rotational movement of the iron core leads to a change of its position (Schrüfer et al. 2018, p. 245). 
In practice, inductive stylus instruments are based on the principle of the inductive longitudinal sensor: a stylus is attached to an iron core and then the stylus is traced over a surface, its deflection can be measured based in the inductivity of the coil (Keferstein 2015, p. 142). 
Another important measuring principle that is similar is the inductive transversal sensor shown in Figure 5-5. In this setup, an open iron core is present where one of the sides is represented by a movable anchor. As the field lines form a loop through the iron core, the inductivity of the coil is mainly determined by the distance s between the anchor and the iron core which determines to what degree an open or closed iron core is present (Schrüfer et al. 2018, p. 245). When the magnetic resistance is described for a complete loop, it contains the length lFe trough the iron core and twice the distance of the gap s where air is the present material (Schrüfer et al. 2018, p. 245): 

(5.30)
Figure 5-5: Inductive transversal sensor. 
[image: ]
Source: Author, based on Schrüfer et al. 2018, p. 246.
As the permeability of iron is significantly larger than of air (µFe>>µL), the inductivity is mostly dependent on the distance s and equation 5.30 can be simplified to (Schrüfer et al. 2018, p. 246): 

(5.31)
When the permeability of air is considered as µL=1. Again, the characteristic line of the sensor features a function of 1/s and a linearization is possible with the differential principle shown in Figure 5-5 bottom. In this scenario, the anchor is shared by two coils and a movement of the anchor increases the distance s for one sensor and decreases (+Δs) it for the same amount (-Δs) for the other sensor (Schrüfer et al. 2018, p. 246). Equation 5.31 can be linearized for both coils A and B with a Taylor series based on the operating point s*:


(5.32)
When again, a Wheatstone half bridge with two ohmic resistances R and the two coils with the original impedance ZA,0=ZB,0=Z0 is used the bridge voltage can be described with: 

(5.33)
Equation 5.32 is inserted into equation 5.33 to describe the connection with the position of the anchor: 


(5.34)
With both the longitudinal and transversal inductive sensor, the advantages of the differential principle can be illustrated: 
· Due to the setup that ensures that changes of the measurand influence the two sensors with different algebraic signs, the terms of second order  compensate each other when the difference is calculated. 
· A linearization of the characteristic line is achieved. Instead of the function 1/s for a single sensor, the characteristic line becomes a linear function of the deflection Δs
· The sensitivity doubles compared to a single sensor as the terms of first order add up due to their different algebraic sing. 
Example: Two inductive transversal sensors are applied in a Wheatstone half bridge. The supply voltage is Uq = 20 V. and both their initial positions are s* = 10 mm. What is the change of position when a bridge voltage of 0.748 V is measured? 
Solution: Equation 5.34 is used to determine Δs:

(5.35)
As many other quantities like strain, thickness or the position of valves (Schrüfer et al. 2018, p. 248) can be derived from the measurement of length or position, the described inductive sensors provide many possibilities for measurement. Also, the measurement of angles can be made possible with the setup shown in Figure 5-6: a rotatable coil is stored within an open iron core and a voltage is induced depending on the angle α (Parthier 2008, p. 139):

(5.36)
As only the area A in the direction of the iron core is relevant for the induction, it can be expressed as a function of the maximum area Amax and the angle α. The result is that with equation 5.36, a connection between the voltage and the measured angle can be determined (Parthier 2008, p. 139). As the signal is periodic, also the number of rotations can be determined by counting the maxima or minima of the measured voltage. 
Figure 5-6: Inductive angle sensor. 
[image: ]
Source: Author, based on Parthier 2008, p. 140
For a measurement of the rotational speed, also another measuring principle can be applied which is imaged in Figure 5-7: the Wiegand sensor contains of a coil and a Wiegand wire that consists of a ferromagnetic material which can change its magnetic direction (Bonfig et al. 2014, p. 783). When the workpiece is rotated voltage peaks occur in the coil that can be assigned to one rotation – so by counting the peaks in a defined time period, the rotational speed can be determined. 
Figure 5-7: Wiegand sensor. 
[image: ]
Source: Author, based on Bonfig et al. 2014, p. 783
For gearwheels, a setup can be used where a voltage is induced by every “tooth” of the wheel by playing a coil or permanent magnet next to it (Hering et al. 2018, p. 27). The induced voltage is then directly proportional to the rotational speed of the gearwheel as it is associated to the change of the magnetic field (Hering et al. 2018, p. 28). 
Besides displacement and angular quantities, often also mechanical forces and the associated physical quantities need to be measured. The physical fundamental for this type of sensor technology is the effect of magnetostriction which describes that a strain Δl/l is induced in ferromagnetic materials when they are exposed to a magnetic field (Hering et al. 2018, p. 21). The reason for this effect is that the ferromagnetic areas align with the magnetic field leading to a strain of (Hering et al. 2018, p. 21): 

(5.37)
With the magnetic field strength H, the Young’s Modulus E and the magnetostriction constant κ (Hering et al. 2018, p. 21). This means that the strain and other associated mechanical quantities can be also measured when the change of the magnetic properties of the workpiece is monitored (Hering et al. 2018, p. 23). The corresponding effect is the invers magnetostrictive effect or magnetoelastic effect. A corresponding sensor principle is shown in Figure 5-7 – it uses the fact that the permeability of nickel iron material can depend on its mechanical stress (Schrüfer et al. 2018, p. 249). This also results in a change of the inductivity of the coil that is embodied into the material (Schrüfer et al. 2018, p. 249). Figure 5-8 qualitatively illustrates the relation between the relative change of permeability Δµr / µr and the mechanical stress σ. The mechanical stress can then be used to determine the strain ε or force F. This means that ultimately, a change of the voltage of the coil can be used to determine the alteration of inductivity due to the variation of permeability, and this change is referenced to a mechanical stress that can be used to determine other mechanical measurands. 
Figure 5-8: Magnetoelastic force sensor. 
[image: ]
Source: Author, based on Schrüfer et al. 2018, p. 249
But not only quantities of solid materials can be measured: the flow velocity and flow rate can be measured, when a pipe is placed in the magnetic field and the fluid in the pipe interacts with the magnetic field by moving through the magnetic field and inducing a voltage (Bonfig et al. 2014, p. 830 ff.)
Self-Check Questions
1. A longitudinal inductive sensor features an inductivity of:  . What is the correct approximation for a Taylor series of second order, when a deflection of +Δx is considered? 
·  (R)
·  (F)
·  (F)
·  (F)

2. Please complete the following sentence:
In practice, inductive stylus instruments are based on the principle of the inductive longitudinal sensor: a stylus is attached to an iron core and then the stylus is traced over a surface, its deflection can be measured based in the inductivity of the coil. 

3. Two inductive transversal sensors are applied in a Wheatstone half bridge. The supply voltage is Uq = 10 V. and both their initial positions are s* = 5 mm. What is the change of position, when a bridge voltage of 0.28 V is measured? 
· 0.56 mm (R)
· 0.26 mm (F)
· 0.74 mm (F)
· 0.18 mm (F)

4. The connection between which two quantities describes the characteristic line of a magnetoelastic force sensor? 
· The relative change of permeability Δµr / µr and the mechanical stress σ. (R)
· The relative change of magnetic field strength ΔH / H and the mechanical stress σ. (F)
· The relative change of magnetic flux density ΔB / B and the mechanical stress σ. (F)
· The relative change of the dielectric constant εr and the mechanical stress σ. (F)

5.4 Applications
As magnetic sensors can be applied in many configurations for the acquisition of a broad range of measurands, they have several possibilities to be utilized in industrial environments. A simple setup are inductive proximity switches which are based on the occurrence of eddy currents in a workpiece. Eddy currents can be used for the measurement of several geometrical quantities – including position, displacement, size, layer thicknesses or the detection of cracks in the material (Hering et al. 2018, p. 53). Also, dynamic quantities like vibrations or rotational speed or material dependent characteristics like corrosion or conductivity can be acquired (Hering et al. 2018, p. 53). Figure 5-9 shows the typical setup of an inductive proximity switch that utilizes this principle. It can be used for the detection of workpieces or the position of valves (Schrüfer et al. 2018, p. 248). Also in traffic, this effect can be used – at traffic lights vehicles can be detected, when a conductor loop is used as a simple coil under the road whose inductivity changes when a vehicle is located nearby (Schrüfer et al. 2018, p. 250). Inductive sensors can be applied for many tasks in the automotive branch, e.g., the monitoring of moving parts or assistant systems, but also in general mechanical engineering for the determination of materials, thickness measurement of foils, deformation of molds, vibrations, or position monitoring in assembling processes (Hering et al. 2018, p. 31).cracks 
Mechanical damages like cracks influence the magnetic field in a workpiece.  

The advantages of inductive sensors are that they work without any mechanical contact, with large measurement ranges from mm to m, high precision, and in many different environments with different temperatures or other environmental conditions like humidity or vibrations - challenging environments that can be commonly found in the industrial production environment (Hering et al. 2018, p. 30). 
Figure 5-9: Inductive proximity switch. 
[image: https://upload.wikimedia.org/wikipedia/commons/thumb/2/2e/Pepperl%2BFuchs_inductive_proximity_switch_3RG4113-3AG33-PF.jpg/1280px-Pepperl%2BFuchs_inductive_proximity_switch_3RG4113-3AG33-PF.jpg]
Source: Lucasbosch, Wikimedia Commons, https://de.wikipedia.org/wiki/Induktiver_Sensor#/media/Datei:Pepperl+Fuchs_inductive_proximity_switch_3RG4113-3AG33-PF.jpg, CC BY SA3.0, Last access: April 24th, 2021.
For the magnetostrictive effect, there is also many possible measurands, ranging from the measurement of position, filling level and velocity to forces and torque just as well as other associated quantities like strain (Hering et al. 2018, p. 23). This means that applications can be found in the monitoring of forming processes, pumps, handling systems, moving parts of injection molding machines, hydraulic setups, or medical devices (Hering et al. 2018, p.24). 
Self-Check Questions
1. Please complete the following sentence:
The advantages of inductive sensors are that the work without any mechanical contact, with large measurement ranges from mm to m, high precision, and also in many different environments with different temperatures or other environmental conditions.
Summary
Due to their versatility, inductive and magnetic sensors are widely applied in the industrial environment. Induction is caused by a change of the magnetic flux which can be used for a measurement. The change of inductivity when the environment of the magnetic field is influenced by the presence of a workpiece can be caused by multiple parameters – enabling various sensor setups for a broad variety of measurands. 
For the measurement of the magnetic flux density, most often the Hall effect is used. The displacement or position of workpieces can be determined with inductive proximity switches, longitudinal and transversal sensors. Depending on the configuration, also the angle or rotational speed can be measured. The magnetoelastic effect can be used to determine Force, strain, or other mechanical quantities as there is a direct connection between the change of permeability and the mechanical stress. Due to different possible measurement ranges and the contact-free measurement, inductive sensors are commonly applied in mechanical engineering, automotive and other industrial applications. 

Unit 6 – Optical Sensors 

Study Goals

On completion of this unit, you will be able to …

… define electro-optical components.
… describe the different applications of optical sensors for the acquisition of various measurands.
… design measuring setups with optical sensors.

6. Optical Sensors
Introduction 
Light features many properties that can be applied in sensor principles. One reason for this is that light features both properties of electromagnetic waves and of elementary particles when it is interpreted as a stream of photons – the elementary light particles (Hering et al. 2018, S. 112). The result is that various physical effects can be applied for a measurement. When light is considered as electromagnetic wave, the properties that can serve for a measurement are absorption, reflection, refraction, diffraction, scattering, interference or polarization (Hering et al. 2018, p.113). When light is considered as photons, absorption, emission, scattering and the spectral distribution can be considered as properties for the implementation of sensor principles (Hering et al. 2018, p. 113). In the following, some electro-optical components that are the fundament for the measurement with light will be introduced. 
6.1 Electro-Optical Components 
When light is considered as electromagnetic wave, its wavelength λ can be determined by dividing its speed c by the frequency f (Hering et al. 2018, p. 113): 

(6.1)
The speed of light in vacuum is c = 299.792458 ⋅ 106 m/s and is a natural constant (Hering et al. 2018, p. 112). The visible light features wavelengths from 380 – 780 nm (Hering et al. 2018, p. 112). For the consideration of light as electromagnetic wave, geometrical optics can be used to predict the trajectory of waves in different materials – light can be absorbed by a material, it is reflected and refracted at the interface of different materials. Different light waves can interfere with each other, leading to a possible increase or decrease of the light intensity – depending on the phase difference between the light waves. 
When light is considered as particle, the physical fundamental property is the “photoelectric effect” which describes that photons can release electrons in a material, when the kinetic energy of the absorbed photon is as least as large as the binding energy of the electron (Hering et al. 2018, p. 75). The released electrons can have an impact on the conductivity and therefore also the resistance of the workpiece. 
Although there is a broad variety of physical effects that can be used for setting up optical sensor systems, all systems contain of a similar general structure that consists of four different components (Sellen et al. 2014, p. 648): a source of radiation, an optical setup for illumination or imaging, a detector for signal acquisition and the subsequent signal processing. The optical setup is part of the physical medium that connects the radiation source with the detector (Hering et al. 2018, p. 116). The general components of the optical setup of sensor systems are illustrated in Figure 6-1.
Figure 6-1: General setup of optical sensor systems. 
[image: ]
Source: Author. 
Typical sources of radiation for optical sensors are white light, lasers and light-emitting diodes (LEDs) (Hering et al. 2018, p. 116). White light can be generated with light bulbs or the natural light of the sun (Hering et al. 2018, p. 116). Laser (Light Amplification by Stimulated Emission of Radiation) sources feature a very constant wavelength as they provoke a defined change between two different states of energy and the energy of a photon is directly proportional to the frequency (Hering et al. 2018, p.116):

(6.2)
With the Planck’s constant h ≈ 6.6 ⋅ 10-34 J Hz-1. Often, also LEDs are applied that are a semiconductor element with a pn junction where a recombination of electrons and holes leads to a release of energy and the emission of photons (Sellen et al. 2014, p. 650). This means the physical effect is a stimulated emission just as with laser sources. In semiconductor crystals, areas with opposite dopings can be present: positive (p) areas that feature holes for electrons, i.e. a lack of negative charge and negative (n) areas, where there is an excess of available electrons, leading to an overall negative charge. When these areas are located next, to each other, a pn junction is present, where a barrier layer prevents the recombination of holes and electrons. When a voltage however is applied, a current in one direction is enabled, allowing the recombination of holes and electrons. This effect is used in many semiconductor components, as described for example in LEDs.
The optical setup contains of different media for the transmission of information for example vacuum, air, liquids, or glass (Hering et al. 2018, p. 116). Inhomogeneities, noise and disturbances from the environment can lead to the loss of information throughout the optical system. Due to this, there are high requirements for the precision and cleanliness of optical setups. 
For light detection, there are several components that can be applied: photodiodes, phototransistors, photothyristors, CMOS sensors and CCD arrays are the most common principles (Hering et al. 2018, p. 116). The function of these electro-optical components is subsequently described. 
A very simple setup is the photoelement or photodiode which also uses semiconductor materials. The two components do either not need a supply voltage to be operated and generate a voltage which is in a logarithmic connection to the intensity of the light on its surface or can be operated with a supply voltage and generate a current linearly to the light intensity (Hering et al. 2018, p.79). 
The general setup for the example of a silicon photoelement is shown in Figure 6-2: in a silicon semiconductor electrons recombine in the p-material and n-material – leading to a space charge region in-between that does not feature free charge carriers (Schrüfer et al. 2018, p. 169). The p-material is conductive for positive charge due -  in the p-material, there is overall a negative charge of the acceptors (Schrüfer et al. 2018, p. 169). The donators in the n-material in contrast cause a positive charge i.e. a conductivity for negative charge (Schrüfer et al. 2018, p. 169). This difference in electric potential represents the voltage between the n-material and p-material of 0.7 V for the material of silicon (Schrüfer et al. 2018, p. 169). When photons hit the material, the energy is absorbed and electrons in the space charge region in the valence band transmit to the conduction band – leading to new electron-hole pairs (Schrüfer et al. 2018, p. 169). The conduction band describes the energy state of electrons, where a good conductivity is present, electrons in the conduction band feature a higher energy level than electrons in the valence band. Due to the present electric field the holes drift towards the p-material and the electrons towards the n-material (Schrüfer et al. 2018, p. 169 f.). Thus, a drift current results (Schrüfer et al. 2018, p. 170).  This drift current contributes to the photo current that is related to the illumination intensity (Schrüfer 2018, p. 170). When two electrodes are attached as shown in Figure 6-2 the photo current between the p-material and n-material can be measured (Schrüfer 2018, p. 170). 
Figure 6-2: Silicon photoelement.
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Source: Author, based on Schrüfer et al. 2018, p. 170 and Urban 2014, p. 98.
A npn-transistor can be operated with the same principle, leading to a phototransistor that features a larger sensitivity than a photodiode (Urban 2014, p. 98). Figure 6-3 illustrates the corresponding circuit symbol. 
Figure 6-3: npn phototransistor.
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Source: Author, based on Urban 2014, p. 98.galvanic separation 
For safety reasons, a separation of circuits into multiple circuits can be useful.  

The phototransistor is often applied in optocouplers which can establish a galvanic separation of two circuits (Hering et al. 2018, p. 77 f.). It features the setup shown in Figure 6-4: one circuit with the clamps 1 and 2 consists of a LED whereas the second circuit with the clamps 3 and 4 features a phototransistor – allowing a wireless coupling of the two circuits with the transmission of light without an electric connection. With the aid of optocouplers energy can be transferred from one electric circuit to another without a physical connection of conductive materials – leading to an increased safety level by dividing an electric circuit into multiple sub-circuits. If for example a voltage peak occurs in one of the circuits, a negative impact on the second circuit can be prevented with the aid of this galvanic separation. The energy is transferred with the photons from the LED of the first subcircuit that hit the phototransistor of the second circuit. 
Figure 6-4: Optocoupler.
[image: ]
Source: Inductiveload, Wikimedia commons, public domain license, https://de.wikipedia.org/wiki/Optokoppler#/media/Datei:Optoisolator_Pinout.svg, Last access: May 19th, 2021.  
Photoresistors are another principle that can be applied for the sensing of light intensity as their resistance is directly influenced by the light intensity (Hering et al. 2018, p. 79). In contrast to a phototransistor, the photoresistor does not require a auxiliary voltage for its operation and usually features a non-linear connection between the light intensity and the resistance (Hering et al. 2018, p. 79 f.). The phototransistor has the advantage that it features a large sensitivity and a linear characteristic line between the current and the light intensity (Hering et al. 2018, p. 79). 
CMOS sensors (Complementary metal-oxide-semiconductor) and CCD arrays (charge coupled device) can acquire more advanced information with the aid of light – these sensors are for example used in digital cameras and can provide local light intensity information throughout an array. This allows the acquisition of much more information as the intensity can be measured individually at many different positions on the detector – common sensors feature resolution in the megapixel range – i.e. can provide intensity information for more than one million different locations on the sensor. 
With the described basic electro-optical components, a broad variety of measuring setups can be implemented. Simple setups can be used for the presence monitoring of workpieces or also humans when safety measures need to be implemented. 
A common example are light barriers that consist of a light source and a detector as shown in Figure 6-5. When an object interrupts the path of the light, this can be detected as the intensity at the detector drops significantly (Hering et al. 2018, p. 83). The detector can for example be represented by a photoelement. More common are so-called reflex light barriers that include a reflector in the path of the light as shown in Figure 6-5.
Figure 6-5: Light barriers.
[image: ]
Source: Author, based on Hering et al. 2018, p. 83.
Self-Check Questions
1. What is not a basic component of every optical sensor system?
· LED
· source of radiation
· detector
· optical setup for illumination or imaging
2. Please complete the following sentence:
A phototransistor that features a larger sensitivity than a photodiode.

6.2 Optical Displacement Sensors
Distance and angle measurement are particularly interesting applications for the industrial environment. For these tasks, a variety of principles can be applied with the aid of optical components. Typical setups are triangulation sensors, fringe projection, time-of-flight sensors and interferometers (Hering et al. 2018, p. 163). 
The general setup of a triangulation sensor is shown in Figure 6-6. The measuring principle originates from the discipline of geodesy and allows a fast and precise acquisition of distances (Sellen et al. 2014, p. 662). Light rays of an LED or laser diode are collimated with a collimator lens into a parallel alignment and are imaged onto an object (Hering et al. 2018, p. 170). Here, they are reflected onto the detector which is typically represented by a position-sensitive device (PSD) or CCD-array (Hering et al. 2018, p. 170). These detector types have in common that they can determine the location of the intensity. The position where the light is imaged onto the sensor array depends on the distance d of the object (Hering et al. 2018, p. 170). This is illustrated in Figure 6-6 by two different object positions (i) and (ii). 
Figure 6-6: Setup of a triangulation sensor.
[image: ]
Source: Author, based on Hering et al. 2018, p. 170.
When the optical imaging is calculated, the position x on the detector can be determined with the distance F between the detector and the imaging lens and the distance B between the optical axes of the object path and the detector path (Hering et al. 2018, p. 170):

(6.3)
This means after the determination of the position of maximum intensity on the sensor array, the known geometrical setup of the optical path can be used to determine the unknown distance d of the object. Often, a linearization of the relation between the quantities x and d is applied (Hering et al. 2018, p. 171). 
Example: A triangulation sensor features a geometric alignment of F = 10 mm and B = 5 mm. The maximum intensity on the detector is imaged at the position x = 2 mm. What is the distance d between the sensor and the workpiece?
Solution: The distance can be determined with the aid of equation 6.3:

(6.4)
When more information about the distance is required than the distance of one individual point, for example to measure a complete shape of a workpiece, the point source is replaced by a line-shaped illumination to image an entire cross-section through the surface of the workpiece (Sellen et al. 2014, p. 671). This measuring principle is known as light section sensor and can extract information about the distance between sensor and workpiece along one profile section of the workpiece – allowing the extraction of more information about the workpiece geometry. Generally, triangulation sensors can cover a measurement range between 1 mm and 1 m with a precision down to the micrometer range (Keferstein 2015, p. 205).
When the measuring principle is even further extended, another very common measuring principle results: when multiple lines are imaged onto the object to be measured, the method of fringe projection results (Sellen et al. 2014, p. 677). This method even allows the reconstruction of a 3D model of the measured object can be calculated (Sellen et al. 2014, p. 677). The object to be measured is illuminated with different fringes and when the fringe lines are detected with a camera system under a different angle, they follow the contour of the object which can be subsequently reconstructed based on the measured information (Sellen et al. 2014, p. 677). Often, a different fringes patterns are projected one after another and the pitch length of the grating is more and more reduced to increase the resolution of the contour height information with an interval nesting (Sellen et al. 2014, p. 679). This approach is illustrated in Figure 6-7. 
As shown, different fringe patterns are projected one after another onto an object within the measurement volume and a camera image is taken. With each pattern, the pitch length of the fringes is reduced. When a point P is considered, the different camera images feature a dark/bright pattern at the associated camera pixel. This pattern can be converted into a binary number describing whether the point was located within a bright or dark area of the images. With this information, the x,y,z coordinates of this specific points can be reconstructed. When this procedure is applied for the binary number of all camera images, the entire object geometry in the three-dimensional space can be calculated as the fringe patterns follow the contour of the measured object. 
Figure 6-7: Setup of a fringe projector.
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Source: Author, based on Sellen et al. 2014, p. 679.
Another category of optical distance measurement sensors are time-of-flight sensors. The basic principle is also used by bats for navigation – they send out an ultrasonic pulse and based on the time until the signal returns can estimate the distance to an object. 
The speed of light c is a natural constant that can be used for the measurement of distances when a light pulse is sent to the object, where it is reflected and then the time Δt is measured after the light pulse arrives back at a detector (Hering et al. 2018, p. 171). With the refractive index n of the medium between sensor and object the distance between sensor and object d is described as (Hering et al. 2018, p. 171):

(6.5)
The factor ½ considers that the light must travel the distance from the sensor to the object and back i.e. 2⋅d. Although the time difference needs to be measured with an enormous precision to acquire information about the distance with this method, however, resolutions of approximately 0.1 mm can be achieved with this method (Sellen et al. 683). 
Another method that uses the time-of-flight approach but not a lightpulse is the application of modulated light. In doing so, the lightwave is modulated with another wavelength λM (Hering et al. 2018, p. 171). 
Figure 6-8: Time of flight sensors with modulation of phase or frequency.
[image: ]
Source: Author, based on Hering et al. 2018, p.173.
Figure 6-8 summarizes both possible modulation setups: the first possibility (Figure 6-8 upper image) is the phase delay method where the intensity of the wave is modulated so that a periodic intensity function results (Hering et al. 2018, p.171). When both the phase of the source ϕS and of the detected light ϕD are measured, the distance can be determined based on the phase difference Δϕ (Hering et al. 2018, p. 171): 


(6.6)
TM describes the period length of the modulation and equation 6.5 shows that the resulting signal of the distance d is periodic with half of the corresponding wavelength as again the light travels the way to the object and back (Hering et al. 2018, p. 171 f.). An unambiguous result can be achieved when the measured distance is smaller than half the modulation wavelength (d < λM /2) (Hering et al. 2018, p. 172). 
The second possibility is the frequency delay method where the frequency is modulated with a modulation wavelength λM and the distance d can be determined with the difference of the frequencies that are measured at the light source fs and the detector fd (Hering et al. 2018, p. 173): 


(6.7)
This method creates a beat of the different frequencies – allowing an unambiguous determination of the distance also for larger distances. H describes the frequency shift between the minimum and maximum value of the frequency (Hering et al. 2018, p. 173). In this method not the phase of the lightwave but its frequency is detected for the evaluation of the distance d (Hering et al. 2018, p. 173). 
Another optical measurement method for displacement measurement is photogrammetry which uses camera images to estimate geometric measurands based on a subsequent image processing – an estimation which can be sufficient for many technical processes (Sellen et al. 2014, p. 690).coherent light
Light waves that feature a constant phase shift to each other, so that an interference is possible.  

When in contrast a highly precise acquisition of distances with precisions in the submicrometer-range is necessary, the method of interferometry can be applied which uses the wave properties of light for the acquisition of distance information (Hering et al. 2018, p. 178). Lightwaves are a vibration that propagate in the three-dimensional space. When two waves of a coherent light source interfere, their phase relation determines whether a constructive or destructive interference occurs. When the minima und maxima of the wave are at the same location, their amplitude adds up – whereas when a minimum and a maximum are added up and vice versa the waves compensate each other.  This principle can be used for a measurement of the distance of an object. The general principle just as well as its most simple implementation within an optical setup - the Michelson interferometer - are imaged in Figure 6-9. A laser beam is split up with a half-silvered mirror into two beams (Tutsch 2006, p. 246). As the two beams originate from the identical light source, they are coherent. The first beam follows the reference path and is reflected by a mirror, the other beam follows the object path where it is reflected by a mirror attached to the measuring object (Tutsch 2006, p. 246). The two beams are superposed and are imaged onto the detector. When the position of the measuring object changes, the length of the object arm is changed, too – resulting in a phase shift between the two light beams. Due to the change of the interference, the movement of the workpiece can be detected.  interference 
Depending on their phase relation, the superposition of two light waves can either result in an addition or subtraction of their amplitudes. 

Figure 6-9: Michelson-interferometer and interference.
[image: ]
Source: Author, based on Tutsch 2006, p.247.
However, similar to the modulation method, a period signal results – when the measured distance is changed by half of the light wavelength, the path length changes with one wavelength – resulting in the same phase shift and interference (Tutsch 2006, p. 247). Within one period lengths however, a high precision down to the nanometer range can be achieved (Tutsch 2006, p. 247). This high precision makes interferometry a highly relevant principle in industrial quality monitoring – even in highly automated production environments, for example in robotic inspection applications, interferometers can provide useful information. When the limits of one period are exceeded, the results can be ambiguous and it is not possible to determine the direction of the change of the distance (Tutsch 2006, p. 248). A movement of the workpiece can be monitored by counting the peaks of the intensity where one peak represents a change of position of the workpiece with half of the applied light wavelength. 
To allow an unambiguous measurement of the distance and also the direction of change, the more advanced interferometry method of heterodyn interferometry – an interferometric principle that utilizes two different light wavelengths - is commonly applied with the setup imaged in Figure 6-10 (Tutsch 2006, p. 248). The light source consists of two light wavelengths, i.e., two slightly different frequencies f1 and f2 and feature an opposing polarization state (Tutsch 2006, p. 248). A first division of the light is performed with a non-polarizing beam-splitter and the subsequent polarizer causes an interference of the shares with the two frequencies (Tutsch 2006, p. 248). Due to the different frequencies of the two components that interfere, a beat results with an alteration of constructive and destructive interference – depending on the phase relationship (Tutsch 2006, p. 248). The signal is detected, and the beat frequency fb is determined for this first reference signal as (Tutsch 2006, p. 248):polarization 
The polarization  state of a wave describes its oscillation direction. For light waves, who oscillate in two directions both perpendicular to the propagation direction, the polarization state describes the phase relation between the two oscillations. 


(6.8)
Figure 6-10: Heterodyn-interferometer optical setup.
[image: ]
Source: Author, based on Tutsch 2006, p.249.
The second division of the non-polarizing beam splitter enters a polarizing beam-splitter – which separates the two frequencies f1 and f2 due to their opposing polarization (Tutsch 2006, p. 248). The share with the frequency f1 represents the reference beam and the share with the frequency f2 the object beam - the path of the object beam is influenced by a change of distance Δx (Tutsch 2006, p. 248). In their paths, both beams pass two quarter wave foils (λ/4) so that after they return to the beam-splitter they feature an exactly opposing polarization state resulting in the reference beam (f1) to be transmitted and the object beam (f2+Δf) to be reflected (Tutsch 2006, p. 248). They are superposed and enter a polarization filter which adjusts their phase shift in a way that they can interfere (Tutsch 2006, p. 248). If the position of the object to be monitored changes with the velocity v, the optical Doppler effect leads to a change of the light frequency in the object beam (Tutsch 2006, p. 248):

(6.9)
λ describes the original light wavelength. Also, this resulting beam of the second beam-splitter features a beat frequency which can be described as superposition of the frequencies f1 and f2+Δf (Tutsch 2006, p. 249):

(6.10)
With the aid of a differential counter the two beat frequencies are compared and the difference of the number of maxima is counted – resulting in a determination of change of frequency in the object beam (Tutsch 2006, p. 249). Thus, the connection to the count rate can be used to determine the velocity including the directional information which can be distinguished by velocities >0 or <0 as described in equation 6.10, and the count can also be used for an unambiguous calculation of the object position (Tutsch 2006, p. 249).
Example: A heterodyne interferometer measures the two beat frequencies of fb = 60000 s-1 and fb* = 120000 s-1. The original light wavelength is λ = 550 nm. What is the velocity of the object? 
Solution: Equation 6.10 leads to:  

(6.11)
Interferometric measurements can be used to determine distances and velocity, but also angular measurements or the monitoring of vibrations (Sellen et al. 2014, p. 694). In other setups, interferometric methods can be also applied to determine an entire surface topography of a workpiece with a precision down to the nanometer range – other methods for optical surface topography measurement include confocal microscopes and autofocus sensors that determine the focus position of a light beam on a surface (Sellen et al. 2014, p. 701). 
Self-Check Questions
1. A triangulation sensor features a geometric alignment of distance F=20 mm between the detector and the imaging lens and the distance B=3.5 mm between the optical axes of the object path. The maximum intensity on the detector is imaged at the position x = 6 mm. What is the distance d between the sensor and the workpiece?
· 5.33 mm
· 11.67 mm
· 6 mm
· 1.57 mm

2. What is not a common operating principle of time of flight sensors?
· Frequency delay method
· Wave delay method
· Phase delay method
· Light pulse method

3. A heterodyne interferometer measures the two beat frequencies of fb = 300000 s-1 and fb* = 140000 s-1. The original light wavelength is λ = 650 nm. What is the velocity of the object? 
· -0.104 m/s
· -0.104 m/s
· -0.00574 m/s
· 0.00574 m/s

6.3 Applications
As the different types of optical sensors are very diverse, also numerous applications in the industrial environments can be described. Light barriers and other associated measuring principles are often used for safety-relevant applications like the protection of humans in the production environment or collision avoidance (Hering et al. 2018, p.119). In Robotics for example, the avoidance of collisions is an essential task since there are many moving parts that interact with their environment. Thus, the sensing of information about the distance to other objects is a prerequisite to safely interact with workpieces, humans and the surroundings. Optical sensors can as well be used to detect the presence of parts, or to identify objects (Hering et al. 2018, p. 119)safety 
In many industrial production lines, hazardous environments are present so that an optical monitoring can provide safety-relevant information.

Optical sensors that measure distances or angles can be used for a quality monitoring like the measurement of width, thickness or the diameter or workpieces, the position of workpieces just as well as more complex contours (Hering et al. 2018, p. 119). Triangulation sensors and time-of-flight sensors are widely applied in industrial environments for the measurement of thickness of metallic or wood workpieces or the monitoring of filling levels (Hering et al. 2018, p. 174). Other application fields contain the measurement of contamination, or chemical properties (Hering et al. 2018, p.119).
However, not only in industrial environments but also in consumer electronics many optical sensors can be found. Examples are CCD Sensors that can be found in digital cameras as shown in Figure 6-11 and are responsible for the measurement of light intensity. But camera sensors like CMOS sensors are also commonly applied in Robotics. They can be operated in both sensor categories that are distinguished in Robotics: proprioceptive and exteroceptive sensors (Hertzberg et al., 2012, p. 24). This categorization describes whether the measurements of the corresponding sensor are associated with either the interior or the exterior of the robot (Hertzberg, 2012, p. 24). For the camera sensors this means, that they can both be used to monitor measurands of the robot itself or its environment. Modern camera sensors also allow a direct control of robots with the aid of gesture or motion sensing. 
Figure 6-11: Charge-Coupled Device used in Cameras.
[image: ]
Source: Andrzej_w_k_2 – Plik: Sony ICX493AQA 10.14-megapixel APS-C (23.4 × 15.6 mm) CCD from digital camera Sony α DSLR-A200 or DSLR-A300, sensor side https://en.wikipedia.org/wiki/Charge-coupled_device#/media/File:CCD_SONY_ICX493AQA_sensor_side.jpg, CC BY 4.0 license, Last Access: May 25th, 2021. 
Time-of flight sensors like light detection and ranging (LiDAR) sensors are used for distance measurement within the camera systems of smartphones and tablets as shown in Figure 6-12. 
Figure 6-12: LiDAR Sensor on Tablet.
[image: ]
Source: KKPCW: Lidar sensor on iPad Pro https://en.wikipedia.org/wiki/Sensor#/media/File:LiDAR_Scanner_and_Back_Camera_of_iPad_Pro_2020_-_3.jpg,  CC BY SA 4.0 license, Last Access: May 25th, 2021. 
Self-Check Questions
1. Please complete the following sentence:
Light barriers and other associated measuring principles are often used for safety-relevant applications like the protection of humans in the production environment or collision avoidance.

Summary
Since light features both properties of waves and particles, numerous physical effects can be used for an optical measurement. The general setup of every optical sensor consists of a source of radiation, an optical setup, a detector and a subsequent signal processing. Typical electro-optical components are light-emitting diodes (LEDs), photoelements, photodiodes, photoresistors, phototransistors, position-sensitive devices (PSD), CMOS sensors and CCD arrays which can for example be combined to opto-couplers or setup with light barriers.
For the optical measurement of displacement, triangulation sensors are a suitable principle which can be extended to light section sensors or even fringe projection sensors. These measurement principles can reconstruct information about the geometry with the aid of the geometric light ray propagation. 
Another sensor principle for displacement measurement are time-of-flight sensors that are based on the speed of light and the propagation of light in the space. The wave properties are also used by interferometers where two coherent light beams are superposed and depending on their phase relation either a constructive or destructive interference results. Interferometry is a common principle in industrial quality monitoring as distances to object surfaces can be used to detect many different information about the workpiece geometry. The versatility of optical sensors results in many applications in the industrial production environment or consumer electronics. 

Unit 7 – Piezoelectric Sensors

Study Goals

On completion of this unit, you will be able to …

… describe and calculate the piezoelectric effect.
… design measuring setups with piezoelectric sensors.
… describe the applications of piezoelectric sensors.



7. Piezoelectric Sensors
Introduction 
For the acquisition of mechanical measurands like force, pressure and acceleration, the piezoelectric measuring principle is a suitable method. The piezoelectric effect converts a mechanical force that is applied to certain materials into a flow of charge – enabling a transduction into an electrical quantity. Piezoelectric sensors are a common principle applied in the industrial environment. In the following unit, the physical fundamentals, the setup of piezoelectric transducers and the application of this technology are presented. 
7.1 Piezoelectricity
For the measurement of force and other associated mechanical quantities, there are different principles like the piezoresistive effect that is used in strain gauges. Also with capacitors an indirect force measurement is possible with for example a pressure membrane. 
The piezoelectric effect provides another possibility for this task. The effect occurs only in some materials and describes that a mechanical force or pressure leads to a flow of charge within the material – resulting in a measurable voltage (Hering et al. 2018, p. 3). Typically, the effect occurs in crystalline materials and the charge flow is caused by a disturbance of the lattice due to the force (Parthier 2008, p. 154). This effect is illustrated in Figure 7-1.Crystalline materials
Materials that consist of a homogenous lattice structure. 




Figure 7-1: Piezoelectric effect.
[image: ]
Source: Author, based on Parthier 2008, p. 154. 
The movement of the load Q can be described with its density D throughout a cross-section A of the workpiece (Parthier 2008, p. 154):

(7.1)
The amount of load is directly proportional to the applied Force F with the piezoelectric constant kp (Parthier 2008, p. 154): 

(7.2)
The constant kp is material-dependent and typically features values in the range 10-10 – 10-12 As/N (Parthier 2008, p. 155). To transform the load into measurable voltage, a capacitor is used (Parthier 2008, p. 155):

(7.3)
Example: A piezoelectric Quartz with kp = 3 ⋅ 10-12 As/N is applied to measure a Force. A capacitor with C = 100 nF is then used to transform the measured charge into a voltage. The voltage is measured as U = 0.124 V.  Calculate the Force that is applied on the sensor! 
Solution: Equation 7.3 is used: 

(7.4)
The separation of positive and negative charges in the material which occurs due to applied force leads to a polarization within the material (Schrüfer et al. 2018, p. 159 f.). The polarization of the charge and the direction of the force can be in different geometric relations to each other as summarized in Figure 7-2. (a) shows the longitudinal effect, where a tensile or pressure load is applied and a polarization parallel to the force direction results (Urban 2014, p. 58). In (b), the transversal effect is shown where force and resulting polarization are orthogonal to each other is illustrated (Urban 2014, p. 59). The piezoelectric effect also occurs for shear stresses as shown in figures (c) and (d) – the resulting polarization direction can be either perpendicular or parallel to the direction of the force, i.e. describing a longitudinal shear effect (c) or transversal shear effect (d) (Urban 2014, p. 59). 
Figure 7-2: Polarization and Force – piezoelectric effects.
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Source: Author, based on Urban 2014, p. 58. 
The relevance of the geometric relation between the force and the polarization illustrates that the description of the piezoelectric effect is a three-dimensional model with the dimensions i,j=1,2,3 - connecting the mechanical tension σij or strain εij with the polarization Pi and the electric field strength Ej (Urban 2014, p. 59). 
The mechanical tension is directly related to the applied Force in the corresponding coordinate direction i (Urban 2014, p.59): 

(7.5)
The symmetric stress tensor σij summarizes both the pressure or tensile tensions (i=j) and the shear stresses (i ≠ j) (Urban 2014, p. 59 f.):

(7.6)
This means that σ11 describes the resulting tension of a pressure/tensile force in x-direction, σ12 the resulting shear tension between the x- and y-axis and so on. 
When the change of a displacement ∂ui is described as factor eij (Urban 2014, p. 60): 

(7.7)
The strain can be described in tensor notation, too and is assumed symmetric as (Urban 2014, p. 60):

(7.8)
With this notation, the piezoelectric effect of equation 7.2 can be generalized to a relation between the polarization in the direction i and the mechanical stresses using the piezoelectric moduli dijk (Urban 2014, p. 61):

(7.9)
It is also possible to invert the piezoelectric effect – meaning that an electric field is applied to the material which results in a mechanical strain of the material (Schrüfer et al. 2018, p. 159). This is known as inverse piezoelectric effect and the resulting strains can be described as a function of the electric field strengths Ek (Urban 2014, p. 61): 

(7.10)
Materials that feature piezoelectric properties are crystalline materials like Quartz or polymeric foils (Ludwig 2014, p. 107 f.). Quartz crystals can for example be found in “Quartz” clocks and watches – when an alternating voltage is applied to a Quartz crystal, the inverse piezoelectric effect can lead to a mechanical oscillation (Schrüfer et al. 2018, p. 326). This oscillation is operated in the resonance frequency which features a very stable value (Schrüfer et al. 2018, p. 326). For a reliable determination of the time, only the number of oscillations per second needs to be counted.

Self-Check Questions
1. Which statement about the piezoelectric effect is wrong?
· A mechanical force or pressure leads to a flow of charge within the piezoelectric material 
· The piezoelectric effect occurs in some crystalline materials and polymeric foils
· The piezoelectric effect can be inverted
· The piezoelectric effect can always be described as two-dimensional problem
2. What are typical values of the piezoelectric constant?
· 10-10 – 10-12 As/N 
· 105 – 1010 As/N 
· 10-6 – 10-8 As/N 
· 1010 – 1019 As/N 
3. Please explain how Quartz clocks work!
An alternating voltage is applied to a Quartz crystal, the inverse piezoelectric effect leads to a mechanical oscillation. The oscillation is operated in the resonance frequency and the number of oscillations per second is counted to measure the time.

7.2 Force, Pressure and Acceleration Sensors
The setup of a typical piezoelectric sensor is shown in Figure 7-3: it contains two piezoelectric elements that are embodied into a housing to protect the sensor from electromagnetic interactions with its environment. This setup allows the possibility to measure the charge of 2Q, whereas the measured voltage stay identical as also the capacity is doubled with this setup (Schrüfer et al. 2018, p. 163). This sensor component is also known as piezoelement. The setup is often designed in a ring shape which can lead to a high linearity, a large measurement range and an automated centering of the setup (Hering et al. 2018, p.321). 
Figure 7-3: Piezoelectric Force sensor.
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Source: Author, based on Parthier 2008, p. 154. 
Due to the described different possible geometric relations between the direction of the mechanical load and the resulting electrical polarization, there are different possible measurement setups as summarized in Figure 7-4 – the grey area highlights the direction of the polarization: (a) illustrates the possible measurement of thickness or vibrations of the workpiece in the force direction when the polarization is parallel. (b) shows a setup for the measurement of the transverse strain and (c) a setup for the measurement of shear stress or strain. 
Figure 7-4: Different piezoelectric setups.
[image: ]
Source: Author, based on Hering et al. 2018, p. 3. 
The actual measurand is the voltage of the sensor which then subsequently needs to be connected to the applied force F. For this purpose, there are different electric circuits. Generally, based on the behavior of a capacitor, a charge can be transformed into a measurable voltage which can be described with the aid of the piezoelectric effect as (Parthier 2008, p. 155):

(7.11)
A typical equivalent circuit for a piezoelectric element is shown in Figure 7-5: the element itself contains a capacitor and an inner resistance RS, additionally, the wires for the connection to an amplifier feature a capacity CC and the amplifier is considered with its resistor loss Rq and capacity Cq (Parthier 2008, p. 155).
Figure 7-5: Circuit setup of a piezoelectric sensor.
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Source: Author, based on Parthier 2008, p. 155. 
When the equivalent circuit of Figure 7-5 is considered, equation 7.11 can be transformed into (Parthier 2008, p. 155): 

(7.12)
As an amplifier, for example the charge amplifier circuit imaged in Figure 7-6 can be applied that consists of an integrator next to the piezoelectric element and its connection which are summarized as total capacity Ct and resistance Rt (Schrüfer et al. 2018, p. 164). The current i(t) which is generated due to the Force onto the piezoelectric element enters the integrator and due to the ideal characteristic of the operational amplifier, ie (t) = 0 results and based on the application of Kirchhoff’s laws and the information that no voltage occurs between the two amplifier inputs the current i(t) can be described as (Schrüfer et al. 2018, p. 164):operational amplifier 
The ideal operational amplifier does not exhibit a currents at the inputs. Also no voltage between the two inputs is present. 


(7.13)
The solution of the first order differential equation 7.13 is solved to determine the voltage ua(t) by assuming a step function of the input charge with an amplitude of Q0 at the time t0 (Schrüfer et al. 2018, p. 164):

(7.14)
Figure 7-6: Charge amplifier circuit.
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Source: Author, based on Schrüfer et al. 2018, p. 164. 
Example: A piezoelectric Quartz with kp = 3 ⋅ 10-12 As/N is used applied to measure a periodic Force signal with the aid of a charge amplifier circuit (Rg = 10 kΩ, Cg = 200 pF). The voltage ua (t) is acquired as ua (t) = 5 V ⋅ sin (2π ⋅ 10 rad/s ⋅ t). Determine the function F(t)!
Solution: Equation 7.13 can be used to determine the output current i(t) of the piezoelectric element: 


(7.15)
As the current is the change of charge, the charge that is caused due to the applied Force can be determined as: 


(7.16)
With this information, the Force signal can be determined as: 



(7.17)
Even large forces lead only to a small deformation of the piezoelement in the micrometer range due to the high stiffness of the piezoelectric material (Paul et al. 2014, p. 526). When Forces in multiple directions need to be monitored, different crystal orientations can be combined in one sensor system (Paul et al. 2014, p. 527). As the mechanical Force is also connected to many other measurands – an example is the measurement of torque as shown in Figure 7-7: multiple piezoelements are embodied into a sensor and due to the shearing forces that care caused by the torque, a measurement is possible (Paul et al. 2014, p. 540).
Figure 7-7: Torque measurement with piezoelectric elements.
[image: ]
Source: Author, based on Paul et al 2014, p. 541. 
With the aid of Hooke’s law, the strain ε can be measured based on the Young’s Modulus E and the cross-section A: 

(7.18)
Also, piezoelectric sensors are commonly applied to measure the pressure p – which is defined as Force per area A: 

(7.19)
Another measurand which is directly connected to the Force is the acceleration a – based on the Newton’s axioms only the mass m of an object is required to determine the acceleration based on a Force measurement:

(7.20)
As the acceleration is the second derivative of the position, also the velocity and the position of an object can be determined with this information. The setup of a piezoelectric acceleration sensor is illustrated in Figure 7-8: the measuring object with the mass m is fixed onto the piezoelement. When a Force is applied on the measuring object it can be measured with the aid of the deformation of the piezoelement. Equation 7.20 can then be used to determine the acceleration as a function of time. 
Figure 7-8: Acceleration measurement with piezoelectric elements.
[image: ]
Source: Author, based on Paul et al 2014, p. 558. 
Self-Check Questions
1. Which operational amplifier circuit is used as a charge amplifier for piezoelements?
· Integrator
· Differentiator
· Schmitt-Trigger
· Non-inverting comparator
2. What is the connection of the current i(t) of a piezoelement and the output voltage of the typically applied charge amplifier circuit?
·  (R)
· 
· 
· 
3. Please list measurands that can be derived from a Force measurement with a piezoelectric element. 
Torque, strain, pressure, acceleration, velocity, position. 

7.3 Applications
As many mechanical measurands can be acquired with the aid of piezoelectric sensors, they also feature many different industrial applications. The most common measurands include force, torque, acceleration, and vibration analysis (Hering et al. 2018, p. 6). When piezoelements are applied as force sensors, they can be used for the control of manufacturing processes like cutting processes or forming processes which utilize a process force (Hering et al. 2018, p. 323). Also, the monitoring of measuring devices like tensile testing machines can be implemented with the aid of piezoelectric force sensors (Hering et al. 2018, p. 323). Other applications can be found in medical technology or biomechanics (Hering et al. 2018, p. 323). manufacturing processes 
In many industrial manufacturing processes, the force is a critical measurand. In cutting or forming processes for example, the process force needs to be frequently monitored to achieve good manufacturing results.  

But not only in the industrial environment, also in our everyday live, piezoelectric elements can be found: one example for vibrations are soundwaves that need to be measured when for example the sound of acoustic instruments needs to be recorded. Figure 7-9 shows a piezoelement that is applied as an acoustic guitar pickup: a vibration of the guitar corps, i.e. the sound can be detected with the piezoelement. 
Figure 7-9: Piezoelement on an acoustic guitar
[image: ]
Source: Georg Feitscher, Wikimedia commons, https://en.wikipedia.org/wiki/Piezoelectricity#/media/File:Piezoelectric_pickup1.jpg, Creative Commons CC BY-SA 3.0 license, Last access: June 11th, 2021.  
Self-Check Questions
1. Explain why piezoelectric elements are often used for the monitoring of manufacturing processes! 
Many manufacturing processes are critically influenced by the applied force. Examples are cutting or forming processes. Because of that a monitoring of the machining process often also contains a force measurement. 
Summary
Some materials feature the property that an electric charge is caused by a mechanical force. This is known as the piezoelectric effect and can be used for many measurement applications. Mechanical measurands that are associated with the force like strain, stress, pressure, or acceleration can as well be assessed with the aid of piezoelectric sensors. When the setup is interpreted as a capacitor, the charge can be measured as a voltage. Additionally, the circuit of the charge amplifier is used to increase the sensitivity of the setup. There, an integrator circuit is applied to connect the current that is represented by the flow of charge into a measurable output voltage. The versatility of piezoelectric sensors results in many applications in the industrial production environment like the monitoring of cutting or forming processes. But the piezoelectric effect can also be found in our everday lives, for example in Quartz clocks and for the measurement of sound which represents a vibration. 

Unit 8 – Acoustic Sensors

Study Goals

On completion of this unit, you will be able to …

… describe and calculate propagation effects in acoustic media.
… describe different measurement methods for acoustic sensors.
… describe the applications of acoustic sensors.



8. Acoustic Sensors
Introduction 
Wave properties can be used for the measurement of different physical quantities. This principle is often used for optical sensors measuring distances, positions, and other associated quantities. However, soundwaves can also be used to implement sensing principles as they feature identical physical relationships that can be used for their calculation. In this unit, the fundamentals of acoustic sensors are introduced and various applications in both industrial environments and everyday life are outlined. 
Acoustic Medium
Acoustic waves represent “local pressure variations” within a material (Hering et al., 2018). They represent longitudinal waves, in that their direction of propagation and those of the pressure variations are identical (Hering et al., 2018). Transversal waves oscillate orthogonal to their direction of propagation. The illustration below shows the difference between transversal waves (labelled 1 & 2) and longitudinal waves (labelled 3), using oscillation amplitude direction  A and period length P.Longitudinal waves
The direction of both oscillation and propagation are parallel for this kind of wave.  

Longitudinal and Transversal Waves
[image: ]
One important characteristic of waves is their frequency f, connected with the speed of sound c, and their wavelength λ (Hering et al. 2018)


The result is that both particle velocity u and pressure p can be described with a static value us, ps, and a dynamic value ud, pd, featuring a sinusoidal form influenced by angular velocity ω = 2π / T = 2πf, the wavenumber k = 2π / λ = ω /c, and the amplitudes u0, p0 (Hering et al., 2018) as follows: 



T represents period length with T = 1 / f. The equation below shows that pressure and particle velocity are a function of position x and time t (Hering et al., 2018). The acoustic pressure pd and sound particle velocity ud define the so-called acoustic impedance Za of a medium (Hering et al., 2018)


The value of acoustic impedance does not change as a function of the time, it is a constant value characteristic for a medium with a density of ρ and a speed of sound of c (Sellen et al., 2014). The speed of sound within a material can be determined for a gas using pressure p, density ρ, and the adiabatic exponent κ (Sellen et al., 2014) as follows:

For air, the speed of sound at an atmospheric pressure of 1 bar and a temperature of 20°C results as


In solid media, the speed of sound is typically significantly higher than in gases. As acoustic waves are often used to measure distances with the aid of pulse runtime, the wave’s propagation speed, along with environmental conditions which influence the speed of sound in the medium, such as temperature and humidity, must also be precisely calculated (Hering et al., 2018).
When acoustic waves travel through a medium, they lose intensity en route as energy is absorbed and transformed into heat. This effect can be described as a function of the distance x to the sender, the damping coefficient α, and the initial intensity I0 (Sellen et al., 2014) in the following equation:


When acoustic waves reach an interface between different media, a part of the intensity is reflected and the remaining intensity is transmitted into the second medium (Hering et al., 2018). This is typical behavior for waves. The fractions r of the reflection and transmission t can be determined based on the acoustic impedances of media 1 and 2 (Hering et al., 2018)


The relation between original intensity and reflected intensity Ir is shown below (Hering et al. 2018): 


Example: An acoustic wave propagates though air (ZA = 414.2 kg /s m2) and enters an aluminum workpiece (ZAl = 1.4 ⋅ 107 kg /s m2) (Hering et al., 2018). The fraction of intensity reflected is calculated below, using the equation above.


Self-Check Questions
1. Please select the kind of waves to which acoustic waves can be assigned.
· longitudinal
· transversal
· aperiodic
· circular
2. An acoustic wave propagates though air (ZA = 414.2 kg /s m2) and enters water (ZW = 1.5 ⋅ 106 kg /s m2 ) (Hering et al. 2018). Please indicate which fraction of intensity is reflected.
· 99.89 %
· 0.11 %
· 89.74 %
· 10.26 %
Measurement Methods
One common measuring principle based on sound’s wave properties is the time of flight measurement, using ultrasonic waves. A sender emits a signal pulse which interacts with a surface, while a detector measures the reflected signal (Müller, 2014). The time difference between emission and detection Δt can be used to estimate the distance d that the pulse has travelled (Müller, 2014) 


The factor of ½ is caused by the fact that the pulse travels to the workpiece and back (Müller, 2014). As many different measurands and applications can be connected with a workpiece position, there are several possibilities to utilize this general principle.
The most obvious application is the monitoring of distances or workpiece positions, which can be measured with the so-called “pulse-echo-principle”. In this, periodic ultrasonic pulses are generated, travel at the speed of sound c, are reflected by the surface to be measured, and travel back to the detector (Sellen et al., 2014). It has been previously shown that, for example, at an interface of air and a metallic workpiece, most of the signal intensity is reflected and not transmitted into the workpiece. Also, as stated in the equation above, there is a direct linear connection between the distance to be measured and the time of flight Δt. The following figure illustrates this general measuring principle—when two reflectors are attached to the workpiece, it is also possible to similarly measure multiple distances (Sellen et al., 2014). Each time the intensity signal I(t) is measured, t can be assigned to a measured distance d.
Time of Flight Measurement with Ultrasonic Pulses
[image: ]Converters 
A converter is used to generate and measure acoustic waves and can be based on various physical principles.

The applied sender and detector utilize different physical effects to generate and acquire information about the ultrasonic waves (Sellen et al., 2014). Electrostatic converters feature a membrane, with an alternating current being used to generate a field that causes the membrane to vibrate, resulting in sound waves (Sellen et al., 2014). This principle also works in reverse—sound waves incite membrane vibrations, resulting in an alternating current that can be measured for sound detection (Sellen et al., 2014). Other principles use properties of the magnetic field. Electrodynamic converters use magnetic fields to cause membrane vibration and magnetostrictive converters use the magnetostrictive effect of materials such as iron, which slightly change their shape in the presence of a magnetic field, to induce a vibration (Sellen et al., 2014). A very common working principle is piezoelectric converters featuring piezo elements mounted onto a coupling layer—the piezoelectric effect of a periodic voltage or current can be used to induce a vibration of the piezo element, i.e., cause a sound. The inverse piezoelectric effect can be used to detect reflected sound waves, as the effect converts the vibration into a measurable electric quantity (Hering et al., 2018). The general setup of a piezoelectric converter is shown below. 
Piezoelectric Converter
[image: ]
For most industrial purposes, ultrasonic waves with a frequency of f > 80 kHz are applied to measure distances, as a dense bundling of waves can be achieved at high frequencies (Hering et al., 2018). For a precise calculation of the speed of sound, temperature-dependent effects of the environment must also be determined (Hering et al., 2018).
Ultrasonic sensors can also detect the presence of objects—the sensor is set up with a separate sender and detector, aligned similarly to a light barrier (Hering et al., 2018). When an object enters the area between sender and detector, this can be measured, with the detector unable to measure ultrasonic pulses already being reflected by the measuring object (Hering et al., 2018). With this technology, it is also possible to recognize different objects or distinguish their sizes (Sellen et al., 2014). When a sampling is performed, information about position changes such as velocity can be acquired using this principle (Sellen et al., 2014). The corresponding setups of size distinction, object recognition, and velocity measurement are shown below.
Size Distinction, Object Recognition, and Velocity Measurement with Ultrasonic Converters
[image: ]
With more complex signal processing, it is possible to reconstruct different information about surface geometry for defined applications (Vossiek & Mágori, 2014).
As acoustic waves travel into material, it is possible to use ultrasonic sensors to detect pores or other irregularities (Wilde, 2014). The speed of propagation differs depending on the material in order to verify its homogeneity. The advantage of this method is its non-destructive nature.
Acoustic sensors can be a useful setup for applications besides solid workpieces. They can also be used for the measurement of properties of gases and liquids. In more dense media, the speed of sound is usually higher than in air—for example, in water the value is c = 1483 m/s (Schrüfer et al., 2018). When two senders (S1 & S2) and detectors (D1 & D2) are embedded into a pipe with liquid flowing at a velocity of v as shown below, the times of flight of the ultrasonic pulses are determined by velocity v, distance d, speed of sound in the medium c0, and angle α (Schrüfer et al., 2018).


The time of flight for one sensor increases due to the medium movement, while the other decreases (Schrüfer et al., 2018). The time difference t1-t2 can be used to determine flow velocity, which can subsequently be used to calculate flow volume through the pipe (Schrüfer et al., 2018) as follows:


Measurement of Flow Velocity and Flow Volume
[image: ]
In comparison to magnetic sensing methods for flow rates and velocities, acoustic methods have the advantage of being applicable to both magnetic and non-magnetic fluids (Mágori, 2014). Additional advantages are that the principle is both stable and robust due to the lack of moving parts, allows a fast acquisition, and features a linear characteristic line between flow velocity and the resulting time difference as shown in the equation above (Mágori, 2014).
Example: The flow velocity of a water (c0 = 1483 m/s) is measured by two ultrasonic sensors under an angle of α = 40°. The distance between sender and detector is d = 0.56 m, while the measured times are t1 = 0.375 ms and t2 = 0.377 ms . The pipe’s flow velocity and volume when a circular diameter of D = 0.5 m is assumed can be calculated as follows, using the previous equation:

With this information, the volume flow can be determined with the aid of the cross-section A as 


Another application of acoustic sensors measuring liquid properties is the measurement of filling levels in containers. As shown below, the principle is identical to that of distance measurement—as the filling is represented by an interface of liquid and gas, it reflects most of the acoustic waves. The distance between the sensor and filling level can be determined based on the time of flight measurement.
Ultrasonic Filling Level Measurement
[image: ]
Self-Check Questions
1. Please list possible physical principles for ultrasonic converters. 
electrostatic
electrodynamic
magnetostrictive
piezoelectric 
2. The flow velocity of water (c0 = 1483 m/s) is measured by two ultrasonic sensors at an angle of α = 20°. The distance between sender and detector is d = 0.16 m, the measured times are t1 = 0.105 ms and t2 = 0.109 ms. Please select the correct flow velocity in the pipe.
· 25.5 m/s
· 29.26 m/s
· 2.1 m/s
· 0.002 m/s
3. Please name a typical example for material inhomogeneities that can be measured with ultrasonic sensors.
pores
4. Please select the typical frequency used for industrial ultrasonic measurements
· 60 kHz
· 85 kHz
· 44 kHz
· 20 kHz
Applications
[bookmark: _Hlk74638803]The previously described measurement methods can be implemented in various technical setups in production environments. The simplest of these is presence detection, where soundwaves are utilized like a light barrier to detect the presence or non-presence of an object. This method can be applied for machine control and material processing as it can detect the height of objects, for example, and thus generate information for further workpiece processing (Sellen et al., 2014). In logistics applications, presence detection can also be very useful in locating workpieces and avoiding collisions (Sellen et al., 2014). Human workers can also be detected or located in hazardous areas (Sellen et al., 2014). This sensing principle is also applied in our everyday lives: contactless taps typically operate with the aid of ultrasonic waves to detect the presence of hands in the sink, as shown below.Presence detection 
This is a very common application of ultrasonic sensors.  

Contactless Water Tap with Ultrasonic Sensor
[image: Becken, Waschbecken, Tippen, Drain, Wasserhahn, Bad]When measuring distances, the setup can be used for the measurement of height or thickness of workpieces, the control of their position, or the acquisition of information about the filling level of a container (Hering et al., 2018). Bats use a similar navigation technique, avoiding collisions based on the distance to other objects. The concept of flow volume measurement is applied in household gas meters (Mágori, 2014). The distinction of different materials and their respective densities is also used in medical applications. As ultrasonic waves are not hazardous to the human body, they can be applied for the examination of unborn babies. 
Self-Check Questions
1. Please list applications for presence detection with ultrasonic sensors in industrial environments.
machine control
material processing
logistic applications
human detection
contactless taps 

Summary
Sound waves are longitudinal waves that can propagate though gases, liquids, and solid media. The resistance of media can be determined using acoustic impedance, with the speed of sound for different media differing according to their material characteristics. At an interface of two materials, sound waves are reflected and transmitted. 
These basic, physical sound wave characteristics can be used for distance measurement with ultrasonic sound sensors. Generally, the most common principle is the time of flight measurement, where the time that ultrasonic sound pulses require to travel to a workpiece and back is measured to calculate the distance to the object. Ultrasonic converters generating and measuring sound waves can be electrostatic, electrodynamic, magnetorestrictive, or piezoelectric. Other measurement setups allow the distinction of different object sizes, object recognition, and velocity measurement. there are also possibilities for application with fluids, such as the measurement of flow velocities, flow rates, and filling levels of containers. Many ultrasonic sensor setups can be found both in industrial environments, as well as in our everyday lives, for example in contactless taps. 


[bookmark: _Toc348014754]

Unit 9 – Advanced Sensor Technology

Study Goals

On completion of this unit, you will be able to …

… describe the current trends in sensor technology.
… identify new applications of advanced sensors.
… describe the working principles of organic sensors, wearable sensors, and wireless sensors. 


9. Advanced Sensor Technology
Introduction 
Sensor technology has been applied for a long time and, one after another, different sensing principles and technologies have emerged to acquire a wider range of measurands with increasing precision, repeatability, and economic efficiency. This is still an ongoing process and changes taking place in the industrial environment are creating new demands for sensor systems. In the following unit, some emerging trends of advanced sensor technology will be introduced, including organic sensor systems, sensors for health and environment, wearable sensors, and wireless sensors.
9.1 Organic Sensors
Most often, inorganic materials like metals are used for electric components and circuits. However, for a growing number of applications, it can be useful to utilize organic materials, i.e., polymers within electric circuits. This is referred to as “organic electronics.” “Semiconducting polymers” have a significant mechanical flexibility when compared to typical inorganic materials in electronics,, such as semiconductors made of crystalline materials (Meller & Grasser, 2010). One well-known application of this technology is flexible displays as shown below, and electronics components that can be made of polymeric materials, including transistors, light-emitting diodes (LEDs), and solar cells (Meller & Grasser, 2010). Other advantages of polymeric materials include their small weight and the flexible possibilities available for their processing (Bar-Cohen & Zhang, 2008).
Flexible Display 
[image: Ein Bild, das Text, Person, drinnen enthält.
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A characteristic that is highly relevant for the application of this technology in sensors is the fact that “some polymers exhibit larger property changes in response to electrical stimulation” (Bar-Cohen & Zhang, 2008, p. 173). This can be used for the acquisition of different measurands. Some polymeric materials can be considered electroactive, with electric currents resulting in a mechanical strain and stress of the material—an effect which can be inverted, making them also suitable for sensors and actuators (Bar-Cohen & Zhang, 2008). This means that polymeric materials can feature piezoelectric characteristics, which was unknown until 1969 and led to the emergence of various materials with these characteristics up until the 1990s (Bar-Cohen & Zhang, 2008). These materials can be divided into two distinct categories: field-activated electroactive polymers (EPAs), activated by an electric field in their environment, and ionic EPAs, featuring a movement of ions like e.g., hydrogels (Bar-Cohen & Zhang, 2008). Field-activated EAPs have the advantage of fast response times and energy-efficiency, making them suitable for applications in the field of robotics (Bar-Cohen & Zhang, 2008).
One organic material which is particularly interesting for application as a sensor is graphene—a material represented by a grating of carbon atoms as shown in the image below. Graphene is highly sensitive to  environmental conditions and can therefore be used for a sensing of mechanical strain, temperature, electrochemical properties, and radiation (Serry, 2016). Hill et al. (2011) summarized different possibilities for a sensing with graphene in the following fields:Graphene
This material consists of benzene rings, containing carbon and hydrogen atoms.  

· Chemical sensors can use the principle that the electrons of absorbed gases influence the conductivity of graphene, with a sensitivity ranging down to the detection of one gas molecule.
· In electrochemical sensors, the fact that the pH value of a surrounding liquid influences the material means it can be used for a measurement, as well as for the detection of certain chemical concentrations.
· Graphene can also be applied as a photoelectric sensor as it features “high electrical conductivity and near transparency” (p. 3166)—a property which also makes it suitable for applications in photovoltaic elements, photosensors, and touch screen displays.
· As graphene features large magnetic resistance, it can be used as a magnetic field sensor, with the aid of the high-sensitivity Hall-effect.
· As previously mentioned, there are organic materials whose conductivity is influenced by mechanical strains—graphene being one example. This enables an acquisition of mechanical measurands like strain or stress, and even as a mass sensor, with graphene being used based on the absorption of other molecules.
Organic light emitting diodes (OLEDs) can already be found in many modern electronic devices. In the future, one can expect to see the implementation of more commercial applications of graphene sensors in the field of sensor technology. 
Graphene—Molecular Structure 
[image: ]
 Self-Check Questions
1. Please complete the following sentence:
For a growing number of applications, it can be useful to utilize organic materials, i.e., polymers within electric circuits. This is referred to as “organic electronics.” “Semiconducting polymers” have a significant mechanical flexibility when compared to typical inorganic materials in electronics like semiconductors made of crystalline materials.
2. Please list the properties of polymeric materials that makes them useful for applications in electronic circuits.
mechanical flexibility
low weight
flexible processing possibilities
larger property changes in response to electrical stimulation

9.2 Sensors for Health and Environment
Other areas where significant progress has been made over recent decades are applications in the areas of health and environment, where sensors are often required to obtain data.
Health sensors can be used to monitor patient data, an approach which can encourage digitalization of healthcare applications, creating advantages for patients and doctors alike. Traditionally, for example, bodily functions such as the respiratory system are monitored with thermistors, microphones, and oximeters to obtain information about the body temperature and posture, with body movement sensors acquiring  information about human behavior (Prassler & Kosuge, 2008). Oximeters use light to measure oxygen saturation—when two different wavelengths are sent through the finger and into a photodetector, the oxygen saturation can be determined based on the absorbance (McGrath & Ní Scanaill, 2013). The typical setup of an oximeter is shown below.Oximeter 
An oximeter is a measuring device that obtains information about blood oxygen saturation.

Oximeter
[image: ]
 Other important measurand is blood pressure, often acquired by “an inflated cuff” that includes a pressure sensor, as shown below (McGrath & Ní Scanaill, 2013).
Blood Pressure Measuring Device 
[image: ]
 Another important medical sensor device is the electrocardiograph (ECG/EKG), which utilizes electrodes on the skin to obtain information about the electrical activity of the heart and visualize the heart rate and other associated characteristics (McGrath & Ní Scanaill, 2013).
In the future of medical sensing, the “internet of medical things” will become a reality, where many different devices are interconnected, with the information gathered being used  to predict heart diseases, for example (Kamarajugadda et al., 2021). Another trend involves sensors for collecting information about an individual’s health status being embedded into the environment,e.g., cameras for respiratory monitoring or pressure sensors  in beds (Prassler & Kosuge, 2008). These examples illustrate the significant benefits that sensor technology can bring to the healthcare industry.
The same is true for the environmental sector. The experimental observation and prediction of the climate relies heavily on the presence of accurate data which can only be obtained with precise sensor systems, of which there are many relevant examples. 
The detection of soot particles is crucial, as they lead to an absorption of light energy in the atmosphere and accelerate chemical reactions (Schmidt-Ott, 2014). These particles can be detected using scattering light measurement or the measurement of transmitted light—meaning that optical methods are the most common principle as they utilize the named absorption property of the particles (Schmidt-Ott, 2014).
Additionally, the concentration of different gases in the atmosphere is often a typical measuring task in environmental examinations. Gas sensors are most often based on either the thermal conductivity of gases or their magnetic characteristics (Schmitt et al., 2014). A common principle for the measurement of chemical concentrations in liquids is amperometry, using electrodes to determine the amount of current caused by a chemical reaction of the gas in question (Hering & Schönfelder, 2018). This method is commonly applied to determine the oxygen content of liquids, such as sea- and river-water, but it also has many  applications within the medical field (Honold, 2014). Other methods for the measurement of gas concentrations in liquids include conductometers—devices that determine the conductivity of media—a property which depends on the concentration of certain chemical elements or molecules (Hering & Schönfelder, 2018) . Electrodes can also be applied to measure the pH values of liquids (Schrüfer, Reindl & Zager, 2018).
When measuring concentrations of gases in the atmosphere, non-dispersive infra-red (NDIR) is often applied, which utilizes infrared light to measure the absorption spectrum of the gas (Schmitt et al., 2014). An example is the NDIR sensor shown below, which can acquire the CO2 concentration in parts per million (ppm).
NDIR Sensor for CO2 Measurement 
[image: Ein Bild, das Text, Uhr enthält.
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 Different gases absorb light at different wavelengths so that this technology can acquire significant amounts of information about various gas concentrations in the atmosphere (Schmitt et al., 2014). The illustration below shows the absorption spectra for several common gases such as CO2 and NO2 as a function of the applied light wavelength. Depending on the application, the use of a different light wavelength for the measurement may be necessary. For the measurement of different gases and their concentrations there are many specialized sensors which can detect concentrations in the ppm range and are often also used to monitor the concentration of hazardous gases in working environments (Hering & Schönfelder, 2018). 
Exemplified Absorption Spectra for Some Gases 
[image: ]
 Gas concentration sensors can be also used with drones in hazardous or remote areas, in addition to optical monitoring of the air or water quality (Kumar & Mehta, 2021). Drones can also be used for classic inspection tasks, such as the examination of power plants (Kumar & Mehta, 2021).
Besides chemical measurands, general information about the weather can also be acquired with special sensor systems. Pressure sensors can determine air pressure (Hering & Schönfelder, 2018), acoustic sensors monitor environmental noise (Hering & Schönfelder, 2018), general data about weather and climate are collected with temperature, moisture, precipitation, and wind sensors, while photoresistors can measure the amount of radiation caused by the sun (Hering & Schönfelder, 2018). The figure below shows an example of an anemometer, used to determine wind speed. This type of data obtained by sensors can then be further used and processed, forming the foundation of the weather forecast. 
Anemometer for Wind Measurement 
[image: Ein Bild, das drinnen enthält.
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 Self-Check Questions
1. Which statement best describes the function of an oximeter? 
· Two different light wavelengths are absorbed differently, depending on the oxygen concentration. 
· Two different light amplitudes are absorbed differently, depending on the oxygen concentration. 
· Two different light wavelengths are reflected, depending on the oxygen concentration. 
· The oxygen concentration can be measured with a thermoresistive element. 
2. Why is the measurement of soot particles in the atmosphere an important task?
they lead to an absorption of light energy in the atmosphere and accelerate chemical reactions
3. What is a common measuring principle for the CO2 concentration in the atmosphere? 
· non-dispersive infra-red (NDIR) sensors
· non-dispersive ultraviolet (NDUV) sensors
· non-destructive ultraviolet (NDUV) sensors
· non-reflecting infra-red (NRIR) sensors

9.3 Wearable Sensors
Today, wearable devices are very common in consumer electronic applications, with smart watches, smart glasses and fitness trackers making their way into our everyday lives. These small devices contain many different sensors, which collect information about the user – a fact that is also massively criticized by data protectionists. 
McGrath and Ní Scanaill (2013) state that “the near future will see small, wearable sensors that can monitor a person’s vital signs 24/7” (McGrath & Ní Scanaill, 2013, p. 6). This indicates a significant overlap between healthcare and wearable sensors. 
[bookmark: _Hlk74918561]One sensor principle commonly implemented in wearable devices is the use of  inertial sensors, which can be easily mounted onto a microchip (Fang et al., 2020). Most often, they contain inertial sensors based on the capacitive working principle for all three coordinate directions x,y,z. Based on information about acceleration, changes of orientation or position can be determined, allowing a monitoring of motions applicable in e.g., fitness tracking or sleep monitoring (Fang et al., 2020). Due to this multi-directional approach, a wealth of information can be obtained and assigned to the tracking of different sports. Activity trackers, as shown in the following images, are most often executed as wristbands and connected with a smartphone through a wireless connection, such as Bluetooth. Inertial sensors 
These represent a common sensor principle that can be found in wearable devices. 

Activity Trackers & Fitness Trackers 
[image: Ein Bild, das Text, Wand, drinnen, verschieden enthält.
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  Other important sensor principles for wearable devices are tactile sensors that can acquire the measurands force, temperature, and texture (Fang et al., 2020). The sensing principles most commonly applied include “capacitive, piezo-resistance, magnetic, piezo-electric, visual sensing, [and] barometric” (Fang et al., 2020, p. 50). Touchscreen sensors are one example—often executed as a capacitive sensor. Generally, a piezo-resistive or capacitive sensor array are used, with either a force or an interaction between the magnetic field and e.g., a finger containing information about its current position on the array (Fang et al., 2020).
Many smart watches and fitness trackers also include sensors for measuring heart rate and oxygen saturation—important health data that can be applied in a cloud-based healthcare framework (Kamarajugadda et al., 2021). Today, data from different sensors and devices are generally  not interconnected or exchanged between devices (McGrath & Ní Scanaill, 2013). However, in future, with the internet of things, this can be expected to change. The challenges of wearable devices are that they should feature properties “to be fashionable, unobtrusive, comfortable and wireless” (McGrath & Ní Scanaill, 2013, p. 210). The widely available wristbands are a driver for the implementation of fitness and sports monitoring (McGrath & Ní Scanaill, 2013).  
A future application, which has already been investigated in the military context, is the field of “smart clothing”, where sensors are implemented into clothing to interact with the environment (McGrath & Ní Scanaill, 2013).
Self-Check Questions
1. Which working principles are commonly used for tactile sensors in wearables?
capacitive
piezo-resistive
magnetic
piezo-electric
visual sensing
barometric
9.4 Wireless Sensors in Industrial Environments
Our world is becoming increasingly connected, both on a professional and private level. More and more devices interact with each other in the “internet of things.” For process optimization and control, embedded sensors are often implemented in this connected environment, in order to achieve as much relevant process optimization as possible (Reindl, 2014). It is often not possible to gain access to a sensor with a cable – which leads to the requirement of a wireless connection and generally also an internal provision of energy (Reindl, 2014). For the latter, there is the possibility of internal energy storage using batteries or internal energy generation (Reindl, 2014). Examples where wireless sensors are useful are measurements in inaccessible areas or the measurement of information about rotating parts (Reindl, 2014).
Generally, the information is extracted with “interfaces” from the sensor. Analog interfaces mostly extract information about voltage, current, or other electrical quantities with the aid of wires (Hering & Schönfelder, 2018). When more information needs to be transferred, generally digital bus systems such as CANBUS or Profibus are used (Hering & Schönfelder, 2018).
In the industrial internet of things, wireless sensors are an important part of the “perception layer” to collect information (Ahluwalia & Mittal, 2021). It has been said that the wireless sensor network “plays a key role in IoT” (Ahluwalia & Mittal, 2021). One important reason for the advancement of wireless sensors is the fact that computing and wireless technology in general has significantly emerged and therefore corresponding solutions have become more affordable (Reindl, 2014). Generally, a wireless sensor system consists of a transponder – a term which describes the sensor that includes a sender – and a corresponding “reader”, which receives and processes the acquired signal (Reindl, 2014). These two components exchange information using a signal for requesting data from the reader to the transponder and a signal to submit the measured information from the transponder to the reader (Reindl, 2014). The required energy for the transponder is most often directly transported by the requesting signal (Reindl, 2014). The corresponding processes are known as “Radio Frequency Identification (RFID)” (Reindl, 2014). The following image shows some examples of typical RFID transponders. The maximum distance between the RFID transponder and the reader is typically determined by the transmission of a sufficient amount of energy for the operation of the transponder with the aid of an electromagnetic field (Reindl, 2014).
RFID Transponder 
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  Alternatively, “energy harvesters” can be used, generating electrical energy for the operation of the sensor. These operate based on photovoltaic, inductive, thermoelectric, piezoelectric, capacitive, and electromagnetic principles, as well as with fuel or biofuel cells (Reindl, 2014). The harvester extracts energy from its environment using these working principles and is usually accompanied by a battery to secure stored energy for possible downtimes of the provision of the environmental energy (Reindl, 2014). 
Wireless sensors and RFID tags can be applied for a multitude of applications, such as agriculture, (Ahluwalia & Mittal, 2021), in autonomous vehicles (Sarangi & Mohapatra, 2021 ), the monitoring of environment and habitat, (Muruganandam & Chauhan, 2021) and many others. Available technology such as Bluetooth or Zigbee allows efficient communication for  devices in an industrial environment. Therefore, it can be expected that wireless sensor networks will be applied within an increasing number of fields in the future. Already, wireless sensor networks can be used to  monitor entire industrial manufacturing environments. Based on the acquisition of different information about an environment such as temperature, vibration, or other quantities, a large amount of data regarding machining processes information can be obtained and processed. The following figure illustrates the general concept of combining various sensors through a wireless sensor network. Zigbee
Wireless devices in the smart home environment often use the Zigbee standard for communication.  

Wireless Sensor Network
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  With more and more sensors being applied and connected in the industrial environment, the increasing amount of available information also enables new possibilities, such as the application of machine learning methods. With larger amounts of information available, artificial intelligence creates new possibilities to make efficient use of the information like the automated processing of images to detect scrap parts in industrial production processes. 
Self-Check Questions
1. Please complete the following sentence:
Often, it is not possible to gain access to a sensor with a cable – which leads to the requirement of a wireless connection and generally also an internal provision of energy. For the latter, there is the possibility of internal energy storage using batteries or internal energy generation (Reindl, 2014).
Summary
New trends are emerging in the field of advanced sensor technology, and these will have a growing impact in the future. Organic sensors contain polymeric materials – many electrical components can be manufactured and allow a large mechanical flexibility and result in products such as flexible displays. This technology can be also applied for smart sensor systems. One such material that allows a large variety of sensing application is graphene. 
Also, in the health and environment sectors, many sensors have been established. Measuring devices are commonly used to obtain information about vital patient data and are often accompanied by environmental sensors to collect information about a person’s health status. There are also numerous sensors available for the measurement of soot particles and gas concentrations or other atmospheric data, with NDIR sensors for the measurement of CO2 concentration being a very common example. This sensor principle uses the fact that light absorption at different wavelengths changes with the concentration of a gas in the sensor environment.
Wearable sensors are a common trend as sensors have become smaller and cheaper, enabling their implementation in smart devices such as activity trackers or smartphones. Lastly, sensors are becoming a part of the industrial internet of things. With more and more wireless sensors, complex networks for the processing of information and the observation of entire manufacturing processes can be set up. 
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Source: Author, based on  Parthier 2008, p. 143.
-------------------------------------------------------------------------------------- 
Figure 4-3: Capacitive distance sensor.
Source: Author, based on Parthier 2008 , p. 143 and Schrüfer et al . p. 250.
-------------------------------------------------------------------------------------- 
Figure 4-4: Capacitive acceleration sensor.
Source: Author, based on Paul et al . 2014, p. 555.
-------------------------------------------------------------------------------------- 
Figure 4-5: Capacitive pressure sensor.
Source: Author, based on Paul et al . 2014, p. 477.
-------------------------------------------------------------------------------------- 
Figure 4-6: Distance measurement with electrode shifting.
Source: Author, based on Schrüfer  2018, p. 252.
-------------------------------------------------------------------------------------- 
Figure 4-7: Capacitive angle measurement.
Source: Author.
-------------------------------------------------------------------------------------- 
Figure 4-8: Capacitive proximity switch.
Source: Author, based on Heinrich et al . 2015, p. 64.
-------------------------------------------------------------------------------------- 
Figure 4-9: Capacitive filling level measurement.
Source: Author, based on Müller 2014, p. 746 .
-------------------------------------------------------------------------------------- 
Figure 4-10: Capacitive thickness and length measurement.
Source: Author, based on Schrüfer  2018, p. 252.
-------------------------------------------------------------------------------------- 
Figure 4-11: Example for a capacitive sensor.
Source: Lucasbosch, Wikimedia Commons, https://commons.wikimedia.org/wiki/File:Pepperl%2BFuchs_capacitive_sensor_CJ8-18GM-E2-V1.jpg CC SA BY 3.0 license, Last access: May 11th, 2021.
-------------------------------------------------------------------------------------- 
Figure 4-12: Capacitive touchscreen display.
Source: fancycrave1, Pixabay, https://pixabay.com/de/photos/h%C3%A4nde-ipad-tablette-technologie-820272/, pixabay license, Last Access: May 11th, 2021.
-------------------------------------------------------------------------------------- 
Figure 5-1: Coil and magnetic field.
Source: Author, based on Busch 2006, p. 37.
-------------------------------------------------------------------------------------- 
Figure 5-2: Hall-Effect.
Source: Peo, Wikimedia Commons, https://de.wikipedia.org/wiki/Hall-Effekt#/media/Datei:Hall_effect.png CC BY-SA 3.0 license, Last Access: May 14th, 2021.
-------------------------------------------------------------------------------------- 
Figure 5-3: Inductive proximity switch.
Source: Author, based on Heinrich et al. 2015, p. 62
-------------------------------------------------------------------------------------- 
Figure 5-4: Inductive Longitudinal sensor.
Source: Author, based on Schrüfer et al. 2018, p. 244 f.
-------------------------------------------------------------------------------------- 
Figure 5-5: Inductive transversal sensor.
Source: Author, based on Schrüfer et al . 2018, p. 246.
-------------------------------------------------------------------------------------- 
Figure 5-6: Inductive angle sensor.
Source: Author, based on Parthier 2008, p. 140
-------------------------------------------------------------------------------------- 
Figure 5-7: Wiegand sensor.
Source: Author, based on Bonfig et al. 2014, p. 783
-------------------------------------------------------------------------------------- 
Figure 5-8: Magnetoelastic force sensor.
Source: Author, based on Schrüfer et al. 2018, p. 249
-------------------------------------------------------------------------------------- 
Figure 5-9: Inductive proximity switch.
Source: Lucasbosch, Wikimedia Commons, https://de.wikipedia.org/wiki/Induktiver_Sensor#/media/Datei:Pepperl+Fuchs_inductive_proximity_switch_3RG4113-3AG33-PF.jpg, CC BY SA3.0, Last access: April 24th, 2021.
-------------------------------------------------------------------------------------- 
Figure 6-1: General setup of optical sensor systems.
Source: Author.
-------------------------------------------------------------------------------------- 
Figure 6-2: Silicon photoelement.
Source: Author, based on Schrüfer et al. 2018, p . 170 and Urban 2014, p. 98.
-------------------------------------------------------------------------------------- 
Figure 6-3: npn phototransistor.
Source: Author, based on Urban 2014 , p. 98.
-------------------------------------------------------------------------------------- 
Figure 6-4: Optocoupler.
Source: Inductiveload, Wikimedia commons, public domain license, https://de.wikipedia.org/wiki/Optokoppler#/media/Datei:Optoisolator_Pinout.svg, Last access: May 19th, 2021.  
-------------------------------------------------------------------------------------- 
Figure 6-5: Light barriers.
Source: Author, based on Hering et al. 2018, p. 83.
-------------------------------------------------------------------------------------- 
Figure 6-6: Setup of a triangulation sensor.
Source: Author, based on Hering et al. 2018, p. 170.
-------------------------------------------------------------------------------------- 
Figure 6-7: Setup of a fringe projector.
Source: Author, based on Sellen et al. 2014, p.  679.
-------------------------------------------------------------------------------------- 
Figure 6-8: Time of flight sensors with modulation of phase or frequency.
Source: Author, based on Hering et al. 2018, p. 173.
-------------------------------------------------------------------------------------- 
Figure 6-9: Michelson-interferometer and interference.
Source: Author, based on Tutsch 2006, p.247.
-------------------------------------------------------------------------------------- 
Figure 6-10: Heterodyn-interferometer optical setup.
Source: Author, based on Tutsch 2006, p.249.
-------------------------------------------------------------------------------------- 
Figure 6-11: Charge-Coupled Device used in Cameras.
Source: Andrzej_w_k_2 – Plik: Sony ICX493AQA 10.14-megapixel APS-C (23.4 × 15.6 mm) CCD from digital camera Sony α DSLR-A200 or DSLR-A300, sensor side https://en.wikipedia.org/wiki/Charge-coupled_device#/media/File:CCD_SONY_ICX493AQA_sensor_side.jpg, CC BY 4.0 license, Last Access: May 25th, 2021.
-------------------------------------------------------------------------------------- 
Figure 6-12: LiDAR Sensor on Tablet.
Source: KKPCW: Lidar sensor on iPad Pro https://en.wikipedia.org/wiki/Sensor#/media/File:LiDAR_Scanner_and_Back_Camera_of_iPad_Pro_2020_-_3.jpg,  CC BY SA 4.0 license, Last Access: May 25th, 2021.
-------------------------------------------------------------------------------------- 
Figure 7-1: Piezoelectric effect.
Source: Author, based on Parthier 2008, p. 154.
-------------------------------------------------------------------------------------- 
Figure 7-2: Polarization and Force – piezoelectric effects.
Source: Author, based on Urban 2014, p.  58.
-------------------------------------------------------------------------------------- 
Figure 7-3: Piezoelectric Force sensor.
Source: Author, based on Parthier 2008, p. 154 .
-------------------------------------------------------------------------------------- 
Figure 7-4: Different piezoelectric setups.
Source: Author, based on Hering et al. 2018, p.  3.
-------------------------------------------------------------------------------------- 
Figure 7-5: Circuit setup of a piezoelectric sensor.
Source: Author, based on Parthier 2008, p.  155.
-------------------------------------------------------------------------------------- 
Figure 7-6: Charge amplifier circuit.
Source: Author, based on Schrüfer et al. 2018, p.  164.
-------------------------------------------------------------------------------------- 
Figure 7-7: Torque measurement with piezoelectric elements.
Source: Author, based on Paul et al 2014, p.  541.
-------------------------------------------------------------------------------------- 
Figure 7-8: Acceleration measurement with piezoelectric elements.
Source: Author, based on Paul et al 2014, p.  558.
-------------------------------------------------------------------------------------- 
Figure 7-9: Piezoelement on an acoustic guitar
Source: Georg Feitscher, Wikimedia commons, https://en.wikipedia.org/wiki/Piezoelectricity#/media/File:Piezoelectric_pickup1.jpg, Creative Commons CC BY-SA 3.0 license, Last access: June 11th, 2021.  
-------------------------------------------------------------------------------------- 
Longitudinal and Transversal Waves
Source: Stefan-Xp, Wikimedia commons, https://de.wikipedia.org/wiki/Welle#/media/Datei:Wellen.svg, Creative Commons CC BY-SA 3.0 license, Last access: June 12th, 2021.  
-------------------------------------------------------------------------------------- 
Time of Flight Measurement with Ultrasonic Pulses
Source: Author, based on Sellen et al. 2014 , p. 618.
-------------------------------------------------------------------------------------- 
Piezoelectric Converter
Source: Author, based on Hering et al. 2018 , p. 178.
-------------------------------------------------------------------------------------- 
Size Distinction, Object Recognition, and Velocity Measurement with Ultrasonic Converters
Source: Author, based on Sellen et al., 2014, p. 623.
-------------------------------------------------------------------------------------- 
Measurement of Flow Velocity and Flow Volume
Source: Author, based on Schrüfer et al., 2018, p. 338.
-------------------------------------------------------------------------------------- 
Ultrasonic Filling Level Measurement
Source: Author, based on Müller et al., 2014, p . 754.
-------------------------------------------------------------------------------------- 
Contactless Water Tap with Ultrasonic Sensor
Source: Brett-Hondow, Pixabay, https://pixabay.com/de/photos/becken-waschbecken-tippen-drain-1114991/, Pixabay license, Last Access: June 15th, 2021.
-------------------------------------------------------------------------------------- 
Flexible Display
Source: U.S. Army RDECOM, Wikimedia commons, https://de.wikipedia.org/wiki/Organische_Elektronik#/media/Datei:Flexible_display.jpg, Last access: June 16th, 2021. CC BY-2.0 license. 
-------------------------------------------------------------------------------------- 
Graphene—Molecular Structure
Source: AlexanderAIUS, Wikimedia commons, https://de.wikipedia.org/wiki/Graphen#/media/Datei:Graphen.jpg, Last access: June 16th, 2021. CC BY-SA 3.0 license.
-------------------------------------------------------------------------------------- 
Oximeter
Source: Stefan Bellinie, Wikimedia Commons, https://de.wikipedia.org/wiki/Pulsoxymetrie#/media/Datei:Pulox_Pulse_Oximeter.JPG, Last access: June 17th, 2021, CC0 license.  
-------------------------------------------------------------------------------------- 
Blood Pressure Measuring Device
Source: Jacek Halicki, Wikimedia Commons, https://de.wikipedia.org/wiki/Blutdruckmessger%C3%A4t#/media/Datei:2020_Sfigmomanometr_elektroniczny.jpg, Last access: June 17th, 2021, CC BY-SA 4.0 license.  
-------------------------------------------------------------------------------------- 
NDIR Sensor for CO2 Measurement
Source: Morn, Wikimedia Commons, https://en.wikipedia.org/wiki/Carbon_dioxide_sensor#/media/File:CO2Mini_monitor.jpg, Last access: June 17th, 2021, CC BY-SA 4.0 license.  
-------------------------------------------------------------------------------------- 
Exemplified Absorption Spectra for Some Gases
Source: Daniela Popa and Florian Udrea, Wikimedia Commons, https://en.wikipedia.org/wiki/Nondispersive_infrared_sensor#/media/File:Mid-infrared_absorption_spectra_of_Gases.png, Last access: June 17th, 2021, CC BY-SA 4.0 license.  
-------------------------------------------------------------------------------------- 
Anemometer for Wind Measurement
Source: Daniela Popa and Florian Udrea, Wikimedia Commons, https://en.wikipedia.org/wiki/Nondispersive_infrared_sensor#/media/File:Mid-infrared_absorption_spectra_of_Gases.png, Last access: June 17th, 2021, CC BY-SA 4.0 license.  
-------------------------------------------------------------------------------------- 
Activity Trackers & Fitness Trackers
Source: 嘉傑, Wikimedia commons. https://de.wikipedia.org/wiki/Activity_Tracker#/media/Datei:Samsung_Galaxy_Fit.jpg, Last access: June 18th 2021, CC BY-SA 4.0 license.   
-------------------------------------------------------------------------------------- 
RFID Transponder
Source: Grika, Wikimedia commons. https://de.wikipedia.org/wiki/Activity_Tracker#/media/Datei:Samsung_Galaxy_Fit.jpg, Last access: June 21st 2021, CC BY-SA 2.5 license.   
-------------------------------------------------------------------------------------- 
Wireless Sensor Network
Source: Michel Bakni, Wikimedia commons. https://commons.wikimedia.org/wiki/File:Wireless_Sensor_Network_General_Structure.svg, Last access: June 21st 2021, CC BY-SA 4.0 license.   
-------------------------------------------------------------------------------------- 
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