Deep Learning

Course Description

Neural networks and deep learning approaches have revolutionized the fields of data science and artificial intelligence in recent years, and applications built on these techniques have reached or surpassed human performance in many specialized applications. After a short review of the origins of neural networks and deep learning, this course will cover the most common neural network architectures and discuss in detail how neural networks are trained using dedicated data samples, avoiding common pitfalls such as overtraining. The course includes a detailed overview of alternative methods to train neural networks and further network architectures that are relevant in a wide range of specialized application scenarios.
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