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Abstract

The nature of information has experienced a great mutation during the past century. The advent of the information sciences and their insinuation in every domain of human research has led to a reconfiguration of our perception of nature and human production. This reconfiguration epitomizes the current convergence of knowledge exemplified in digital architectural research. The architectural environment is now totally infused with digital tools that are direct products of both information theories and scientific investigations. The learning of the various aspects of information leads to consider these tools as composites of both reductionism and emergencism. The former considers reality in terms of universal laws regulating nature while the latter claims that in complex systems new and totally unexpected laws may emerge. In this regard, the coupling of inductive and deductive propositions – best demonstrated by the concepts of algorithmic complexity and abstracted networks – represents an essential feature in the building of comprehensive evolutionary models where evolution exemplifies a combinatorial set of intensive information.
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Introduction: Dissipative Architecture

The nature of information has experienced a great mutation during the past century. The advent of the information sciences and their insinuation in every domain of human research has led to a reconfiguration of our perception of nature and human production. This reconfiguration epitomizes the current convergence of knowledge exemplified in digital architectural research. The architectural environment is now totally infused with digital tools that are direct products of both information theories and scientific investigations. The learning of the various aspects of information leads to consider these tools as composites of both reductionism and emergencism. The former considers reality in terms of universal laws regulating nature while the latter claims that in complex systems new and totally unexpected laws may emerge. In this regard, the coupling of inductive and deductive propositions – best demonstrated by the concepts of algorithmic complexity and abstracted networks – represents an essential feature in the building of comprehensive evolutionary models where evolution exemplifies a combinatorial set of intensive information. 
Building on the history of information theories from Claude Shannon to Wojtek Zurek, the nature of information tools triggers the formation of countless object-subject hybrids that are unstable. Yet, this proliferation of n-formations calls for a redefinition of the practice of architectural research and its incorporation in the informed capitalism that is characterized by a displacement of core knowledge to a fused environment of information networks. Genomics, proteomics, morphometrics represent as many domains of scientific research that result from this fusion of knowledge. They do not belong to a fixed disciplinary entity but rather to an evolving structure of knowledge in perpetual movement. While the scientific research activity implies a movement toward evolutionary, probable yet non-reducible models, architectural research similarly produces a myriad of hybridized models that co-evolve as a result of the dissipative character of their interrelation. 
Information, in-formation, n-formations refers to the dissipative character of the information network where BITS, QUBITS and DNA penetrate the intrinsic structure of reality (in-formation) while acting upon its constant mutation (n-formations). With the replacement of the traditional connective grid by a n-dimensions grid of information streams, the past century has been characterized by a tremendous increase of scientific and architectural models in constant mutation, each referring to a particular perception of the real.
Hypothetical Fold

In his fundamental Lectures on Physics, Richard Feynman asks us to imagine the compression of all scientific activity into one unique idea: the atomic hypothesis (Feynman, 1963, p. 2). Two elements shape this proposal. First, the depiction of reality in terms of its most intricate element offers the possibility to sense the world as composed of information units. Feynman here accentuates a property of information that relates it intimately with the scientific process: the ability to compress data. Feyman’s hypothesis implies that our perception of the world is closely linked to the identification of its data-compressed components such as atoms, leptons and other elementary entities. Second, the introduction of the term hypothesis reveals the potential to construct laws that stem from a singular assertion but generate multiple effects. As the French epistemologist Anne-Françoise Schmid puts it, hypothesis is a source of multiplicities that elaborate comprehension based on the articulation of a connective system of knowledge: 
To add the notion of hypothesis is to break the continuities between an affirmation and its cause, or rather, to transform its cause into something that bears no resemblance to these continuities, or to the principles to which they are supposed to lead. Without hypotheses, there is no multiplicity of theories, disciplines, or philosophies. Without hypotheses, there is no articulation joining them to one another (Schmid, 2005, p. 8).     

Building on Schmid’s principle of non-epistemology, Feynman’s proposal is significant because its construction calls for two types of epistemological discourses. On one hand, the atomic hypothesis assumes an idealistic representation of science that carries out an elementary classification of the various types of knowledge and arranges them hierarchically. Its reductive perception has the ability to articulate fundamentals such as theories, observations and axioms revealing their paradigmatic nature with regard to cognition. On the other hand, the nature of this hypothesis induces a description of science taking into account issues such as the connection between the various sources of disciplinary knowledge, modes of hypothetical validations and the condition for the production and streaming of information. Thus, the Atomic Hypothesis is a by-product of both an ontological-transcendental perception of information, with its streaming across all forms of knowledge, and an ontological-local mutation of information into countless hypothetical arrangements. 

The atomic hypothesis represents a concise formula that succeeds in enveloping the elementary particle and its unfolding set of phenomena, the arbitrary and the probable, the singular and the differentiated. This fusion, or should we say confusion, originates from the ever-increasing expansion of sciences that have reached an incommensurable degree of convergence. Sciences no longer manifest their individuality as sciences that are grasped on the basis of the dialectical condition between theory and practice. They have gradually come to be perceived as local by-products of the material and ideal conditions of their own production as effected by technology and its information networks that assure the connection between heterogeneous realities. 

Paradoxically, while this technological convergence has triggered a tremendous intensification of scientific processes in all domains of human activities, it has also engaged into the disappearance of science as an object. Despite science becoming better understood in terms of its social and cultural influence, it has dissolved into these respective practices that now claim to provide the rule for its description. Following Schmid’s non-epistemology, the future of science appears to be displaced from its traditional position to the outside of its philosophical definition. Yet, this disappearance of science under the impact of its generalization relates to the idea that it is no longer possible to grasp its direct image but rather recombinatory instances of its description. 

In this regard, Feynman’s atomic hypothesis represents a product of this fusion between the perception of the real as a descriptive mode and the hypothesis, as an intuitive or instinctive proposition that can neither be reduced to explanation nor orders. At the light of this oscillating realist cogito that is inherent to science, it is noteworthy that information holds an essential position in the convergence of both scientific representation and description because it stands at the core of the epistemological category of “facts”. As Schmid (2005, p. 9) describes, “Facts” are understood as a twofold combination of both philosophy (brute fact) and science (scientific fact) that cannot be distinguished from one another without rejecting the value of science: “Thus logic and intuition," writes Henri Poincaré, "have each their necessary role. Each is indispensable. Logic, which alone can give certainty, is the instrument of demonstration; intuition is the instrument of invention” (Poincaré, 1958, p. 23).
Regardless to the nature of its meaning, the “fact” represents an unsteady entity that is no longer a synthesis of raw data (observation) and treated information (theories and axioms) but rather an ensemble that deploys intensive, continuous and yet irreducible relations of similarities and differences between the real object and the object of knowledge. With the “fact” being reconfigured into a mixture of multiple heterogeneous realities and discourses, science cannot be approached with a singular discourse on the real but instead requires the identification of a multiplicity of aspects that are unilaterized.

This is best exemplified by the recent compromise between reductionism and emergencism. The debate between two Nobel members, the particle physicist Steven Weinberg and Philip Anderson, an expert on matter in the condensed state, epitomizes the scientific struggle between two opposed perceptions on the real. In a famous 1974 article in Scientific American, Weinberg – the co-architect of the Standard Model of Elementary Particles – declares: 
One of man’s enduring hopes has been to find a few simple general laws that would explain why nature with all its seeming complexity and variety is the way it is. At present moment the closest we can come to a unified view of nature is a description in terms of elementary particles and their mutual interactions (Weinberg, 2001, p. 13). 
Philip Anderson does not refute this statement as he is himself engaged in the search for universal principles. Yet he claims that in complex systems new and totally unexpected laws may emerge. For Anderson, it is the principle of emergence that holds the key. Quoting John Wheeler, he declares: "More is different" (Anderson, 2002, p. 56). For Anderson, the world that surrounds us, the world of meteological catastrophes, of human behaviors, of network activities does not resemble Weinberg’s world of leptons and hadrons. There must, therefore, exist many layers of emergence, properties generated by the complex interaction between macroscopic events that are not explained by the Standard Model of particles. 

A compromise between both views is offered by another celebrity of science, the biologist Edward O. Wilson. Wilson considers reductionism as the primary and essential activity of science but reductionism aims to a higher objective: 
Behind the mere smashing of aggregates into smaller pieces lies a deeper agenda that also takes the name of reductionism: to fold the laws and principles of each level of organization into those at more general, hence more fundamental levels (Wilson, 1998, p. 54).
By considering complexity as the objective rather than simplicity, Wilson proposes a hybrid model that suggests the need to integrate both the notion of hierarchical system exemplified by the intricate components and the networked mechanism that links the various stratified laws that unfold in time. Yet, this bi-directional movement from the particular to the general calls for a set of operations, remarkably described by Wilson as a fold, which is applied upon the information matter.   

While the word information derives from formation which in turns comes from form, our contemporary perception of the real entails the notions of precision, by considering information units as the most intricate element of matter, and optimization as a condition produced by the informatization of the real. De-formation, trans-formation, re-formation, co-formation are all derived operations that stems from the versatile character of information. These respective manipulations generate a complexity that reflects the recombinatory perception of nature in which both internal data and external forces of influence trigger a constant mutation of the adaptive model. It is precisely this operational condition of information that scientists scrutinize as it integrates principles of codification that represents an alternative to the traditional conflict between reductionism, with its quantitative comprehension of reality out of the intricate element, and emergencism, with its qualitative understanding based on the observer dependence. 

With the increasing expansion of information that penetrates every domain of human activity, architecture is engaged in a similar quest toward the formation of a system of research that embraces a deductive and inductive approach. On one hand, the deductive procedure relies on our system of theories and axioms that directs deterministic propositions. On the other hand, the inductive approach implies a fundamental need for intuition, insight and instinct in the hypothetical arrangement of information and operations that manage the architectural model. Yet before architecture can adhere to this converging mix of axioms and probabilities, more than just applying old assumptions to engineered models is necessary. In many cases, the assumptions themselves need to be removed from the core of architectural knowledge, namely the idealistic dimension of the architectural object, its mere physical representation and, foremost, the isolation of architecture from other domains of knowledge.  

Since the advent of information theories, architectural practice has increasingly resembled a scientific laboratory where researchers investigate the operative modus vivendi of countless new assumptions that shape architectural organisms in constant transformation. Data-compression, abstract networks and algorithmic complexity are among a large array of technical terms that stem from information sciences and are subsequently integrated within architectural discourse. In recent years, as information technologies and its set of tools penetrate the design laboratorium, architecture is displaced from its dialectical position between nature and culture. Instead, the architectural entity is now a hybrid of natural and cultural parameters, an info-engineered organism that is fully integrated and acting within the deepest structures of matter.  
Data-Compressed Organization

Already in 1928, just two years after stating that architecture is a "technical not an aesthetic process" (Meyer, 1965, p. 90), Hannes Meyer revisited his statement in the seminal manifesto Bauen and affirmed that – 
Building is a biological process. Building is not an aesthetic process. In its basic design the new dwelling house becomes not only a piece of machinery for living in but also a biological apparatus serving the needs of body and mind (Meyer, 1965, p. 91).
Why would Meyer change his understanding of building from that of a technical process to a biological process (Schnaidt, 1965, p. 25), if not, for the deep transformation of perception with respect to society, economy and the environment? Why biology, if not, an environment that epitomizes the possibility to fuse heterogeneous realities from a wide array of disciplines into a complex web of knowledge?

For Hannes Meyer, architecture should be considered as an art of organization that reunites both an understanding of its constitutive information – such as structural data, environmental conditions, material performance and social needs – and the construction of a system that forms the living machine. Such a system is not limited to a rationalist model but rather intervenes directly on the human body and mind. Hannes Meyer’s reference to biology and techniques envisages the possibility of a fusion between information and system, data and phenomena that occur at a higher level of perceptual psychology. For Meyer, science represents the antithesis of a private aesthetic because it embraces modes of expressions and codifications that act beyond notions of limitation and territories, culture and language, history and capitalism. And yet, this modernist collective space supposes a political agenda that infuses technology as a device that is perceived as the source of a whirlwind force displacing the architecture practice from its internal criteria toward the exteriority of a mass-consuming society.

In his seminal project for St. Peterschule (1926), Hannes Meyer describes the architectural object according to a set of mathematical equations that leads the formation of an optimized geometry. The competition presentation both includes the representation of the geometrical form and its regulating mathematical operations. 

The intimate link between the technological device and the laws of nature is translated into elementary signs that justify a reconsideration of the human perceptual apparatus as an objective system of influences ruling modern subjectivity. The architectural form – the one producing the effect – has its configuration based on a designated scientific procedure that negotiates the internalized system drawn between architecture and nature along with an external set of parameters that reconfigure the relation between architecture and the society.  

This bi-directional movement between data-compression, expressed in the mathematical equation, and emerging forms, depicted by three dimensional models, represents a fundamental step in the radical reconfiguration of the architectural model, its practice, definition and status under the impact of information theory. 

Meyer’s 1926 project for the St. Peterschule represents a first attempt to create a reductive model that is condensed into a set of mathematical notes. Its strength rests on its ability to define the architectural object in terms of optimization and performative qualities. These parameters inform the model in its most intricate detail – not the architectural detail per se but rather the informing elements such as photons, decibels and molecules – that pressure the form, structure and skin. Beyond its systemic expression, the St. Petershule proposal introduces a new type of architectural language that envisions the upcoming convergence of knowledge produced by the expansion of technology. Mathematical language establishes the rules for the emergence of the architectural form. For Meyer, the use of mathematics as a generative language integrates a double significance in terms of the intrinsic nature of information. It both combines the notions of personal information and directory information or, in other words, its idiomatic meaning and its technical definition, within a system that can be qualified as operational. This relation between operation and information precisely pins down the biological – rather than the technical – process as it embraces both the idea of multiple techniques (what Schmid describes as technology) and their interactivity.

As in Émile Meyerson’s first theory on the pliant dating from the same year (for a more detailed analysis of Meyerson's definition of Plica, see Meyerson, 1991), Hannes Meyer considers biology as the most adapted environment for an architecture of coding where mathematics inform the emergence of iterated shapes. What matters here is that the architectural object gets relocated into an operational procedure of abstracted archetypes where information integrates an ensemble of codes – or connections – that authorizes the streaming of information from one medium to another. This operational structure represents an essential environment for the scientific community. As Henri Poincaré points out: “The aim of science is not things in themselves, as the dogmatists in their simplicity imagine but the relation between things; outside those relations there is no reality knowable” (Poincaré, 1952, p. 24). 

This is precisely where Meyer’s St. Petershule project remains ambivalent. While it uses mathematical codification as a principle for integrating the natural paradigm to the architectural artifact, his model remains idealistic – rather than adaptive – as a reflection of social and political dogmatisms. And yet, this ambivalent oscillation of the object between its mathematical equation and its detached representation induces the twofold definition of information as technique and idiomatic meaning. Meyer’s proposal embodies a shift in our perception of the architectural object and its related process of emergence. It is noteworthy that this ambivalent movement gets translated in the multiple soviet architectural trends of the same period. As early as the 1920’s, ASNOVA (Association of New Architects) defended the symbolist doctrine as a prefiguration of function in the form while SASS (Section of Architects of Socialist Building) endorsed the constructivist and functionalist notions that consider form as the automatic production of function and construction. Away from these two lines of thought, Hannes Meyer joined the Marxist organization VOPRA (Pan-Russian Society of Proletarian Architects) that defended the convergence of form and content, the term content covering technical, psychological and even spiritual parameters. The architects in VOPRA cultivated a form of architectural scientization that attempted to bridge – and therefore to blur – the two cultures: a connective process that formulates nature and socio-political views in terms of critical information parameters that infuse and direct the formal emergence. 

Hannes Meyer’s formulation that building is a biological process is a remarkably concise formula that envisions the fusion of nature and culture into a technological information system that overcome traditional dialectics. But this informed ecology calls for the construction of a system that manages communication between all disparate information elements of multiple natures. This is precisely the reason why Hannes Meyer concludes with his definition of architecture as “a deliberate organization of the processes of life (Meyer, 1965, p. 97).
Regardless of the fact that life is perceived in a dialectical condition between cause and effects, what matters here is the notion that architecture and, in a broader sense, human production are perceived as a mixture of premeditated information parameters and emerging organisms. 
The Informed Grid
In 1925, Erwin Schrödinger published his seminal paper on wave mechanics entitled Quantisierung als Eigenwertproblem (Quantisation as an Eigenvalue Problem) in which he introduced what is now known as the Schrödinger equation. The same year, Ludwig Hilberseimer completed his two decisive theoretical manifestoes Großstadtbauen and Großstadtarchitektur
 that established an essentialist vision, or in other words, a finite classification of relational parameters between social mechanisms and human production in the architectural conception. Hilberseimer understood the modern city as an organism emerging out of individual cells that conditioned the chain of production and the formation of an ensemble, or systemic structure. Neither a bottom-up nor a top-down system, the remarkable feature of Hilberseimer’s Großstadt lied in its ability to self-adapt at every scale of its organic constitution. This attribute resulted from principles of generalization that dissolve the specificity of the constituting elements within the articulated network. In this relational structure, specificity gives place to an abstract system that embody the nature of human production and rationalized economy. The preeminent feature of the Großstadt was its belief that the traditional naturalistic representation must make way to a totally man-made environment. This vision anticipated the rising of a nature that is utterly absorbed and integrated to a form of environmental capitalism in which nature, information and technology join a converging platform of capitalistic production.

We can affirm that the Großstadt system represents the first stage in a movement from abstracted principles to physical representation, similar to the scientific perception of reality in quantum physics.  

In his 1945 article Cities and Defenses, Hilberseimer expressed a shift from the concentrated urban setting to a networked sprawl that he sees acting as a superimposed system on the natural topography: “The recent technical development of electricity and the motor vehicule will result in decentralization as the earlier development of steam power and the railroad caused centralization” (Hilberseimer, 1988, p. 93).
 As such, Hilberseimer considers that the 19th century principles of thermodynamic – typically associated with steam power – are defeated by new principles of quantum mechanic that results in atomic power: 
With the advent of the airplane and in connection with the development of atomic weapons, the concentrate city becomes obsolete. Those highly concentrated centers of production, communication, and government are very vulnerable to destruction. If destroyed they would cripple not only production but also defense possibilities, and lower morale as well as resistance (Hilberseimer, 1988, p. 93).

Hilberseimer’s plan for decentralization is interesting on two aspects. First, it depicts an abstract network that opportunistically mutates nature into a serial system, a system that does not any longer deal with an artificial nature as in the Großstadt. Instead, humanity is confronted to a nature that is driven by two principles of virtualization and actualization. Based on a grid system, Hilberseimer’s decentralized system expands on a n-dimension system of production where each node represents a discrete source of production that is self-adaptable. The virtualization force lies in the system’s configuration to gather, treat and produce information. Yet, the principle of adaptability stems from the introduction of the atomic blast as an external force of mutation that triggers a feedback movement among the productive cells. The remarkable feature of this movement rests on the actualization of information that assures the survival of production rates by a constant search for equilibrium within the environmental instability.

Second, this information-sensitive system marks the movement from a hierarchical structure to a networked organization. The structure shifts from a condensed mode of production to a dissipative model of economy. This extensive movement of deterioralization results from the ever-increasing need for industrial power expansion as to assure a boundless production rate that would satisfy the capitalistic growth beyond the limits of its set capacity. Hilberseimer’s plan for decentralization envisions the shift from a Keynesian model of mutual equilibrium between production and consumption to a system that does not merely regulate the decentralized productive entities but above all manage their networking as a response to the post-war Welfare State policy. This movement of extension entails the passage from the merely quantitative production model toward an integrated qualitative set of connections that provide a comparative method to manage financial control. As Michael Hardt and Antonio Negri describes, while the movement of economical modernization marks the passage from the exploitation of natural resources to industrialization, a second force is about to assure radically this boundless expansion of the market: the informatization of the capital, or in other words the stuffing of abstract mechanisms – what Robert Reich calls the symbolic-analytical activity – to the capitalistic production (Hardt and Negri, 2000, p. 344).
Information without Quality

The emergence of abstract networks stimulated by the ever-increasing expansion of the information capital brings about the radical transformation of the architecture throughout the postwar period. Twenty years after Ludwig Hilberseimer’s plan of decentralization, the Italian radicalist group Archizoom developed a critical project that announces the advent of information capitalism as a system that encloses both production and consumption as part of a same process. Released by the magazine Domus in 1972, the same year as the publication of Gilles Deleuze’s Anti-Œdipus, No-Stop City prefigures Deleuze’s desiring-machine: 
There is no longer the human and the nature, but rather only processes that produce the first in the second and couple machines. Everywhere producing and desiring machines, schizophrenic machines, all generic life (Deleuze and Guattarim 1972, p. 8; translation by the author). 
Deleuze envisions production as a boundless connective system where the dialectical relations human/nature, industry/nature, society/nature are reconfigured into a fused, integrated and limitless platform of manifold processes. These assure the ever-increasing expansion of the Capital with its integrative convergence of consumption and inscription. Archizoom maintained that everything is production: Production of productions. The Italian group described an anti-ideological metropolis formed by an abstract machine of naturalized technology where information penetrates and circulates onto the surface. For Archizoom, the city ceases to mediate the social and political realm, and becomes a homogenized production factory of consumption and inscription. It announces the advent of a reality that does not exist outside the production system, a programmed architectural entity that is not a representation of the real but rather the real itself. They believe that “Production and Consumption possess one and the same ideology, which is that of programming. Both hypothesize a social and physical reality completely continuous and undifferentiated” (Archizoom Associates, 2005, p. 160). 

Within this hyper-realist environment, the object gives place to a uniform field of fluid information that supersedes the typology, a spatial figuration of the social structure, with a spontaneous and not a conflictual social arrangement. The collective gives place to the connective, the causal event to the ubiquitous fiction, the rigid structure to the open system, the border to the infinite horizon. No-Stop City envisions an abstract system that opposes Modernist purism and abstractionism. It fosters instead a new form of abstraction that results from the endless production of information within a “secondary” nature that is not artificial per se but rather virtual. Similarly to Ludwig Hilberseimer’s plan of decentralization, No-Stop City proposes a non-centered metropolis that is stripped from its image and hierarchy. It seeks to reveal the horizontal condition for the man without quality, a condition where there are no longer cathedrals but rather an amniotic network of information, a jungle of unfolding events where one cannot recognize the skyline from the ground, the nature from technology, and the object from the subject. A filled body without organs where the “quantitative language replaces qualitative, thus becoming the only scientific means of approach to the undifferentiated stratification of production and hence of reality" (Archizoom Associates, 2005, p. 166).  
No-Stop City depicts a condition where information quantity supersedes hierarchical attributes of quality. It marks the emergence of a mode of codification that underlies the ubiquitous character of information bits. It envisions a mode of information that does not rely any longer on a fixed reality but on a concept where each component of the system is a potential for a particular event that ripples onto the rest of the network.

Deduction + Induction

While No-Stop City reveals a radical transformation on the nature of information, the search for a system that would integrate both the qualitative and quantitative measurement of information remained a focal point of interest in the design community. 
In recent years, algorithmic complexity has drawn increasing attention in the field of architectural research. The architectural requirement to remain responsive to an ever-increasing amount of parameters has led to the multiplication of computational procedures that imply the convergence of computational and architectural languages. These procedures can be classified in two groups. First, the development of geometries that are increasingly complex. In this case, computational methods involve the use of automated scripting procedure,
 dynamical engines, generative and emergent protocols.
 Second, parametric tools that are commonly defined as associative.
 Tools that belong to this second category are mostly used as converging platforms of interaction between the architectural production and engineering fabrication. 

Yet, the common feature of these computational tools rests on their context-free languages and object-oriented principles. The introduction of information technology within the realm of architectural research impacts two discrete domains: first, automated deductive procedures exemplify the computational protocol that manages digital modeling. This procedure implies information parsing that confirms the logic of encoded instructions. Parsing engines use algorithmic complexity in order to gather information about the frequency of code strings in the specific programming context. This condition relies on a context-free grammar as it remains difficult for parsing engines to recognize the ambiguous meaning that characterizes natural languages. The digital model rests therefore on a deductive algorithmic complexity that gathers known and missing information. Second, inductive autonomous object-oriented principles define an object as an individual unit of information storage in a program. The object-oriented procedure allows non-linear interaction between objects as opposed to a simple structure of linear instructions. In this system, each object collects, processes and sends information to other objects present in the computational procedure. As a result, this inductive disposition brings the architect to construct abstracted diagrams with formal and functional objectives. 

These two intrinsic features of computer-aided design tools – the parsing and object-oriented principles – demonstrate the twofold nature of architectural research in the realm of information programming. Its deductive nature stems from a data-compression ability to codify instructions that manage the intricate components of the digital model. Its inductive nature originates from the object-oriented principle that creates an abstract arrangement where objects interact and produce the emergence of manifold reactive forms. 

The deductive and inductive characters of digital modeling are best exemplified by the works of Marcos Novak, Greg Lynn, and more recently Open Source Architecture. In his 1993 article “Body Matters,” Greg Lynn defines his theory of differential complexity. He conceives geometries as unstable entities that are formed out of continuity and differentiation, a procedure that – 

reformulate the concept of the body, which is composed from the bottom up through a process of continuous differentiation and multiplication, mandates an exact yet rigorous topological descriptions that are neither ideal nor reducible (Lynn, 1998, p. 136). 

This notion of the singular yet differentiated character of animate matter involves a deductive proposition that implies a set of performative rules radiating from internal and intricate components – such as vertexes. These components react to external forces of influence that are defined according to precise modes of organization.
 Animate matter generates inductive propositions that stem from the integral of differential perceptive components that integrate the evolving computational organism. From the level of information processing, we must understand Greg Lynn’s digital experiments as composites of rigorous operative information – highly compressed data – coupled with cognitive parameters that circulate from the singular aggregated system to its myriad of constituents. The resulting combinatorial deformation, a term used by Lynn in his description of d’Arcy Thompson’s theory, is a striking example of Lynn’s accentuation of the operative aspects of information as an alternative to reductionism and emergencism. The digital operative procedures unleash the rules for the advent of an evolutionary simulated organism produced by the genetic realm of information.

From a different perspective, Marcos Novak definition of the ocean of information as liquid architecture highlights the abstracted arrangement constituted by information streaming. In his influential article "Liquid Architectures in Cyberspace," Novak establishes the main features of information theories in relation to the digital tool: 

By reducing selves, objects, and processes to the same underlying ground-zero representation as binary streams, cyberspace permits us to uncover previously invisible relations simply by modifying the normal mapping from data to representation (Novak, 1991, p. 225). 
Liquid architecture is therefore envisaged as an embodied fiction where information bits and their intensive relationships breed into a myriad of abstract systems. The remarkable feature of this abstraction rests on the blurring of boundaries between the artificial and the virtual. Humanity is absorbed in this information ocean rather than staying on the shore. Novak’s liquid architecture confirms the ending of “the trajectory of Western thought [that] has been one moving from the concrete to the abstract, from the body to the mind.”

Ten years later, Novak’s liquid space and Lynn’s animate matter get their ultimate expression in the recording of the human genome. Data-compression, abstract schemes, algorithmic complexity, inductive and deductive operations exemplify the composite operations of the genomic space that is a topological structure that enfolds organs, organisms, organization and organicism.  

Dissipative Emergence: A Provisional Conclusion

With the advent of the genomic space, we are now in the position to reconsider the three interlocked notions of information, object in-forms and n-formations as essential components to our perception of the real. Information represents the common currency for the expansion of human production and knowledge. Its modus operandi implies the emergence of countless representations which are in constant mutation under the impact of massive networked procedures. Our perception of the real implies a structure of knowledge that is no longer related to the hitherto reductive model of Steve Weinberg nor the emergencism of Philip Anderson as described at the initial point of our analysis. Instead, the ever-increasing integration of information technologies in every domain of human activity should prompt us to address simultaneously the intricate scale of information units, their resulting phenomena, and their iterative mutation at all scales. 

With this notion in mind, the role of inductive and deductive information processes lead to the formation of an evolutionary paradigm that is a composite of statistical, instable yet irreversible properties: what I would call a form of dissipative emergence. 

Data-compression, abstract schemes, algorithmic complexity, inductive and deductive operations shape the composite procedure that lies beneath the dissipative emergence. As information systems continuously reconfigure innumerable trajectories of natural form evolutions, our perception of reality is now bound to a movement from being to becoming.
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� Since the advent of Autodesk’s first command-line CAD system in 1986, a great majority of CAD software includes grammar shapes languages as a sign of the ever-increasing need to customize the tool to the increasing specialization of the architectural activity. Such languages include Maya Embedded Language, AutoLisp and Maxscript®. They can also be found in stand-alone environments such as Python or Visual Basic.


� Emergent protocols stem from the study of a wide variety of mathematical and dynamic procedures such as Lindermayer systems and cellular automata.


� It is noteworthy that associative tools are symptomatic of the convergence of knowledge from multiple fields including the aerospace and car industry. Such software includes Gehry Technology systems®, Generative Components® from Bentley Systems and SolidWorks® from Dassault Systems.


� Greg Lynn’s research on isomorphic polysurfaces translates precisely this notion of an object that mutates according to the management of its internal endogenous information and the pressure of external forces that operate on it.


� "It is quite remarkable," writes Ilya Prigogine, "that such a transformation exists and that as a result we can now unify dynamics and thermodynamics, the physics of being and the physics of becoming (Prigogine, 1984, p. 277). 





