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Abstract
Explainable artificial intelligence (XAI) models are AI systems whose learned algorithms and outputs can be trusted and understood by users. In this paper, we suggest an XAI method in the context of Topic Modeling, that allows the user to understand how he is classified by the AI system. Our proposed method yields high-accuracy results. This results of a better understanding and awareness of the user, of how the system classifies his preferences, and therefore the user can control and adjust the recommendations he receives from the AI system
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Introduction
Audience and users targeting has become one of the leading subjects both for research and marketing purposes. 
With the enormous (and increasing) amounts of personal data being collected, an opportunity raised for marketing managers: personalizing the ads and content for each individual user, thus increasing their efficiency and revenue [1]. In order to personalize the ads, there is a need for user targeting algorithms which use artificial intelligence (AI), particularly machine learning (ML) [2], in order to classify or cluster subjects.
Artificial intelligence can be defined as a set of capabilities given to a machine to mimic human intelligence in its responses or actions [3]. The harder it is to distinguish between the real human reactions to the machine’s reaction - the better the artificial intelligence [4]. 
The learning process in AI is called machine learning (ML), which is generally divided into three main methods: supervised learning, unsupervised learning, and reinforcement learning [5]. Supervised learning requires a labeled input (i.e., input and its corresponding output) that the machine uses for building an optimal mathematical model. On the other hand, unsupervised learning does not require any intervention but to enter the data. Next, the machine clusters the data to groups based on a chosen algorithm. Reinforcement learning means that for each prediction or outcome the algorithm generates, it will be “rewarded” or “punished”, depending on the desirable outcome, thus improving predictions [3].
Nowadays, Big Data offers new opportunities for those who seek to perfect their user-targeted content [6]. Big Data refers to the exponential and ongoing growth of data being created [7]. Big Data differs from “regular” (or “small”) data by being unstructured and too huge to be handled by regular database software [8]. Extracting useful insights or conclusions from the data is referred as “Data mining” [3].
Well-known algorithms for dealing with data are classification methods. Classification is a supervised learning problem, that requires a classifier which is basically the protocol for the machine to classify by. A classifier is created by “training” the ML algorithm with labeled data.. Then, when a new un-labeled input data is given, the classification algorithm is expected to classify it accurately [9, 10].
Clustering is another data mining technique, which is an unsupervised learning method. Clustering means grouping unlabeled data into clusters, where each cluster has its own common ground. There are several types of clustering, such as hierarchical clustering, which generates the next cluster based on previously generated clusters, and partitional clustering, which generates all clusters simultaneously [11].
	The capabilities of AI in processing data and clustering it are some of the reasons why AI has become a very useful tool for marketing managers to target their users, aiming to increase the ads efficiency. As a result, various targeting methods were developed, where user targeted advertisement has become a fast-growing area in the IT industry [12]. There are many platforms on which a “user targeted feature” can be presented. For example, while playing a mobile game, when using a search engine, when watching a video, or when buying from an e-commerce store.  These mentioned platforms use AI to target their users efficiently as advertisers often do not know enough, or cannot extract the insights that AI can regarding their clients [13].
	In addition to the benefits raising from using such a technology, some may be concerned about the privacy of the user (“the target”). ML requires large quantities of data in order to be accurate, and the leakage or misusing that data can cause major privacy issues for the user [14]. Stolen personal data can be used in many harmful ways, to name a few - identity theft, account take over and extortion. Privacy is out of scope in this work.
	Besides obvious privacy issues, other concerns are about the transparency of the ML’s decision-making process. The results obtained from ML algorithms can be biased, as happened, for example, with Amazon’s[footnoteRef:1] AI recruiting tool, which was biased against women [15], and Apple’s[footnoteRef:2] credit card offering different credit limits for men and women [16]. The lack of transparency of the process and it’s reasoning may cause lesser legitimacy of using AI in public related decision making [17].  [1:  www.amazon.com]  [2:  www.apple.com] 

	When talking about AI transparency, researchers find it hard to come to a consensus about its definition. In [18] it is suggested that a system which does not give any justification for its outputs is addressed as an opaque system. Some suggest that transparency can be regarded differently for each section: the whole model should be understandable without any prior knowledge, the variables and calculations should be visible and understandable, the algorithm itself should be understandable [19]. Others might relate to model transparency as the ability of the user to understand and study the mathematical process leading to the outcome [20]. 
Some researchers choose to address the transparency issue not with explanations but with interpretability measures. As stated in [21], interpretable ML can be defined as the usage of ML to generate “relevant knowledge” about the data. 
Certain steps can be taken in order to increase AI’s transparency, such as: creating an explainable AI (XAI) which can clarify the results given for humans to understand [22, 23], revealing the source code [23], and using auditing services. However, one should not forget that more transparency does not necessarily mean more accurate results (i.e. less bias) [23].
Explanation is not necessarily a detailed description of the process. In the XAI world it would probably mean a justification provided for a decision made [22].
 As suggested in [24] XAI methods might encounter difficulties with measuring transparency, and rating explanations as there are no agreed measures and definitions. In addition, revealing the source code might encounter difficulties achieving its goals, whether it is because of the fact that most users do not have the ability to read the code nonetheless to understand it, or because revealing the code causes the opposite reaction – users understand the decision-making process and are unhappy with the decision factors [17]. Moreover, a full transparent to the public AI might cause the opposite effect, as it would be easier to “trick” the AI, and can make the programmers to focus more on making the AI legitimate then accurate [17,23].
Related Work
Many of the works mentioned in the Introduction are server–end solution, meaning that the transparency is achieved following the company’s actions (i.e. reveal the source code, XAI). However, in this paper, we would like to suggest a user-side method to make the process transparent and understandable for the user. 
While [22, 24] regard XAI as a method to deploy on a certain AI technology (ML, Deep Learning, etc.), meaning that for each model and algorithm used, a different XAI solution is needed, we feel that the solution should be tech-ignorant. Moreover, many of the works we reviewed offered a solution or an approach only for supervised learning methods.
In [25] a technique called LIME (Local Interpretable Model-agnostic Explanations) was introduced. LIME’s purpose is to provide explanation for a selected model results, and it was found as a reliable tool to do so, both with experts and non-experts subjects. It offers its explanation by displaying the features and inputs which led to the presented results. However, LIME works with supervised machine learning and classification models in particular, meaning that it might requires data that a client does not have. 
Furthermore, a method presented in [26] suggests an explanation vector as a solution for interpreting the process and the results of a classifying algorithm. Explanation vectors (or local gradients) were found efficient in discovering how to manipulate a data record in order to change its predicted label. Although this method’s explanations were found insightful, it is stated that it is yet to be technology-ignorant, and is relevant only to some classifying algorithms, ignoring any regression and unsupervised models.
A previous work regarding targeted ads and how are they effected used reverse engineering on profiles, achieved 79% precision in finding Google’s[footnoteRef:3] interest categories regarding users and successfully retrieved 58% of the Google Ads profiles [27]. However, this work does not find or rate the ‘most influential’ categories which have an impact on the presented ads. [3:  www.google.com] 

Another work in this field tried to measure the effect of different forms of targeting. While identifying 43% of the location-based and 39% in user-based ads, and showing that time and application are key factors in almost every form of targeting, the researchers stated in the work  that it was not its intent to uncover whether profiling is used in targeting ads, thus extracting the ‘influential’ categories is unavailable [28].
In [28] a model is suggested for unsupervised learning, yet it is exampled on text classification, stating that the input must be a binary number representing the existence of a “concept”. 
In this paper we propose an XAI method that is based on text mining and topic modeling. The process of text mining enables to deduce information from unstructured text data. Topic modeling is a common text mining technique for identifying hidden structures and to improve text classification based on the statistics of the words. This technique enables to organize and summarize huge data that include text, for example in online social networks [29, 30]. By using topic analysis models, enable to create phrase patterns and detecting word are automatically clustering [31, 32]. There is a variety of applications for topic modelling, as well as document clustering techniques, in fields such as: vehicle movements on urban road network [33], classifications in labor market intelligence [34], and protection of infrastructure and IT systems [35].
Clustering documents and classifying them by topic forms the basis for analysis. Word2vec model is a two-layer neural net that is useful in various Natural Language Processing (NLP) tasks. The input is a text corpus and the output model is a set of vectors that represent the document by distributed numerical representations of word features. Namely, a vocabulary in which each item has a vector attached to it. The vector created can be used to detect relationships between words [36, 37, 38]. Doc2vec is an extension of word2vec, used for associating arbitrary documents with labels and to learn document-level embeddings. The advantage of this model is to overcome the weaknesses of bag-of-words models [39, 40].
Latent Dirichlet Analysis (LDA) is a probabilistic approach for topic modeling. The aim of LDA is to find which are the topics that belong to a given document, according to the words in the document [41]. LDA works by assigning for each word a probability, according to the corresponding topic, and it represents documents as a mixture of topics, while a topic is a mixture of words.

Goal
As described in the introduction, the purpose of XAI is to explain the algorithms, analysis and the outcomes (e.g.: recommendations, decisions etc.) of the AI procedures.
The main goal of our research is to strengthen the user's trust in the AI process and its understanding of the results obtained from it. For that purpose, we create a proof of concept research model that illustrates these two entities, i.e., the service that deals with the AI process, and the user. can improve the confidence between each other.
The main objective of this research is to enlighten and elaborate the AI information, services, contents and recommendations that the user receives, and by that, to validate the AI assurance in the user side. Furthermore, increasing the trust of the user in the service may expand  and give rise to the customer's demand for additional content and services.
Method
In order to reach the objective of this research, we define and create a proof of concept system that can illustrate an XAI model concept, that enables the user, via a recommendations system, to  classify the content provided to her by the server.
Figure 1 illustrates a model without the additions of XAI abilities. The model is divided to the server’s side, in which most of the AI analysis is preformed (i.e., algorithms, analysis and decision making), and the user’s side that receives the outcomes (i.e., recommendations, contents, services, etc.) sent from the server’s side. 
[image: ]
Figure 1: End to end service
It may be, that in some cases, the user receives content without the ability to understand to which classes this content belongs to. That is, the user cannot not understand why he received the content that came to him.
The ability of the user to understand and classify the content’s classes increases clarification and explanation to the user. In addition, user may gain information about how he is classified in the server/AI side, which may improve his trust in the system (as part of the XAI goal). Moreover, it is possible that in future phases the user can actively update his current status or classification in the server side (and as a result to expand his services).
Figure 2 illustrates the additional XAI components that improve the current solution and achieve the above goal. 
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Figure 2: : User XIA classification model
The additional procedures are again divided to the server’s side and the user’s side, as follows:
Server’s side: 
Some AI procedure is performed on classified data (in our illustration we perform topic analysis on a set of documents, as described in the sequel). The outcome of this AI procedure is a compact (small-sized) dataset (possibly a dataset per each class, depending on the implementation) that contains a list of topics and weights (per topic). This procedure is running offline and can be updated and modified according to the contents and services, according to the user’s feedbacks. This compact datase is transferred to the user side before any analysis is performed there (the issues of when to transfer, how to transfer, how and when to update, how and when to receive updates from the user to the server are out of the scope of this research, as well as security, privacy and network issues). and should be conduct in additional researchers.
Note: We assume that there are trust relationships between the user and the server (service), and that the server is willing to share information (such as the classified topics) that is provided to the user.
User’s side: 
The compact dataset generates by the server is now located in the user’s side. The server detects new and relevant content for the user and sends it to him. Then, some analysis is performed by the user (e.g. topic analysis). The user then utilizes the compact dataset he received from the server in order to understand how he is classified on the server’s side. Specifically, in our illustration, the user gets from the server a list of topics (and their weights), which is compared (by some predefined rules) to the results of the topic analysis performed by the user. This comparison results in a classification of the content this user received. The user also receives additional values, such as: map of contents per classification, predication, true and false positive/negative predications etc. The user can have more knowledge how the user is "mapped" in the "server side", how much of contents and classifications the user receives, also what the user "doesn’t receive" / "missed" (very important to user that want to expand to new services/contents/information and new domains of knowledge).
Experiments
In order to run the illustration, we used the BBC Dataset [42] that contains more than 2000 articles, divided into 5 different classes: Business, Entertainment, Politics, Sports and Tech.
[bookmark: _Hlk87520842]Server-side procedure
The procedure performed in the server’s side is as follows: Each article from a defined class (detailed below) from the BBC Dataset [32], was loaded from the dataset together with the title (class) and the content text.
1. Pre-process procedure:
a. Per each article run a procedure via parsing.preprocessing [43].
i. Lower case.
ii. Remove white spaces.
iii. Remove numbers
iv. Remove insignificant values, such as: punctuation, etc.
b. Create a dictionary of word mapping via corpora.dictionary [43].
c. Tuples of words ID and counts doc2bow via corpora.dictionary [43]
2. Perform Latent Dirichlet Allocation via models.ldamulticore [43], on the outcome of  the preprocess (previous stage). The outcome of this process is a list of topics and the weights for each class. 
3. Prepare and extract the full topic dataset per class (with all 5 classes), including: data frames of topics, weights and calculations, such as:
a. Averages – allow to use this calculation for the classified per topic in the user side
b. Count - allow to use this calculation  to count the topic in the user side
c. Weight minimum – per topic what is the minimum weight
d. Weight maximum – per topic what is the maximum weight
Note that the full outcome (topic data frame) of step 3 is sent to the user.
[bookmark: _Hlk87516026]User’s-side procedure
The procedure in the user’s side (on user site – the method runs on "real-time", that means, that the process runs per each received content in the user side)
1. For each article that loaded in the user:
2. article text is loaded (the title of the article is used only to test and compare the prediction).
3. Process step 1 (Pre-process) + step 2 LDA (as in the server side). Note: due to the fact that the experiment is conducted in the same environment (not divides to user machine and server machine) for implementation use case, we used the same classes as used in the server and inherent them on a new process. Note that in real divided separated machines, the classes/code can be divided accordingly.
4. The outcomes are data-frames of topics and weights 
5. Compare per set of rules from stage 4 outcomes to the pre-process of the data frames sent by the server. The rules can be: if the weight of each topic within the data frames from the user (per article) is bigger than the minimum or the average + count the number of topics the new article shares with the server datasets topics). Those set of rules provide a score per title (article) - Note: the rules can be defined and adjust per user case and/or dataset (scenario) – and they illustrate the model XAI analysis and classification concept. The complexity of the rules reduced the confusion (or miss predication) of the classed predication.
6. The outcome is classification report + confusion matrix (based on the score, used sklearn.metrics.classification_report + sklearn.metrics.confusion_matrix [44])
 Based on the described above procedures, 12 different experiments (divided to two types – see below) were conducted. In the server side, the topic data frame where upload and analyzed (see the Server-side above producer) with the following content:
i. 50 articles per class – 5 different classes => total of 250 article for the final topic data frame
ii. 60 articles per class – 5 different classes => total of 300 article for the final topic data frame
iii. 70 articles per class – 5 different classes => total of 350 article for the final topic data frame
iv. 80 articles per class – 5 different classes => total of 400 article for the final topic data frame
v. 90 articles per class – 5 different classes => total of 450 article for the final topic data frame
vi. 100 articles per class – 5 different classes => total of 500 article for the final topic data frame
The six different above experiments, were conducted in order to examine and analyze if the topic data frame outcomes can be update and improve the prediction outcome in the user side in the next two type experiments (more details in the Outcomes & Analysis section)
On each 6 different final topic data frames (from above i-vi experiments), we conducted 2 user side classification experiments
1. One class classification – determent/predict on the received article within the user is classified to class X (one out of 5 classes) 
2. Five full class classifications - determent/predict on the received article within the user is classified to class 1 – 5 (based on the dataset).
It is important to emphasize: the article that were analyzed for predication in the user side (see User-side procedure) are not part of the 50 -100 articles (per each class) that used for the topic data frames procedure in the server side. The user side will use the topic data frames for 5 different classes (see the Server-side procedure) in order to predict the classification of a new article in the user (see User-side procedure).
Note that, as described above, the experiment run in the same environment (not divided to user machine and server machine) to simplify the implementation development (the subjects of transferring the topics data frame, the classified article and any communication and network issues and all issues of privacy permission and security aspects are out of scope of the current research).
Outcomes & Analysis
In this section we present the outputs and results of the 12 experiments described above
Procedure outcomes:
Per each test (as part of the 12 describe experiments), the outcomes were:
i. Classification report
Table 1 is an example of the classification report. It presents the outcome of the 5 classes tested, based on 100 articles per class that built the topic data frame in the server’s side. The table presents the following measures: precision, recall, f1-score & support (number of test articles: in this case 100 articles were tested), while the columns describe the classes + accuracy etc.
	 
	Business
	Entertainment
	Politic
	Sport
	Tech
	accuracy
	macro avg
	weighted avg

	precision
	0.831579
	0.866667
	0.766129
	0.909091
	0.842105
	0.836
	0.843114
	0.843114

	recall
	0.79
	0.78
	0.95
	0.7
	0.96
	0.836
	0.836
	0.836

	f1-score
	0.810256
	0.821053
	0.848214
	0.79096
	0.897196
	0.836
	0.833536
	0.833536

	support
	100
	100
	100
	100
	100
	0.836
	500
	500


Table 1: Classification report - 5 classes test based on 100 artilces per class
ii. confusion matrix
Table 2 is an example of the confusion matrix. It describes the outcomes of the 5 classes tested, based on 100 articles per class that built the topic data frame in the server’s side. The table contains the true positive and false negative per each row, divided to the classes predictions, while the columns describe the true positive & false positive

	 
	pred_Business
	Pred_Entertainment
	Pred_Politic
	Pred_Sport
	Pred_Tech

	True_Business
	0.79
	0.03
	0.1
	0.01
	0.07

	True_Entertainment
	0.04
	0.78
	0.08
	0.03
	0.07

	True_Politic
	0.03
	0.01
	0.95
	0.01
	0

	True_Sport
	0.09
	0.06
	0.11
	0.7
	0.04

	True_Tech
	0
	0.02
	0
	0.02
	0.96


Table 2: confusion matric - 5 classes test based on 100 artilces per class
Note: the two above tables (Classification report & confusion matric) where calculated and performed per each 6 tests * 6 times (1 per each class = 5 tables, as part of the one class test analysis + one table for the all classes test analysis) * 2 tables (classification + confusion) = total of 72 values tables to analyzed.
Analysis
In order to reduce the complexity (examining and analyzing 72 values tables) and simplify the analysis process, the authors concentrated on a breakdown of three main outcomes values: recall, F1- score and accuracy. The aim was to undemands the values across the different 72 outcomes (tests), to evaluate if the model can reach the classification possibility, and determine if these values were influenced by the number of articles that build/contract the topic data frame values. Note that the issue of finding the efficiency number of articles for improve performances should be conduct in additional researches (and it is out of scope from this research)
One class test
We examine, for each of the five classes (Business, Entertainment, Politics, Sports and Tech) whether the user (i.e., the process performed on the user’s side) can predict the class of a new article, by utilizing the compact date-frame that came from the server
Sport class
Figure 3 describes the recall of the sport class. As presented in the figure, the recall values are improving from 33% in the 70 articles per class in the topic data frame test, up to 70% in the 100 articles per class.
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Figure 3: Recall - one class (sport) analsis
Figure 4 describes the F1-Score of the sport class. As presented in the figure, the Score values are improving from 49% in the 70 articles per class in the topic data frame test, up to 82% in the 100 articles per class.
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Figure 4: F1-Score - one class (sport) analsis
Figure 5 describes the accuracy of the sport class. As presented in the figure, the Score values are improving from 33% in the 70 articles per class in the topic data frame test, up to 70% in the 100 articles per class.
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1. Entertainment class
Figure 5 describes the recall of the entertainment class. As presented in the figure, the recall values are inconsistent and seems to run between 63% (in the 90 articles test) up to in the 78%  (in the 100 articles test).
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Figure 5: Recall - one class (Entertainment) analsis
Figure 6 describes the F1-scopre of the entertainment class. As presented in the figure, the F1-scopre values are inconsistent and seems to run between 77% (in the 90 articles test) up to in the 87% (in the 100 articles test).
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Figure 6: F1 Score -one class (Entertainment) analsis
Figure 7 describes the accuracy of the entertainment class. As presented in the figure, the accuracy values are inconsistent and seems to run between 63% (in the 90 articles test) up to in the 87% (in the 100 articles test).
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Figure 7: Accuracy -one class (Entertainment) analsis
2. Business class
Figure 8 describes the recall of the business class. As presented in the figure, the recall values are not fully consistent from 74% in the 60 articles per class in the topic data frame test, up to 82% in the 90 articles per class.
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Figure 8: Recall - one class (Business) analsis
Figure 9 describes the F1-score of the business class. As presented in the figure, the recall values are not fully consistent from 85% in the 60 articles per class in the topic data frame test, up to 90% in the 90 articles per class.
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Figure 9: F1-Score one class (Business) analsis
Figure 10 describes the accuracy of the business class. As presented in the figure, the recall values are not fully consistent from 74% in the 60 articles per class in the topic data frame test, up to 82% in the 90 articles per class.
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Figure 10: Accuracy one class (Business) analsis

3. Tech class
Figure 11 describes the recall of the tech class. As presented in the figure, the recall values are not consisting, and razing up to the 90 test (then reducing in the 100 test) from 86% in the 50 articles per class in the topic data frame test, up to 95% in the 90 articles per class.
[image: C:\Users\Oded.Koren\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\8C56953E.tmp]
Figure 11: Recall - one class (Tech) analsis
Figure 12 describes the F1-Score of the tech class. As presented in the figure, the F1-Score values are not consisting (same as described in the previous figure) from 92% in the 50 articles per class in the topic data frame test, up to 97% in the 90 articles per class.
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Figure 12: F1-Score one class (Tech) analsis
Figure 13 describes the accuracy of the tech class. As presented in the previous tech figures, the values are not consistent from 86% in the 50 articles per class in the topic data frame test, up to 95% in the 90 articles per class.
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Figure 13: Accuracy one class (Tech) analsis


4. Politic class
Figure 14 describes the recall of the Politic class. As presented in the figure, the recall values seems more consistent (compared to the other classes as tech or Business), and rise up to the 90 test (then minor reducing in the 100 test) from 87% in the 60 articles per class in the topic data frame test, up to 94% in the 90 articles per class.
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Figure 14: Recall - one class (Politic) analsis
Figure 15 describes the F1-Score of the Politic class. As presented in the figure, the F1-Score values seems consistent with the previous graph from 87% in the 60 articles per class in the topic data frame test, up to 94% in the 90 articles per class.
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Figure 15: F1-Score one class (Politic) analsis
Figure 16 describes the accuracy of the Politic class. As presented in the figure, the accuracy values seem consistent with the previous graphs from 87% in the 60 articles per class in the topic data frame test, up to 94% in the 90 articles per class.
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Figure 16: Accuracy one class (Politic) analsis


full classes test
In this test we examine whether the user can predict (based on the topic data frames procedure – see User-side procedure) if the new article[s] classified to class [1 -5 as desired below], or if not, we also identify the true/false positive/negative predication values. In this use case, we used all the 5 classes for predications – based on the topic data frame. It is also important to emphasize that we examine 100 different articles (those were not included in the topic data frame procedure – see server-side procedure) in order to examine our model and we presented the accuracy of the predication in bellow paraph.
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Figure 17: full classes test - Accuracy analysis
As described in the Figure 17, the accuracy is rising from 68% in the 50 articles in the topic data frame (per class) test, up to 83% in the 100 articles in the topic data frame (per class)
Conclusions
This paper presents an implementation of XAI model that offers the user the ability to identify and explain content sent to the him by an AI recommendation system (and/or any other AI service/procedure). 
The offered model, that can enrich the user XAI functionality and capabilities, allows to reveal and explain different decisions made by the AI system regarding the user. Currently, it may be that a user receives content/information/services, that a system (AI system) identify the user (via a cluster/profile or other segmentation procedure) with a proper/relevant class[es] of information.
The model that is demonstrated here allows (in some cases) to identify to the user the classifications of the content and by that, it allows the user to understand and maybe achieve more explanation, find logic and trust in the system/service that analyzed his preferences and provided the content (or service).
The research consists of twelve main experiments with different scenarios that demonstrate the ability of a user (based on topic data frame that the service provides to the user) to identify (with minor procedure in the user side) different content (in our demonstration we used contents that based on classifications articles dataset) and predict the classification of the content.
[bookmark: _Hlk87525761]That outcomes achieve up to 83% accuracy (prediction of five different class) in the user prediction procedure when testing all classification in the user side, and even better accuracy in case of detecting only one class (prediction of one class out of five, as elaborated in the paper).
This research is initiating a novel new domain work, that needs to be further elaboration and study in different aspects, such as: what will be the efficient dataset/content that user can use for effective XAI, what will be the relationship between the service/content/AI system and the user, how does a user can progress to the next steps, such as: not only awareness and explanation on the AI decisions and algorithms outcomes – but also maybe actively update, change and react etc.
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