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Welcome to Artiﬁcial Intelligence. This course will provide you with an introduction to artiﬁ- cial intelligence.

To this end, we will revisit important events in the history of the ﬁeld to understand its ori- gins as well as important trends and paradigms that have shaped it. As a discipline, artiﬁcial intelligence draws upon a multitude of ideas that originate from related ﬁelds of study, such as neuroscience and cognitive science. Consequently, an overview of these areas will be given alongside an exposition of how they relate to artiﬁcial intelligence research and meth- odology. Furthermore, you will be introduced to contemporary currents and issues in the study of artiﬁcial intelligence and its applications.

A signiﬁcant part of your personal future is your career, which will very likely be impacted by artiﬁcial intelligence, requiring new skills for which demand currently outstrips supply. Con- gratulations on taking the ﬁrst step!
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History of Artiﬁcial Intelligence









STUDY GOALS

On completion of this unit, you will have learned …

… how artiﬁcial intelligence has developed as a scientiﬁc discipline.
… what paradigms have dominated public perception of the ﬁeld at different times.
… which notable advances are still relevant today.
… what the history of artiﬁcial intelligence means for you in terms of learning new skills and contributing to society.
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1. History of Artiﬁcial Intelligence


Introduction
This unit starts by providing an overview of artiﬁcial intelligence and then proceeds to explain some of the details that make up this new technology. It will take you back to the year 350 BC to illustrate how ideas about the artiﬁcial creation of intelligent pro- cesses have evolved across the ages.

To date, artiﬁcial intelligence is an active research area in the ﬁeld of cognitive psychol- ogy. Consequently, no single uncontroversial or uncontested deﬁnition of the term cur- rently exists. An operational deﬁnition that is apposite with respect to the subject of this course can be stated as follows: intelligence is the ability to accomplish complex goals. In this vein, artiﬁcial intelligence (AI) can be framed as the totality of abilities used to accomplish complex goals that are achieved by machines. This broad deﬁnition implies perception, learning, problem solving, and decision-making. In practical terms, this means that computers that can perceive via sensing devices, apply reasoning, and then act in a rational manner are deﬁned as exhibiting artiﬁcial intelligence.


1.1 Historical Developments

Ancient Artiﬁcial Intelligence History

A conventional starting point for the history of artiﬁcial intelligence tends to be around the 1950s when the notion of artiﬁcial intelligence was ﬁrst applied to the nascent dis- cipline of computer science. However, it is enlightening to take a broader view of the history of ideas related to artiﬁcial intelligence through a brief look at some of the key thinkers in the ﬁeld dating back to 350 BC and the philosophical insights of Aristotle.

Aristotle (384—322 BC), Greek
Philosophical insight: Artistotle formalized logical conclusions by fully enumerating all possible categorical syllogisms.

Relation to artiﬁcial intelligence: Algorithms can be programmed to derive valid logical conclusions based on a given set of rules.

Aristotle taught logic at a school called the Lyceum. Syllogisms are rules for arriving at workable conclusions from two or more propositions. A contemporary equivalent to the enumeration of valid forms of logical derivation forms the foundation of logical pro- gramming languages.

Leonardo da Vinci (1452—1519), Italian
Philosophical insight: Da Vinci designed a hypothetical computing machine on paper.
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Relation to artiﬁcial intelligence: Progress in computing machinery is a necessary pre- condition for artiﬁcial intelligence.

Da Vinci designed a computing machine with 13 registers, demonstrating that a black box can accept inputs and produce outputs based on a stored program in memory or mechanics.

Thomas Hobbes (1588—1679), British
Philosophical Insight: Hobbes derived the notion of the necessity of a social contract from a mechanistic understanding of the individual.

Relation to artiﬁcial intelligence: Hobbes identiﬁed similarities between reasoning and computation in that humans employ operations similar to calculus in rational decision- making, such that they could be formalized, analogous to mathematics.

René Descartes (1596—1650), French
Philosophical Insight: Rationality and reason can be deﬁned via mechanics and mathe- matics. Similar views on rational thought were held by Gottfried Wilhelm Leibniz (1646— 1716) based on earlier work by Ramon Llull (1232—1315).

Relation to artiﬁcial intelligence: Objectives can be formulated in the form of equa- tions. Objectives in linear programming or in artiﬁcial intelligence agents are deﬁned mathematically. Descartes described rationalism and materialism as two sides of the same coin. Artiﬁcial intelligence aims for rational decisions arrived at mathematically.

David Hume (1711—1776), Scottish
Philosophical Insight: Hume completed foundational work on questions of logical induction and the notion of causation.

Relation to artiﬁcial intelligence: Hume linked the principles of learning with repeated exposure that, among others, manifests in the learning curve. The principle of inferring patterns or relations in data via repeated exposure is key to many machine learning algorithms.

Recent Artiﬁcial Intelligence History

Recent history in artiﬁcial intelligence is commonly said to have started in 1956, the year of the seminal Dartmouth conference. The term artiﬁcial intelligence was ﬁrst coined at this conference and a tentative deﬁnition of the concept proposed. We deal with this recent history in terms of key personalities, key organizations that supported the cause, and key concepts that broke previous limits.

Key personalities
A recent history of artiﬁcial intelligence often begins by describing the contributions of individuals such as Alan Turing (1912—1954), John McCarthy (1927—2011), Marvin Minsky (1927—2016), and Noam Chomsky (1928—).

Syllogism
This is a form of log- ical argumentation that applies deduc- tive reasoning to reach a conclusion based on two or more propositions that are assumed to be true.
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Alan Turing was an English mathematician and computer scientist who became fascina- ted with the prospect of mechanizing and formalizing rational thought processes. It was Turing who famously came up with the eponymous Turing test in 1950. In this test, a machine is seen to exhibit intelligence if it is able to have a conversation with a human observer that the latter cannot distinguish from a conversation with another human.


Automata This refers to a self- operating machine or machine control
mechanism designed to auto- matically follow a predetermined sequence of opera- tions or instructions.

John McCarthy was an American scientist who studied automata and ﬁrst coined the term artiﬁcial intelligence. Together with IBM and the Massachusetts Institute of Tech- nology (MIT), he made artiﬁcial intelligence a separate ﬁeld of study. McCarthy is also credited with inventing the Lisp programming language in 1958, which was used in arti- ﬁcial intelligence applications for 30 years in the areas of fraud detection, website design, and robotics. In the 1960s, he also invented computer timesharing and founded the Stanford Artiﬁcial Intelligence Laboratory, which played a pivotal role in research relating to human skills for machines, such as seeing, listening, and reasoning.

Marvin Minsky was an early artiﬁcial intelligence researcher and cognitive scientist who, together with McCarthy, attended the ﬁrst artiﬁcial intelligence conference at Dart- mouth College. In 1959, they jointly founded the MIT Artiﬁcial Intelligence Laboratory. However, their collaboration ended after McCarthy moved to Stanford University, with Minsky remaining at MIT.

Noam Chomsky is also worth a brief mention, more as a linguist and philosopher than as an artiﬁcial intelligence scientist. His contribution to artiﬁcial intelligence comes in the form of his criticism of social media and as a contributor to linguistics and cogni- tion.

Key institutions
Key institutions involved in the development of artiﬁcial intelligence include universi- ties such as Dartmouth College, the host of inﬂuential artiﬁcial intelligence conferen- ces, and MIT, where many inﬂuential ﬁgures of early artiﬁcial intelligence research taught. Corporations such as IBM and INTEL, and government research institutions such as the Defense Advanced Research Projects Agency (DARPA) in the United States, which funds basic dual technology research projects, have also played a critical role in the development of artiﬁcial intelligence.

Key ideas supporting the development of artiﬁcial intelligence
Research in the areas of decision theory, game theory, neuroscience, and natural lan- guage processing have also contributed to the development of artiﬁcial intelligence.

· Decision theory combines probability (mathematics) and utility (economics) to frame artiﬁcial intelligence decisions in terms of economic beneﬁt and uncertainty.
· Game theory was made famous by John von Neuman (1903—1957), an American- Hungarian computer scientist, and Oskar Morgenstern (1902—1977), an American- German mathematician and game theorist. Their work led to rational agents learn- ing strategies to solve games.
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· Neuroscience is a body of knowledge about the brain that some artiﬁcial intelli- gence models try to emulate, especially the brain’s problem-solving and information storing abilities.
· Natural language processing (NLP) is a discipline at the conﬂuence of linguistics and computer science that aims to analyze and process language in both written and spoken forms.

High-level languages are closer to human language and allow programmers independ- ence from computing hardware’s instruction sets. Other artiﬁcial intelligence speciﬁc languages are listed below:

· Lisp is one of the older computer programming languages developed by John McCarthy. Its name derives from the words “list processing”. Lisp is uniquely able to process strings of characters. Although it dates back to the 1960s, it remains relevant today and was used for early artiﬁcial intelligence programming.
· Prolog is an early artiﬁcial intelligence programming language designed for solving logical formulas and proving theorems.
· Python is a high-level, general purpose programming language that plays a large role in artiﬁcial intelligence today. It has been around since 1991. Being open- sourced, Python has a substantial library that coders (programmers) can use to cre- ate value quickly.


Recent progress in artiﬁcial intelligence is linked to three main factors. The ﬁrst is pro- gress in the availability of massive amounts of data in many formats, called big data, which is continuously increasing. The second is progress in the data processing capacity of computers, while the third relates to new insights gained through mathe- matics, philosophy, cognitive science, and machine learning.

Key Trends in Artiﬁcial Intelligence

Investment in artiﬁcial intelligence is becoming exceedingly relevant for corporations, universities, and governments. There are hardly any aspects of society, the economy, and our own personal lives that are not already inﬂuenced by artiﬁcial intelligence technology. In particular, technology leaders, such as Apple, Amazon, Microsoft, Google, and important Chinese companies such as Baidu and Tencent are highly committed to research and development in artiﬁcial intelligence. Current developments can be clas- siﬁed into three major areas:

Assistive intelligence devices
These include wearable health monitors that measure pulse, temperature, or blood sugar, and sensors used in automobiles that detect all kinds of mechanical and human-related conditions. These are then interpreted via artiﬁcial intelligence algo- rithms in order to provide assistance services.


Big data
This refers to data- sets that exceed the capabilities of con- ventional informa- tion processing tools, commonly characterized by the dimensions of vol- ume, velocity, variety, and veracity. Some deﬁnitions also add value and validity.









Augmented intelligence
In this ﬁeld of research, artiﬁcial intelligence works alongside a human expert to pro- vide task-related support in selected areas where machine performance is superior to human performance. The overall process is, however, driven by the human expert. An example is the assistance provided to physicians in prescribing medications to over- come the limitations of human medical knowledge by being able to consider all possi- ble medical side effects in a few minutes. Another example is a warning signal given to a driver whose car is in the wrong lane.

Autonomous intelligence
This involves physical robotic actors, such as self-driving vehicles, moving warehouse robots, or the autonomous control of non-physical workﬂows and business processes. The overarching theme is that control is exerted, with decisions being made without human intervention. The prospect of artiﬁcial intelligence operating in the real world without human control is not without danger, posing important ethical questions. The reaction of autonomous vehicles when faced with life-and-death decisions is an obvi- ous example. However, also seemingly more benign application domains such as the autonomous acceptance or denial of insurance claims is not without its perils consid- ering the impact they may have on the economic prospects of the affected persons.

The Future of Artiﬁcial Intelligence

Assessing the future prospects or impact of a technology or ﬁeld of research is always highly speculative and inﬂuenced by cognitive biases and previous experiences that may have lost their relevance for assessing the state of the ﬁeld and its future pros- pects. Thus, no attempt is given here at predicting the long-term future of artiﬁcial intelligence. However, it is prudent to examine a common pattern that emerges in the general uptake and development of innovations and how they relate to current topics in artiﬁcial intelligence and supporting technologies.

Gartner (2018) captures the history of many innovations in the form of a hype curve. Hype curves are described in phases, as shown in the graph below. The x-axis repre- sents time characterized by the following phases:

· a discovery phase, or a need in the marketplace, which triggers innovation
· a peak phase of inﬂated expectation, which is shorter than the other phases
· a period of disillusionment
· a period of enlightenment, which recognizes the value of an innovation
· a period of leveling off in which productivity takes hold and becomes the norm
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The technology hype curve bears some similarity to the bell-shaped curve of a normal distribution with the exception that the right tail leads into a rising slope that eventu- ally levels off. Several aspects of artiﬁcial intelligence are positioned along this curve. For example, on closer inspection we can observe the following trends:

· In the innovation trigger phase, knowledge graphs, neuromorphic hardware, AI PaaS, General Artiﬁcial Intelligence (the ability of a machine to perform humanlike intel- lectual tasks), Edge AI, and smart robots appear.
· At the peak phase of inﬂated expectations, or hype, we ﬁnd deep neural networks that were the driver of new performance highs in many machine learning applica- tions during the last ﬁve to seven years.
· In the disillusionment phase, that is going downhill, we ﬁnd that Level 4 Autono- mous Driving may experience defunding due to its failing to meet expectations.
· Nothing in the ﬁeld of artiﬁcial intelligence has reached the plateau of productivity yet, which represents general acceptance and productive use of the technology.

Governance of Artiﬁcial Intelligence and Regulatory Considerations

Let us assume that artiﬁcial intelligence is in fact a broad technology revolution not deﬁned by a single capability like self-driving cars. Rather, it is an amalgam of many parts, each moving through the same process at a different rate from different starting points. It can be expected that there will be winners and losers as artiﬁcial intelligence advances. Orderly growth requires ethical guidelines governing human behavior in commerce and national defense. The lack of rules governing labor in British factories during the Industrial Revolution, for example, led to unrest, suffering, and ultimately the utopian ideology of Communism. In the spirit of learning from our common history, rather than blindly repeating it, it is now time to consider ethical guidelines for the use of artiﬁcial intelligence applications.

A practical concern for society is to understand the consequences of the potential mis- use of artiﬁcial intelligence, which may be addressed through either government regu- lation or self-imposed rules. The European Union’s General Data Protection Regulation (GDPR 2016/679) is one of the ﬁrst government-initiated steps to regulate data, which initially focused on ensuring the protection of privacy for individual consumers. Self- regulation with an emphasis on ethics is currently being researched at MIT and Stan- ford University in the United States. Stanford University also recently established the Institute for Human-Centered Artiﬁcial Intelligence (HAI) (pronounced “hi”), which will serve as an interdisciplinary center combining computer scientists, neuroscientists, and legal scholars focusing on social responsibility. MIT’s College of Computing has similar objectives in promoting the positives of artiﬁcial intelligence while preventing negative consequences.

Ethical issues are relevant to all commercial and military applications of artiﬁcial intel- ligence as well as to the working lives of employees subject to an economy highly inﬂu- enced by artiﬁcial intelligence. Relevant considerations include the following:
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Ethics
Ethics in the business arena can be deﬁned in terms of knowing the concepts of right and wrong conduct and acting accordingly. The choices between the two are many and quantiﬁed in terms of degree; they are in constant conﬂict and involve personal and corporate collective consciences. Examples of the unethical use of artiﬁcial intelligence include those that support discriminatory behavior towards particular groups of peo- ple, take advantage of the disadvantaged, show unchecked zeal for winner-takes-all competition, or that lead to the disbanding of beneﬁcial artiﬁcial intelligence applica- tions due to insufﬁcient ﬁnancial reward.

Rights
Rights pertain to the physical human body, the right to work, the right to hold property, and to happiness and fellowship. Deﬁning documents for our understanding of rights are the national constitutions or basic laws of states, the United Nations Universal Dec- laration of Human Rights, and the Geneva Convention, among others. Artiﬁcial intelli- gence projects must observe these rights. In cases where they do not, projects must be changed so that they adhere with them.

Governments
Governments naturally play an important role in regulating technological advances due to their overarching regulatory and legislative functions. By deﬁnition, governments are tasked with the responsibility of preserving a body politic. Artiﬁcial intelligence is a sci- ence and, therefore, a common good. This implies that it does not exist without govern- ment control, and it will be regulated sooner or later, as has already occurred in the European Union. However, the time lag between industrial innovation and its effective regulation is usually long, and therein lies the danger.

Unintended outcomes
Unintended outcomes resulting from artiﬁcial intelligence technologies pose a signiﬁ- cant risk to society, which often result from a lack of both oversight and foresight. The absence of oversight implies a lack of human control once an algorithm has been deployed.

Economics
Economic considerations are also important. Relevant questions in this domain include the impact of artiﬁcial intelligence on the labor market and the unequal distribution of wealth.

Artiﬁcial Intelligence Viewed as a Revolution

When we think of revolutions, violent political overthrows in favor of a new paradigm come to mind. Examples of this are the French Revolution (1789), which involved the toppling of a monarchy in favor of liberty, equality, and fraternity, the Russian Revolu- tion (1917), which replaced the Czar with Communism, and the American Revolution (1775—1783), which ended colonialism in favor of a republic.









Similarly, humanity has lived through technological and, consequently, economic revo- lutions in the past. Examples include the introduction of the power loom and the spin- ning jenny (circa 1770), which enabled the global cotton market, steam power, the tele- graph and the telephone, the internal combustion engine, sewing machines, and production lines. The artiﬁcial intelligence revolution promises to be faster and deeper.

Technological revolutions share the overthrow aspect of the term revolution, but they are not necessarily caused by discontent within the masses. Technological revolutions are the result of creative people tinkering and subsequently making discoveries that serve human interests and needs. Gutenberg’s (1440) discovery of the moveable print- ing process, which led to the broadscale distribution of information, literature, science, scholarship, and the growth of publishing as a business, is a prime example of an inno- vation that also represented a technological revolution.

Other technological revolutions include that brought on by Fritz Haber’s discovery of a workable process for the synthesis of ammonia in 1910 and Ernest Rutherford’s split- ting of the atom in 1917. Haber’s discovery led to increases in agricultural yields, with ammonia used as a chemical fertilizer, supporting larger populations and economic growth. By contrast, Rutherford introduced a new branch of physics which contributed to the development of the atomic bomb, ending World War II in the Paciﬁc.

We are at the beginning of what is publicly described as an artiﬁcial intelligence tech- nology revolution. We do not yet know who the innovators will be. However, we can be certain that collaboration is occurring across the sciences, leading to a brave new world to which we will need to adapt.

What the Industrial Revolution and the current revolution in artiﬁcial intelligence have in common is that both periods produced inventions that improved people’s lives. The Industrial Revolution used steam and electrical energy to power machinery for mass production, overcoming the limits of human strength. The artiﬁcial intelligence revolu- tion is using computers to produce information-based tools to overcome the informa- tion processing limitations of the human brain.

Landmark achievements of the Industrial Revolution include the transition from the steam engine to electrically powered trains and ships, the enhancement of agricultural output as a result of the introduction of mechanized farm machinery and chemical fer- tilizers, the development of the telephone, and the creation pharmaceuticals, such as penicillin. As a result of the artiﬁcial intelligence revolution, we can expect the poten- tial eradication of many common illnesses, more efﬁcient modes of transportation, the development of advanced methods for ﬁghting crime, while simultaneously enabling it with the same technology, and all manner of other discoveries, such as developments in military capabilities used for national defense and territorial dominance.

It is worthwhile to observe that nearly all newly discovered technologies are based on someone else’s prior discovery, driven by both human needs and innate curiosity. Arti- ﬁcial intelligence is no exception. In ancient times, Finnish people improved the axe, a tool, in terms of its design and the materials used to build it in order to make harvest- ing trees more efﬁcient. The axe led to better housing and ﬁshing boats, improving
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people’s diet, ultimately leading to longer life expectancy. The axe is a tool. Artiﬁcial intelligence is also a tool that can help the current generation live better and longer. However, just as axes can be used to cause a great deal of damage, so too can artiﬁcial intelligence. We can therefore expect that the revolution in artiﬁcial intelligence will have both positive and negative consequences for society.


1.2 AI Winters


The term “AI winter” was coined around 1984 by artiﬁcial intelligence researchers. It is a bit melodramatic, but it beﬁts the culture of artiﬁcial intelligence which is known for its exuberance. The word “winter” is borrowed from the expression “nuclear winter”, an after-effect of a hypothetical nuclear world war, in which ash would overwhelm the atmosphere and block sunshine from entering the Earth’s atmosphere for years, so nothing would grow, and temperatures would stay excessively cold. Applied to artiﬁcial intelligence, the term refers to a pronounced and prolonged reduction in interest and funding of artiﬁcial intelligence technology and research. Such a downturn occurs when it becomes clear that inﬂated expectations generated in times of exceeding optimism regarding novel technological developments will not realistically be met. There have been two such AI winters, one between 1974—1980 and one between 1987—1993, give or take a few years in either direction.

The ﬁrst AI winter was caused by the non-delivery of promised outcomes in automated language translation and shortcomings in connectionist (network-based) artiﬁcial intel- ligence approaches. While the former Soviet Union and the United States were in a cold war, the need for automatic language translation in the West was also great, with not enough translators available to meet demand. Despite initially optimistic assessments to the contrary, early attempts at machine translation failed spectacularly—not in the least due to their inability to handle word ambiguities. Phrases such as “out of sight— out of mind” were translated to “blind idiot”, for example. The United States’ generous government-funded research was evaluated by the Automatic Language Processing Advisory Committee. It stated that machine translations were less accurate, more expensive, and slower than employing humans. Moreover, it had been shown that the Perceptron—a then popular early model of neural-inspired artiﬁcial intelligence—had severe shortcomings that prevented it from representing even the simple logical func- tion of Exclusive or (XOR).

The second AI winter occurred when the artiﬁcial intelligence community was overcome by a feeling of general pessimism due to the perception that the industry was out of control, had disappointing results, and would collapse. This perception was based on the demise of the Lisp machine business. Lisp machines were a type of computer that supported the Lisp language—a popular language for artiﬁcial intelligence projects. It became clear, however, that the earliest successful examples of expert systems, which were the main driver of the renewed interest in artiﬁcial intelligence during the years 1980—1987, could not be developed beyond a certain point. The reasons for the devel- opmental ceiling were unmanageable growth in the associated fact databases as well as their unreliability with respect to unknown inputs.

AI winter
This is a period char- acterized by a pro- longed decrease in interest and funding in artiﬁcial intelli- gence research.









The counter argument to the notion of AI winters is that these periods of downturn were in fact a myth perpetrated by a few prominent academics, their organizations, and investors who had lost money. Between 1980 and 1990 artiﬁcial intelligence was deeply embedded in all kinds of routine processing operations, including credit cards. The fact that Lisp machines collapsed, and expert systems went out of fashion, does not sug- gest the demise of an entire industry.

The Causes of AI Winters

AI winters are deﬁned as periods during which funding, research, and interest in the subject signiﬁcantly decline. The following conditions can contribute to an AI winter:

· Non-performance: All research is ultimately funded by an interested party, be that a government, a foundation, or by wealthy persons either as an investment or as an act of benevolence. When funded research does not produce promised results, funding eventually ends.
· Hype, or the excessive exuberance of promising more than can be delivered, by deﬁ- nition leads to non-performance.
· Cheaper alternatives than what is being pursued suddenly emerge. This invariably causes sponsors to switch to a new approach, as was the case with Lisp machines.
· In 1985, the new head of the United States’ Defense Advanced Research Projects Agency (DARPA) only agreed to fund mission-oriented research. Prior to that, DARPA funded basic research projects that by deﬁnition were unrelated to any particular mission. Federal Legislation (the Mansﬁeld Amendment of 1969) mandated that DARPA only fund mission-oriented research, and it belatedly complied.
· Computing capacity: Successful artiﬁcial intelligence outcomes often depend on the processing of huge amounts of data, which require a large amount of memory capacity and high processing speed.
· Availability of data and computing capacity have to be in sync. They have not always been available at the same time. This can lead to the perception of project failure.
· Actual project failures: When funded research fails, disappointments and cancelled contracts are often the result. This was the case with the DARPA funded Speech Understanding Research (SUR) project in which Carnegie Mellon University failed. However, there is a good argument to be made that basic research will more likely fail than succeed.

As a technology, artiﬁcial intelligence cannot make big steps until two other technolo- gies are in place: computing capacity in terms of data storage and processing speed and the availability of a large enough volume of data.

AI Winter Remedies

Research “winters” are not inherently bad, as reform is part of moving forward. This is true for research into artiﬁcial intelligence as well as other ﬁelds of study. Progress does not look like a hockey stick—that is, ﬂat for a while and then straight up. Rem-



History of Artiﬁcial Intelligence





edies for AI winters obviously lie in the reduction of factors that bring them about. This is hard to do in a free economy, as no one person or entity controls all these factors. However, one counterweight to AI winters is competition between nation-states.

Competition between nation-states, such as the United States and China today, the United States and the former Soviet Union prior to 1991, and Japan’s Fifth Generation Projects in 1981, has kept opposing nation-states engaged in artiﬁcial intelligence research. Engagement translates into funding, as artiﬁcial intelligence is a dual technol- ogy. As early as 1981, Japan’s Ministry of International Trade and Industry (MITI) funded a Fifth Generation Project for software and hardware to perform conversations, trans- late languages, interpret pictures, and perform humanlike reasoning. While obviously not meeting its promise, it got the attention of many governments. It is important to understand that most artiﬁcial intelligence technology is dual purpose—that is, artiﬁ- cial intelligence technologies have military value as well as a consumer value. For example, robots and drone aircraft can be used in military battleﬁelds as well as to pick products in warehouses and deliver medical supplies to remote areas. All governments share legitimate interests in defense and the management of their economy in terms of employment and competition.

The Next AI Winter


The answer to the question of whether there will there be another AI winter is that nobody knows for sure. If we stick with the deﬁnition of an AI winter as a period of little or no research funding for artiﬁcial intelligence, it is possible that if a hyped concept such as singularity were to get funded, and then defunded as a result of non-perform- ance, an AI winter could indeed result. However, one argument against AI winters is that many artiﬁcial intelligence technologies wind up being embedded within other ﬁelds, such as bioinformatics, assuming a different name as a result. The defunding of non- performing projects can, therefore, actually be good because change and renewal are key components of a revolution. The reader is therefore free to decide whether the concept of AI winters matters or whether it is merely an interesting myth.


1.3 Notable Advances in Artiﬁcial Intelligence
Having investigated the pronounced downturns in the history of artiﬁcial intelligence in the previous section, the focus now shifts to the prosperous times in between previous AI winters, their characteristic research topics, and their successes. Additionally, we will also examine important developments in adjacent ﬁelds of study and their relationship to progress in artiﬁcial intelligence.




Singularity
This refers to the moment when expo- nential growth in machine intelligence accelerates, resulting in next-generation artiﬁcial intelligence that can use its superior resources and capacities for self-improvement to create a subsequent version of ever- improved intelli- gence.










1956—1974: Nascent Artiﬁcial Intelligence

The early years of artiﬁcial intelligence research were dominated by what is now called symbolic artiﬁcial intelligence. This approach tries to formalize thought processes as the manipulation of symbolic representations of information according to the rules of formal logic. Consequently, artiﬁcial intelligence systems of this era were predomi- nantly concerned with the implementation of logical calculus. In this vein, they often implemented a variant of a search strategy in which solutions were arrived at by fol- lowing a step-by-step procedure in which the steps either followed logically from the preceding state or systematically tried to explore possible alternatives using backtrack- ing to avoid dead ends. During these years, the ﬁrst attempts at processing natural lan- guage were also developed. Since both logical search methods and the ﬁrst steps towards language processing focused on highly constrained settings and environments, initial successes could be achieved. This so-called microworld approach to creating simpliﬁed working environments for the ﬁrst artiﬁcial intelligence solutions also proved to be fruitful in computer vision and robot control. Parallel to these developments, the ﬁrst theoretical models of neurons—the cells that make up mammalian brains—were developed as corresponding models of how these cells or computational units could interact in networks to implement simple logical functions.

1980—1987: Knowledge Representation

While the ﬁrst wave of artiﬁcial intelligence research primarily focused on logical infer- ence, the second wave was predominately characterized by trying to address the prob- lem of knowledge representation. This shift in focus occurred due to the insight that intelligent behavior in day-to-day situations was largely reliant on common sense knowledge about how the world works rather than merely on logical inference. To cap- ture this knowledge-based aspect of intelligence, the technological approach of expert systems was devised. The main feature of this technology was the attempt to systemat- ically store domain relevant knowledge in knowledge databases and devise methods to effectively and efﬁciently navigate them. Moreover, a noticeable upturn in government funding occurred at the beginning of the 1980s, with the Fifth Generation Computer project of the Japanese Government and the Alvey project in the United Kingdom being notable examples. Initial setbacks in the development of network and neurally-inspired approaches to artiﬁcial intelligence were also remedied by newly proposed network models and backpropagation as an effective training method for layered networks of computational units.

1993—Today: Learning from Data

The 1990s saw some big advances in game artiﬁcial intelligence when the ﬁrst com- puter system (IBM’s Deep Blue) beat the then world-champion Garry Kasparov. Apart from this substantial but narrow success, artiﬁcial intelligence methods have taken hold in engineering real-world solutions, and successful approaches in its subﬁelds have gradually entered real-world applications, often without being explicitly referred
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to as artiﬁcial intelligence. Moreover, since the early 1990s, there has been an inﬂux of ideas from mathematics, statistics, decision theory, and operations research, which have contributed to artiﬁcial intelligence becoming a mature and rigorous scientiﬁc discipline. In particular, the intelligent agent paradigm has gained substantial popular- ity. Here, the notion of the rational agent of economic theory combines with computer science notions of objects and modularity to form the idea of an intelligently acting entity. From this point of view, artiﬁcial intelligence can be seen as the study of intelli- gent agents, thereby freeing it from the notion of imitating human intelligence to a broader study of intelligence in general.

These aforementioned advances have been supported by a marked increase in compu- tational and data storage capabilities. This, together with the unprecedented increase in the volume, variety, and velocity of data generation, which occurred during the rise of the internet, has set artiﬁcial intelligence up for its current boom. The latest upturn in the popularity of and interest in artiﬁcial intelligence research, which began in 2012, is predominantly based on advances in connectionists machine learning models, known as deep learning. In deep learning, theoretical advances in the construction and adaptation of networked machine learning models are linked synergistically with the previously mentioned increase in information storage and processing capabilities and the presence of a larger corpora of data to train such models to achieve hitherto unseen levels of performance in many machine learning benchmark problems. In turn, these developments have revived interest in long-established learning models, such as reinforcement learning, paving the way for altogether new ideas, such as adversarial learning.

Linguistics

Linguistics can be described as the science of natural language in general. It encom- passes the study of the structural (grammatical) and phonetic properties of interhu- man communication. Understanding language requires information about the subject matter and the context in which it is used. Noam Chomsky (1957) was instrumental in establishing this with his book Syntactic Structures. One could go further and consider creativity and thought as related to linguistic artiﬁcial intelligence given that all our ways of thinking are so intimately related to language as a form of representation. How, for example, can a child say something it has never said before? In the ﬁeld of artiﬁcial intelligence, we think of natural language as a medium of communication in which the context is a given. Language is, therefore, much more than representation.

Cognition

In the context of artiﬁcial intelligence, cognition refers to several different faculties, including sensing and perception, learning and understanding, reasoning and intelli- gence, and thinking and apprehension. The English word “recognition” reﬂects this. Much of our contemporary understanding of cognition in artiﬁcial intelligence ulti- mately comes from a combination of several bodies of knowledge. In this case, the ﬁelds of psychology and artiﬁcial intelligence combine. Psychology deals with experi-









mentation on humans and animals to form new theories and hypotheses; computer science deals with the behavioral modeling of what psychology has observed. Com- puter models of the brain receive a stimulus and make an internal representation of that new stimulus, which can in turn lead the brain to modify its internal representa- tion. If it does, it can lead to actions being taken by the brain. If we want to model the brain, we have to get into it, virtually of course. This can be done by observation or introspection. Once we have a cognitive computer model that works well, the next step is to determine how the model makes decisions, understanding its rationale. It is important for the artiﬁcial intelligence industry to provide “explained decisions,” which means that the artiﬁcial intelligence model should be able to make its reasoning trans- parent to an outside observer. As artiﬁcial intelligence-based decisions are involved in exceedingly large areas of our lives, the ability to explain how decisions are made is demanded by people concerned with the ethical use of artiﬁcial intelligence. Neverthe- less, this aspect is still lacking, particularly in deep learning-based approaches, which are currently quite popular.

Gaming

Gaming does not only mean gambling or playing games like tennis. In artiﬁcial intelli- gence, it is about learning, uncertainty, and probability. John Von Neuman (1903—1957) and Oskar Morgenstern (1902—1977) established game theory as a formal mathematical ﬁeld of study. Subsequently, a comprehensive taxonomy of games was established, and in some cases even provably optimal rational gaming strategies were developed. Most games are played for entertainment or the challenge of winning, such as in chess, poker, checkers, and bridge. For all of these games, machines now play at a higher level than even the world’s best human experts.

Decision theory and game theory are somewhat related. Decision theory addresses uncertainty and usefulness, or stated in another way, probability and utility. Game theory is characterized by the fact that player X’s moves affect player Y’s options. How- ever, winning is not necessarily the objective in each case. Children who play games are not only amusing themselves and ﬁlling in time; they are also experimenting with options and thereby learning and ﬁnding out what works, how things work, with under- standing developing from their observations.

An example of a zero-sum, perfect information, and yet highly complex game, is the ancient Asian board game known in the West under its Japanese name Go (WeiQi in Chinese, Baduk in Korean). Go is a 2,500-year-old two-player game in which the main objective is to surround the most territory. Despite its simplicity in terms of the rule set, its ﬁnesse and complexity stem from the large game board that enables a combi- natorial explosion of possible moves. Before 2016, it was believed that this combinato- rial complexity (which prevents the successful application of methods used for games like checkers and chess) would make it a domain characterized by the dominance of human players for the foreseeable future. However, in 2016 one of the world’s best Go players, the Korean Lee Sedol, played a 5-game match against AlphaGo, a Go-playing
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system developed by the Google-owned company DeepMind. This match ended in a resounding 4—1 win for AlphaGo—a system based on deep networks and reinforcement learning.

Whereas the version used in the 2016 match used Go knowledge acquired by humans during the long history of the game by employing records from professional Go players for training, DeepMind has subsequently developed a system (named AlphaZero) that learns the game solely based on self-play, foregoing traditional Go knowledge alto- gether. Remarkably, the resulting system has come out even stronger and has subse- quently played numerous games where it has surprised human experts with effective and efﬁcient moves that were hitherto shunned by orthodox Go theory. Such an approach is particularly useful in policy research and the discovery of strategy options humans have not yet come up with.

The Internet of Things (IoT)

The Internet of Things (IoT) is an artiﬁcial intelligence advance in the making. There are no thought leaders or dominant institutions advocating the concept yet; however, there is a lot of hype surrounding the potential role of artiﬁcial intelligence in this domain. In principle, IoT refers to interconnected computing devices that are embedded in homes, cars, on wearable devices, and phones. Such devices are typically used every day. In addition, such devices are enabled to send and receive data amongst themselves and their users, producing large amounts of data that can be used for productive as well as destructive purposes. A constructive application may take the form of medical remind- ers to take medication based on the physical measurements generated by wearable devices. A negative application could be the monitoring of data about the medications a person is taking in order to determine their health insurance rate. In other words, pri- vacy violations and the ethics of data use are issues facing the use of artiﬁcial intelli- gence devices. While IoT does not qualify as artiﬁcial intelligence per se, it is linked to it. This is because IoT is about connecting machines and generating data, and the intel- ligent behavior of these machines is derived from artiﬁcial intelligence algorithms.

Quantum Computing

Quantum computing, just like IoT, is an artiﬁcial intelligence advance in the making. The term “quantum computing” comes from the physical theory called quantum mechanics which deals with the strange behavior of sub-atomic particles. An electron, for example, can be in two difference states (places) at the same time. In general, quantum mechanics posits that physical systems are characterized by a wave function describing the probabilities of the system in any particular state. The goal of quantum computing is to build super computers that utilize these quantum properties of matter to implement novel algorithmic approaches that signiﬁcantly outperform classical machines (see Giles, 2019). It can be reasoned that the probabilistic approach inherent in many artiﬁcial intelligence techniques and the ubiquitous use of optimization meth-









ods are well suited to the kind of information processing that quantum computers pro- vide, putting it in a very promising position to proﬁt from new technological advances in the ﬁeld.
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STUDY GOALS

On completion of this unit, you will have learned …

… about important approaches that have deﬁned the ﬁeld of artiﬁcial intelligence in the past and that continue to inﬂuence it today.
…  why expert systems are important and how they have contributed to artiﬁcial intelligence and computer science.
… about advances brought about in the Prolog programming language.
… the deﬁnition of machine learning and how it contributes to artiﬁcial intelligence.
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2. Early Systems in Artiﬁcial Intelligence


Introduction
Throughout the history of artiﬁcial intelligence, a diverse set of approaches have been explored to tackle the problem of emulating cognitive processes and capabilities. Some of these have been virtually abandoned by the scientiﬁc community while others are still being actively pursued to this day. However, most of them have experienced great variability in popularity over the course of the last 70 years of research in artiﬁcial intelligence. Notably, even abandoned branches of artiﬁcial intelligence have brought forth valuable insights into different aspects of intelligence, highlighting the intricacy of cognitive processes and dispelling many early misconceptions about the supposed simplicity of perception and cognition-related tasks. In this unit, three important branches of artiﬁcial intelligence research are introduced, each representing a major vantage point of artiﬁcial intelligence, signiﬁcantly advancing perception of research in the ﬁeld.


2.1 Overview of Expert Systems
As the name suggests, the goal of expert systems is to emulate the decision and solu- tion ﬁnding process of an expert. The word “expert” refers to a human being with speci- alized knowledge and experience in a given ﬁeld, such as medicine or mechanics. Since problems in any given domain may be similar to each other, but never quite alike, solv- ing problems in a given domain cannot be accomplished by memorization alone. Rather, problem-solving is supplemented by a method matching experiential knowl- edge to new problems and application scenarios. Expert systems are therefore com- posed of a body of formalized knowledge and an inference engine that uses the knowl- edge base to draw conclusions.

With respect to the representation of knowledge, three main approaches to expert sys- tems can be distinguished:

· Case-based systems store examples of concrete problems together with a successful solution. When presented with a novel, previously unseen case, the system tries to retrieve a solution to a similar case and apply this solution to the case at hand. The key challenge is to deﬁne a suitable similarity measure to compare problem set- tings.
· Rule-based systems represent the knowledge base in the form of facts and if-A- then-B-type rules that describe relations between facts.
· If the problem class to be solved can be categorized as a decision problem, the knowledge can be represented in the form of decision trees. The latter are typically generated by analyzing a set of examples.

The inference engine, on the other hand, implements rules of logical reasoning to derive new facts, rules, and conclusions not explicitly contained in the given corpus of the knowledge base.
 (
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Historically, expert systems are an outgrowth of earlier attempts at implementing a so- called general problem solver. This approach is primarily associated with the research- ers Herbert A. Simon and Allen Newell, who used a combination of insights from cogni- tive science and mathematical models of formal reasoning to build a system intended to solve arbitrary problems by successive reduction to simpler problems in the late 1950s. While this attempt ultimately has to be considered a failure when compared to its lofty goals, it has nevertheless proven highly inﬂuential in the development of cog- nitive science.

One of the initial insights gained from the attempt at general problem solving was that the construction of a domain speciﬁc problem solver should—at least in principle—be easier to achieve. This led the way to thinking about systems that combined domain speciﬁc knowledge with domain dependent apposite reasoning patterns. Edward Fei- genbaum, who worked at Stanford University, the leading academic institution for the subject at the time, deﬁned the term expert system and built the ﬁrst practical exam- ples while leading the Heuristic Programming Project.

The ﬁrst notable application was DENDRAL, a system for identifying organic molecules. Given data and rules, the next step was to establish expert systems to help with medi- cal diagnoses of infectious diseases. The expert system that evolved out of this was called MYCIN, which had a knowledge base of around 600 rules. However, it took until the 1980s for expert systems to reach the height of research interest, leading to the development of commercial applications.

The main achievement of expert systems was their role in pioneering the idea of a for- mal, yet accessible representation of knowledge. This representation was explicit in the sense that it was formulated as a set of facts and rules that were suitable for creation, inspection, and review by a domain expert. This approach thus clearly separates domain speciﬁc business logic from the general logic needed to run the program—the latter encapsulated in the inference engine. In stark contrast, more conventional pro- gramming approaches implicitly represent both internal control and business logic in the form of a program code that is hard to read and understand by people who are not IT experts. At least in principle, the approach championed by expert systems enabled even non-programmers to develop, improve, and maintain a software solution. More- over, it introduced the idea of rapid prototyping since the ﬁxed inference engine ena- bled the creation of programs for entirely different purposes simply by changing the set of underlying rules in the knowledge base.

However, a major downside of the classical expert system paradigm, which also ﬁnally led to a sharp decline in its popularity, was also related to the knowledge base. As expert systems were engineered for a growing number of applications, many interesting use cases required larger and larger knowledge bases in order to satisfactorily repre- sent the domain in question. This insight proved problematic in two different respects. Firstly, the computational complexity of inference grows faster than it does linearly in the number of facts and rules. This means that for many practical problems the sys- tem’s answering times were prohibitively high. Secondly, as a knowledge base grows, proving its consistency by ensuring that no constituent parts contradict each other, becomes exceedingly challenging.










Consistency This refers to a set of logical propositions free of contradic- tions in which all propositions are true at the same time. A set of propositions in which all state- ments cannot be true at the same time is called incon-
sistent.

















Declarative program-
ming This is a program- ming style in which the programmer speciﬁes the proper- ties of the sought solution but not the algorithm—that is, the sequence of operations that lead
to a solution.

The construction of inference engines for expert systems highlighted the need for a programming language that facilitated the formulation of logical rules and reasoning processes. To this end, the programming language Prolog, meaning “programming in logic” or “programmation en logique” in French, became relevant.


2.2 Introduction to Prolog
Prolog was created by French computer scientists Alain Colmerauer and Philippe Rous- sel, with the logician Robert Kowalski further developing the language. It was ﬁrst implemented in the early 1970s. The main motivation for creating Prolog was to use it in the development of systems for natural language processing and artiﬁcial intelligence. The aim of this section is not to gain programming proﬁciency in Prolog, but rather to gain an appreciation of the language as a tool for solving logical problems and of its contribution to the development of artiﬁcial intelligence and the design of program- ming languages.

At the most basic level, a digital computer processes information in the form of 0—1 values designated as bits. Clearly, this form of representation is not ideally suited for human interpretation and manipulation. In order to facilitate the programming of such a device, programming languages have been designed to provide abstractions to the fundamental technical layer that are closer to human thinking, algorithmic description, and reasoning patterns. The most important difference between programming lan- guages stems from the degree and kind of abstractions that are introduced. Most of the computer languages developed during the period in which Prolog was conceived and implemented were imperative languages—that is, languages encoded in a program as a series of instructions for the machine to follow in order to produce a desired outcome or solution.

In contrast, Prolog is based on a declarative programming paradigm. The programmer speciﬁes characteristics of the desired solution and the programming language inter- preter then constructs a sequence of processing steps to reach the given goal. A promi- nent example of this paradigm is the standardized query language (SQL) for relational databases. A typical query is given by a statement specifying the table from which records are to be retrieved together with one or more conditions the records should fulﬁll. The database management system then automatically generates an execution plan—a sequence of processing steps—that produces the outcome as speciﬁed by the query. Analogously, a Prolog program consists of a collection of facts and rules that relate the facts to one another. Program execution is then initiated by formulating a query using the aforementioned knowledge base.

Before we dive more deeply into Prolog, consider the following analogy:



Early Systems in Artiﬁcial Intelligence





1. As a human being, you have a brain that is full of data, facts, numbers, and bits and pieces of knowledge accumulated throughout the course of your life. Think of this as your knowledge base.
2. You also understand rules that go with facts, many of which you have observed and applied over time. Think of these as logic rules that when applied result in good decisions.
3. You are also curious and want to learn about changing your surroundings for the better, and so you often ask questions. To come up with answers, you draw on the facts, apply the rules, and get reasonable, common sense answers that hopefully constitute solutions to perceived problems.

Prolog is designed to formalize these processes in the form of ﬁrst order logic. Prolog’s structure is made up of predicates and clauses. A predicate is a Boolean function that assigns a truth value to some object X. As such, predicates are commonly used to describe properties of objects. The term “clause” denotes a logical expression formed from a ﬁnite number of literals.

Prolog programs typically start by declaring facts and relationships. For example:

· A and B are both male.
· A and B have the same father.
· A and B have the same mother.
· A and B are not the same.

Another relationship declaration could be between a person and a piece of property. For example, the statement “Joachim owns a book” declares a relationship of owner- ship between Joachim and the book.

Once basic relationships are declared, facts can be considered, questions can be asked, variables can be included, goals can be formulated, and patterns can be matched. What follows is a very small selection of very basic statements illustrating the nature of the language. Statements are always in lower case letters and variables start with a capital letter.

	Example of the Prolog Language	Comment by Johnson, Lila: Please recreate and translate any (editable) tables such as this one in the translated document. 

	Prolog language construct
	Prolog syntax
	Meaning and output

	Fact
	lectures (Smith, DLMAIAI01)
	Establishes the fact that Dr. Smith teaches the course DLMAIAI01. It is an example of a Prolog clause.












	Prolog language construct
	Prolog syntax
	Meaning and output

	Predicate
	professor/1 professor(Smith). professor(Jones). professor(Meyer).
	Deﬁnes the one argument predicate professor by three facts. Drs. Smith, Jones, and Meyer are pro- fessors.

	Rule
	technicalCourse(X) :– engi- neeringCourse(X)
	All engineering courses are technical courses. Note the use of variable X!

	Query
	? – lectures(Smith, DLMAIAI01)
	Does Dr. Smith teach DLMAIAI01?

	Goal
	? – lectures(Smith, X)
	What courses does Dr. Smith teach? Note the use of the variable X!



As Prolog was uniquely well adapted to handling logic, it became instrumental in a variety of commercial applications (Roth, 2002), as listed below:

· Environmental studies modeling weather phenomena were conducted at Penn State University, with Prolog used to build a system for weather forecasting and air pollu- tion dispersion.
· The University of Surrey in the United Kingdom developed several systems for water utilities, with Prolog used for water distribution and planning, especially in cases of emergency.
· Manufacturing always seeks to reduce costs. Prolog gained some recognition by Boeing, the aircraft manufacturer, for its development of a system called CASEy, which directs shop ﬂoor workers in the application of electrical parts and in how to follow proper operational procedures. This led to a reduction in assembly times.
· Querying knowledge bases was a Prolog strength, with its unique ability to handle ﬁrst order logic being especially useful.


2.3 Pattern Recognition and Machine Learning (ML)
The ﬁeld of machine learning is as old as artiﬁcial intelligence itself. However, it only recently became the dominant paradigm in artiﬁcial intelligence research. One of the most often cited operational deﬁnitions of machine learning was coined by the Ameri- can researcher Tom Mitchell (1997, p. 2): "A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P if its
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performance at tasks in T, as measured by P, improves with experience E." This deﬁni- tion underlines the fact that learning from data is a key characteristic of machine learning. To this end, it draws upon a multitude of methods from classical statistics to more algorithmically motivated approaches.

In order to gain a better overview of machine learning it is helpful to distinguish between some prominent approaches to learning.

Supervised learning
Supervised learning operates on labeled data sets, meaning that the learning examples consist of object descriptions in the form of features, together with labels pertaining to these objects. Tasks can then be described using the given examples to identify map- ping between feature values and outputs that enable the learner to predict the label for hitherto unseen objects. Depending on the kind of output that is to be produced, one distinguishes between regression and classiﬁcation. In regression, the output is a continuous numerical variable. Thus, regression aims at ﬁnding real-value functions that represent mapping between the input space of features and the output space of associated values. On the other hand, if the output is restricted to a limited set of val- ues, one speaks of classiﬁcation. Common examples include labeling e-mail messages as spam or ﬁnding images of certain content in large image databases.

Unsupervised learning
Unsupervised learning operates on data without any labeling information. The primary goal is to identify structures or patterns in the data. The most prominent examples of unsupervised learning techniques include clustering, ﬁnding groups of data points with high similarity, dimensionality reduction techniques, constructing low-dimensional pro- jections of potentially high dimensional feature spaces that preserve an interesting structure, and statistical techniques that estimate the probability density functions of random variables.


Reinforcement learning
Reinforcement learning considers a learning agent in an environment. The agent can perform actions that inﬂuence its internal state and that of the environment. A reward function is employed to judge the utility of the performed actions with respect to a sta- ted goal. Since the agent creates its own learning data through trial and error testing of action alternatives, no prior data collection is necessary. Due to the setting of the learning problem, reinforcement learning is often associated with, or guided by, results from game and decision theory. A prominent example of an artiﬁcial intelligence sys- tem that employs reinforcement learning techniques is AlphaZero. Examples of this system learned to play the games Go, chess, and shogi at superhuman playing ability by only using knowledge of the basic rules and extensive self-play.


Agent
In the ﬁeld of artiﬁ- cial intelligence, the term agent refers to an autonomous entity that perceives its environment and acts on it in a goal- oriented manner.










2.4 Use Cases
In this unit, three major currents in the development of artiﬁcial intelligence have been identiﬁed. The following list provides a brief but by no means an exhaustive overview of the multitude of problems that are being addressed using artiﬁcial intelligence.

· Health care
· Wearable devices, not unlike a wristwatch, can monitor critical signs of life, such as blood pressure and body temperature. From this data, an artiﬁcial intelligence agent or expert system can dispense advice relative to the conditions of the wearer.
· Given multiple medical conditions, a prescription agent can suggest treatment options in terms of the optimal combination of prescriptions in order to avoid negative side-effects.
· An artiﬁcial intelligence agent can be used to monitor a physician’s patients and their respective needs to ensure that appointment deadlines are met, especially when there are many patients.
· Automobiles and transportation
· While automobiles are not yet fully autonomous, the average car is equipped with numerous sensing devices to assist the driver in remaining safe.
· Artiﬁcial intelligence sensors can detect technical problems originating from the car as well as medical conditions emanating from the driver, such as a driver’s alcoholic breath.
· Banking
· Major fraud has been detected years after it occurred. Even minor day-to-day irregularities are detectable with pattern recognition technologies using artiﬁcial intelligence.
· Counterfeit signatures are more easily detected due to the scanning of originals into a database.
· Robo-advising is also now offered by banks and broker-dealers. Based on a rich variety of securities and an investor’s risk proﬁle, a robo-advisor can be used to construct an appropriate portfolio.
· Manufacturing
· Certainty in correctly assembling >3000 aircraft parts can now be achieved with expert systems.
· Artiﬁcial intelligence technology is good at evaluating all of the many different possibilities facing the design of new products. It can, therefore, be used to assist in the creative design process.
· Education
· Personalization in online teaching, or the lack of it when there are a large num- ber of students, as is the case in Massive Open Online Courses (MOOCs), is an important quality enhancement.
· The timely grading of test results both quantitatively in terms of numerical grades and qualitatively in terms of verbal responses can be enhanced with arti- ﬁcial intelligence technologies.
· Retail
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· Websites keep track of shifting interests based on the number visits to a website and the purchases made. To the extent that website visitors can be identiﬁed, personal purchase predictions are enabled by artiﬁcial intelligence.
· Chatbots of the future will know callers via voice recognition and display patience, good humor, good manners, and even be kind. To this end, chatbots are about customer retention and customer service.
· Market segmentation used to be based on geographical regions, such as state, province, or county. It is now possible on a street-by-street basis.

The options are endless and personal. Your vacuum cleaner will have learned your liv- ing room layout without missing a corner, minimizing the distance traveled, and your personal instantaneous translator will help you communicate with the locals on your next overseas holiday.

The examples above brieﬂy summarize applications in which artiﬁcial intelligence will probably play a signiﬁcant role. The following case study illustrates just how this tech- nology will assist in meeting urgent company needs.

Business case study
 (
The case involves the Mizuho Bank in Japan, which is headquartered in Tokyo and
 
has over 500 branches. The issue at hand was customer service interaction, which
 
is
 
varied
 
and
 
complex
 
in
 
the
 
banking
 
industry.
 
It
 
is
 
not
 
like
 
a
 
warehouse
 
where
 
all
 
one
 
has
 
to
 
do
 
is
 
consult
 
an
 
inventory
 
list
 
and
 
answer
 
customer
 
questions
 
with
 
“yes
 
we
 
have
 
that
 
part,
 
and
 
the
 
price
 
is…”.
 
Banking
 
questions
 
often
 
involve
 
international
 
transfers,
 
local
 
regulations,
 
tax
 
issues,
 
fraud,
 
investment
 
advice,
 
and
 
interest
 
len-
 
ding
 
rates.
Mizuho’s
 
ambition
 
was
 
to
 
analyze
 
customer
 
conversations
 
in
 
real
 
time
 
using
 
a
 
natu-
 
ral language processing (NLP) algorithm so that employees answering customer
 
enquiries had the best information available on their computer screens, enabling
 
them to give good, real-time 
responses. This case illustrates how artiﬁcial intelli-
 
gence
 
technology
 
can
 
be
 
used
 
as
 
a
 
tool
 
to
 
help
 
humans
 
at
 
work.
The
 
bank’s
 
objective
 
was
 
to
 
improve
 
employee
 
performance
 
in
 
responding
 
to
 
custo-
 
mer calls, especially those of new employees with less practical experience. The
 
bank’s
 
methods
 
included
 
the
 
“Cloud”,
 
internet,
 
NPL
 
algorithms,
 
statistics,
 
and
 
conti-
 
nuous
 
learning
 
as
 
a
 
result
 
of
 
the
 
algorithm
 
listening
 
to
 
phone
 
calls.
 
The
 
results
 
inc-
 
luded:
A
 
higher
 
level
 
of
 
customer
 
service
A
 
reduction
 
in
 
employee
 
response
 
time
 
to
 
customer
 
questions
A
 
reduction
 
in
 
call
 
center
 
staff
 
quality
 
improvement
 
training
However, assume that customer conversations were recorded without a customer’s
 
permission.
 
Do
 
you
 
think
 
this
 
constitutes
 
an
 
ethical
 
violation?
 
If
 
so,
 
why?
 
If
 
not,
 
why
 
not?
)










Summary
 (
This
 
unit
 
has
 
highlighted
 
three
 
main
 
currents
 
in
 
artiﬁcial
 
intelligence
 
research
 
that
 
have
 
shaped
 
the
 
ﬁeld
 
at
 
various
 
times
 
throughout
 
its
 
history.
Expert
 
systems
 
try
 
to
 
emulate
 
the
 
knowledge
 
and
 
decision-making
 
capabilities
 
of
 
human
 
experts.
 
To
 
this
 
end,
 
facts
 
and
 
their
 
governing
 
rules
 
from
 
a
 
certain
 
domain
 
are
 
encoded
 
in
 
a
 
machine-readable
 
form
 
in
 
a
 
knowledge
 
base.
 
An
 
inference
 
engine
 
operates on that knowledge base in order to derive new and hitherto unknown
 
facts and relations that can be used to make decisions or solve problems in the
 
pertaining
 
domain.
Prolog
 
has
 
been
 
introduced
 
as
 
the
 
primary
 
example
 
of
 
logic
 
programming.
 
Logic
 
programming
 
tries
 
to
 
implement
 
ﬁrst
 
order
 
logical
 
reasoning.
 
Facts,
 
rules,
 
and
 
rela-
 
tions
 
are
 
formulated
 
via
 
predicates
 
and
 
clauses.
 
Programming
 
is
 
done
 
in
 
a
 
declara-
 
tive
 
way
 
by
 
querying
 
the
 
knowledge
 
base
 
of
 
facts
 
and
 
rules
 
without
 
explicitly
 
speci-
 
fying
 
the
 
steps
 
that
 
lead
 
to
 
a
 
solution.
As with artiﬁcial intelligence, the scientiﬁc ﬁeld of machine learning was estab-
 
lished
 
in
 
the
 
late
 
1950s.
 
Machine
 
learning
 
employes
 
algorithmically
 
motivated
 
tech-
 
niques
 
and
 
approaches
 
that
 
draw
 
upon
 
statistics
 
to
 
learn
 
from
 
data.
 
Depending
 
on
 
the
 
kind
 
of
 
data
 
used,
 
different
 
types
 
of
 
learning
 
can
 
be
 
distinguished.
 
While
 
super-
 
vised
 
learning
 
depends
 
on
 
labels,
 
unsupervised
 
learning
 
is
 
more
 
concerned
 
with
 
the identiﬁcation of structures and regularities in data. Reinforcement learning is
 
based on the concept of an agent that explores its environment through actions
 
that
 
lead
 
to
 
a
 
reward
 
based
 
on
 
their
 
utility
 
for
 
reaching
 
a
 
goal.
)
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Neuroscience and Cognitive Science









STUDY GOALS

On completion of this unit, you will have learned …

… how neuroscience describes the anatomical and physiological composition of the brain.
… how cognitive science unites different scientiﬁc disciplines in the search for models of cognitive processes.
… some of the most salient relations and connections between neuroscience, cognitive science, and artiﬁcial intelligence, together with their implications for human and machine intelligence.
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3. Neuroscience and Cognitive Science


Introduction
The goal of artiﬁcial intelligence (AI) can be deﬁned as the mechanical reproduction of intelligent behavior. This evidently poses an enormous scientiﬁc and engineering chal- lenge. It should, therefore, come as no surprise that throughout the history of artiﬁcial intelligence, researchers and engineers have sought inspiration from the study of natu- ral systems that exhibit the traits and characteristics that artiﬁcial intelligence tries to emulate. The only known working examples of such systems are given by animal brains and their associated cognitive functions and abilities. Therefore, the goal of this unit is to familiarize you with the basic tenets of neuroscience and cognitive science, which respectively deal with the study of human and animal nervous systems and the broader scientiﬁc endeavor aiming to model and understand cognitive functions.


3.1 Neuroscience and the Human Brain
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Nervous system The sum total of all cells in the body concerned with the forwarding and pro- cessing of sensory and control signals is referred to as the nervous system.

As a scientiﬁc discipline, neuroscience tries to identify the relevant anatomical struc- tures that form nervous systems and their functional roles. As such, it belongs to the broader ﬁeld of biology, combining anatomy, physiology, cytology, and the chemical and developmental sciences. In the following section, the focus is primarily on the human brain, as based on our current knowledge it constitutes the most complex and most capable brain specimen.

Brain Anatomy and Physiology

Anatomically, the brain is a lump of soft tissue that weighs between 1.2—1.4 kg in adults with considerable variation between individuals. Nevertheless, there is no evidence to suggest that brain size is connected with mental capacity. The outer layer of the brain is a highly wrinkled structure with a large surface area ﬁt to the available cranial vol- ume. On a coarse scale, its constituent parts are the cerebrum, the cerebellum, and the brain stem. The latter functions as an interface or relay station between the brain and the spinal cord, which in turn branches out into the peripheral nervous system. It is the locus of control for basic perseverance and maintenance functions, such as heart-rate regulation, breathing, regulation of body temperature, and the wake-sleep cycle. The cerebellum is a structure adjacent to the brain stem underneath the cerebrum. Its main function is motor control, such as steering movement, upholding balance, and main- taining body posture. The largest fraction of the brain is constituted by the cerebrum. All higher functions, such as the interpretation of sensory input, emotions and reason- ing, and speech and language understanding, reside here.

Viewed from above, the cerebrum is split into two halves called hemispheres. An ana- tomical structure called the corpus callosum forms the connection between these halves, enabling the exchange of signals and communication between the two hemi- spheres of the brain. The right hemisphere controls the left side of the body, and the
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left hemisphere controls the right side of the body. It thus follows that, generally, the brain halves are highly symmetrical with respect to their function. In contrast, one com- monly ﬁnds broad claims of functional specialization, also called lateralization, of high-level cognitive functions in popular psychology. The notion that logical and ana- lytical thinking resides in the left hemisphere, whereas creativity is situated in the right hemisphere, might serve as an often-encountered example. Such claims are inaccurate and misleading since most reliable evidence for actual lateralization pertains to more low-level perceptual functions. One notable example of a hemisphere asymmetry is given by Broca’s and Wernicke’s areas which play an important role in language pro- cessing. These brain regions are usually found in the hemisphere opposite to the domi- nant hand, which is the brain hemisphere that controls the dominant side of the body.

Apart from the hemisphere structure, the brain can be compartmentalized into four main lobes, as indicated in the ﬁgure below. This division is based anatomically on the most visibly distinct ﬁssures of the brain surface. Despite the fact that the vast majority of observable brain functions are based on the complex interaction of many of the brain’s constituent parts, one can justiﬁably attribute a certain functional specialization to these lobes.



lateralization
This refers to func- tional differentiation across the central body plane—that is, left-right differentia- tion.


[image: ]









The frontal lobe is responsible for many cognitive abilities that are commonly referred to as higher mental faculties, such as judgement, planning, problem-solving, intelli- gence, and self-awareness. It is also involved in complex motor control tasks and speech.

The parietal lobe, by contrast, is mostly concerned with the interpretation of sensory input. As such, it constructs our spatial-visual perception and interprets vision, audi- tory, and touch signals.

The temporal lobe is involved in the understanding of language, the formation of mem- ory, and sequencing and organization. It is also involved in complex vision tasks, such as the recognition of objects and faces.

The role of the occipital lobe lies in performing the early stages of visual signal pro- cessing and interpretation.

On a cellular level, the human brain is, on average, composed of about 86 billion (0,86 · 1011) connected nerve cells called neurons, which are responsible for information processing, and an approximately tenfold higher number of glia cells, which are responsible for the protection, nourishment, and structural support of neurons.
[image: ]
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Above is a representation of a human nerve cell or neuron. The cell body is called the soma. Signals from other neurons reach the soma via branched structures called den- drites. The soma then processes the incoming information and produces a correspond- ing output that is sent down the axon. The length of the axon can be 10 to 1000 times the diameter of the soma. At its end, it branches off into axon terminals that constitute the points of contact for dendrites from neurons further down the signal ﬂow.

The difference between soma and axons manifests itself in the distinction, visible to the naked eye, between the gray and white matter seen in brain cross-sections. Gray matter is formed by the cell bodies, whereas white matter is comprised of axons.

Brain Function Summary

The human brain functions as the regulator of all our bodily functions 24 hours a day, 7 days a week. On a basic level, an interconnected network of neurons controls the func- tioning of our body’s routine needs, such as breathing, blood pressure, and mobility. Communication between the brain and the body takes place along the spinal column.

The brain is responsible for the processing of sensory input in the form of the following modalities:

1. Vision (sight)
2. Audition (hearing)
3. Gustation (taste)
4. Olfaction (smell)
5. Tactition (touch)
6. Thermoception (temperature)
7. Nociception (pain)
8. Equilibrioception (balance)
9. Proprioception (body awareness)

Even more importantly for the subject of this course, the brain is responsible for moti- vation—the promotion of behaviors that are considered beneﬁcial for the organism, including attention, learning, memory, planning, problem-solving, understanding lan- guage, and the ability to form complex ideas.

It is important to remember that the brain perceives inputs, processes these inputs based on what it already knows, and then initiates some sort of action. For example, most human brains will recognize the effect of touching a hot plate and react accord- ingly most of the time.










[image: ]



3.2 Cognitive Science



Cognition This is the mental process of gaining knowledge and understanding as a result of thinking, experience, and the
senses.

Whereas neuroscience focuses on the study of the anatomy and physiology of nervous systems, cognitive science, by contrast, takes a wider view and examines cognition and cognitive processes in their own right, abstracting from biological actualities to eluci- date corresponding functional relationships. The typical cognitive processes studied in cognitive science are as follows:

· behavior
· intelligence
· language
· memory
· perception
· emotion
· reasoning
· learning
· evolutionary and developmental aspects of cognitive processes


Approaches, History, and Methods

Fitting its aspiration to be an encompassing study of the mind, the deﬁning characteris- tic of cognitive science, as a ﬁeld of scientiﬁc endeavor, is its interdisciplinary approach. It draws upon knowledge from a diverse set of disciplines:

· philosophy
· psychology
· neuroscience
· linguistics
· anthropology
· artiﬁcial intelligence

From the earliest times, humans have been compelled to think about the origins and workings of the mind. Thus, like artiﬁcial intelligence, the intellectual history of cogni- tive science can be traced back to the dawn of philosophy in antiquity. However, cur-
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rent approaches and methods used in cognitive science derive from twentieth century developments. Driving forces at the time were George Miller’s studies on mental repre- sentations and the limitations of short-term memory, Noam Chomsky’s work on formal grammars and his scathing critique of the psychological paradigm of radical behavior- ism, and early efforts in artiﬁcial intelligence. However, it was not until 1975 that the term “cognitive science” was coined and started to be used as a common denominator associated with other scientiﬁc ﬁelds.

The scientiﬁc sub-disciplines of cognitive science are as diverse as its methodological approaches. Emprical data in the study of cognitive processes is commonly derived from typical experimental methods used in the various disciplines that concern them- selves with the study of the mind. The three main approaches outlined below underly the majority of empirical ﬁndings.

1. Brain imaging: This is a tool commonly used in medicine and neuroscience that enables the tracing of neural activity while the brain is performing complex mental tasks.
2. Behavioral experiments: Frequently used in psychology, behavioral experiments allow us to draw conclusions about the processing of stimuli.
3. Simulation via computational modeling: This technique allows us to verify theoreti- cal ideas about the functional processes involved in mental activities by comparing simulated outcomes with real-world behavioral data.

Key Concepts, Inﬂuences, and Critique

The representational theory of mind is the prevalent paradigm uniting the majority of work in cognitive science. According to this framework, cognition is achieved by employing computational procedures on mental constructs that can be likened to data structures in computer science. These mental objects or data structures could repre- sent concrete objects in the sense of physical entities or abstractions that pertain to the mental domain alone, such as images, concepts, logical propositions, or analogies. The computational procedures are correspondingly variegated and include deduction, search and matching, and the like.

Cognitive science as a ﬁeld of research also includes contributions from numerous other specialized disciplines. Through its systemic approach, it also inﬂuences the thinking in many associated subject areas. It has thus made relevant contributions to behavioral economics (a newer branch of economics that studies how people actually behave in economic decision-making instead of postulating perfectly rational actors) and the study of cognitive biases and the judgement of risk. However, some of its most noteworthy contributions relate to linguistics, the philosophy of language, and an understanding of the functional roles and interplay of brain structures.

Despite its marked successes, conventional approaches to cognitive science have also been subject to critique. For example, cognitive science has only recently considered the role of emotion in human thinking and the problem of consciousness. Additionally,










Cognitive bias This refers to partial- ity in valuation or judgement that stands in the way of an objective consid- eration of a given situation. It denotes an often systematic
—repeatedly occur- ring—deviation from
rationality.

as a result of its focus on the individual mind, it has tended to neglect important aspects of cognition, such as its social dimension and issues to do with embodiment and the impact of the physical environment.


3.3 The Relationship Between Neuroscience, Cognitive Science, and Artiﬁcial Intelligence
The preceding sections gave an overview of neuroscience and cognitive science. Together with the subject of the course, artiﬁcial intelligence, this stimulates thought on how these ﬁelds relate to each other.

Biological Neural Networks and the Mind

While the question of whether the brain is the locus of cognition, or just an organ to cool the blood, was debated in Greek antiquity, today we know that the former hypoth- esis is correct. Not only do we have a wealth of documented cases where speciﬁc brain lesions due to accident or illness lead to speciﬁc functional impairments, we also know that marked changes in what we would colloquially term the character of a person result from measurable neurological damage. Thus, without resorting entirely, or at least partly, to metaphysical explanations of the origins of the mind, we now have to accept that the brain is the physical base of mental states. This does not mean that we can readily explain every aspect of the mind or cognition in terms of underlying neuro- logical processes. If this were the case, the broad scope of cognitive science, as out- lined above, would be superﬂuous.

Paraphrasing the work of Siegel (2012), the human mind can be described as a human faculty, which is an emerging and self-organizing relational process embodied in the human persona. It is also a facility regulating the ﬂow of energy and information, which is complex, open, non-linear, and simultaneously inside and outside the body. To clar- ify this deﬁnition, the following key terms are deﬁned:

Faculty
“Faculty” refers to all the mental and physical abilities a person is endowed with, which can exhibit considerable variation between individuals.

Self-organizing
“Self-organizing” refers to a process of spontaneous ordering arising from local interac- tions. For example, clouds in the sky are considered to be self-organizing, as they move with the wind from warm to cold air, store and release moisture, and remain at a partic- ular altitude for a certain period of time.
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Emerging
“Emerging” means “to give rise to”. To stay with our previous example, that which gives rise to the formation of clouds in the sky is often a heat source on the ground, likely to be a plowed ﬁeld’s dark soil absorbing heat from the sun. The resulting column of warm air rising towards the sky forms a cloud.

Relational processes
“Relational processes” signify that there is a signiﬁcant relationship between the human persona and outside objects and processes, not in the least in the form of other minds.

A sample of speciﬁc human faculties represented by the human mind is given below:

· Conscience: This is the human faculty that judges the difference between right and wrong based on an individual’s value system.
· Self-awareness: This is the conscious awareness of being and introspection.
· Judgement: This is the ability to consider evidence and other sources of knowledge in order to make decisions.
· Language: This is the ability to use languages to express ideas.
· Imagination: This is the ability to see possibilities beyond what is immediately being perceived.
· Memory: This is the ability to recall coded and stored information in the brain.
· Thinking: This is the faculty to search for possible reasons or causes.


Neuroscience, Cognitive Science, and Artiﬁcial Neural Networks

The relationship between our brain and the many manifestations of mental activities still requires further research, which is also true of the relationship between neural processes and their representation in the form of computational models.

Since the beginning of the information technology and computer era, researchers have been fascinated with the prospect of reproducing mental faculties in computational machinery. This process has always been a two-way exchange. On the one hand, com- puter scientists, and in particular artiﬁcial intelligence researchers, have looked into philosophical, psychological, and neurological models of cognitive capabilities as inspi- ration for their endeavors. On the other hand, researchers in cognitive processes have built and employed computational models to gain insight into otherwise hard to test notions about the functioning of the mind or the neural circuitry found in organisms.

One of the most prominent outﬂows of such research activities is the computational model of neural activity pioneered by Warren McCulloch and Walter Pitts in the 1940s, variants of which are still being used in connectionist machine learning models today. According to such models, a neuron’s function can be characterized in the following way: the cell receives input in the form of electrochemical signals from other neurons that are located upstream in the information processing ﬂow. It then modulates the input according to how often two nerve cells are activated together. The more often this happens, the greater the upregulation of the connection between the neurons. If the









total excitation exceeds some predeﬁned threshold, each neuron takes the sum of all its inputs weighted in this manner and sends an impulse along the axon, its outgoing connection. This working mechanism is depicted in the ﬁgure below based on the fol- lowing steps:

1. The input is received via input connections that model connection strength via weight parameters wn.
2. The weighted inputs are summated.
3. The resulting sum S is then subjected to the activation function f(S).
4. Finally, the activation function value is distributed to output connections.
[image: ]

Information processing and the learning of input-output associations is, in a limited way, already possible with a single computational unit working according to the schema given above. Nevertheless, the analogy to biological neural systems is generally carried one step further by building networked structures that can be organized in a layered scheme.
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Concerning the ﬂow of information processing through the network, two approaches can be found in the literature. These are the feed forward and recurrent approaches.

The feed forward approach
In this type of network, processing, and thus the ﬂow of information, only proceeds in one direction—upstream to downstream. Every node in the network receives inputs, does the processing based on its associated weights and transfer function, and passes the signal onto the connected neurons in the next layer without looping. One typically distinguishes three types of layers: (1) the input layer, (2) one or more hidden layers, and (3) the output layer that encodes the response of the network.

The recurrent approach
In recurrent networks, the ﬂow of information follows a directed graph where the suc- cession of nodes along the graph encodes the temporal succession of processing steps performed by the network. This temporal aspect and the resulting dynamic behavior of the network make this network class particularly well suited to applications that have a time component, such as the processing of a time-series, speech, or handwriting recog- nition. Such networks also commonly contain memory units that can store information about previous states of the network or its constituent parts.

Clearly, the aforementioned approaches to the creation of learning systems have been inspired by theories of neural information processing. However, this relationship is often over-emphasized in popular sources, such as magazine and news articles, and at times even sensationalized beyond what could be considered factually warranted. It is prudent to keep in mind that these artiﬁcial neural networks implement highly simpli- ﬁed models of neural activity that abstract away many of the complexities of biological neural activity. Thankfully, deep learning, the dominant paradigm of neural inspired









machine learning models, emphasizes in its name the concrete property of its pertain- ing network models, i.e., depth of layering over vague allusions to the functioning of biological neural networks.

The Human Brain, Its Artiﬁcial Representations, and Computer Hardware

Even without referring to computational schemes that explicitly draw inspiration from the neural architecture of our brains, one often ﬁnds comparisons between the com- plexity of current computing machinery to the brain in the popular science discourse. To this end, the complex mobile chip designs of today have transistor counts in the order of magnitude of 1010. Thus, the number of transistors in a modern central pro- cessing unit (CPU) already approaches the number of neurons in the human brain.

Since a transistor is the most primitive switching unit imaginable and the representa- tion of the function of a single neuron requires a sizeable numer of transistors, a more interesting comparison lies in the juxtaposition of the number of units in the largest artiﬁcial neural network models existing today with biological counterparts. To this end, the largest current artiﬁcial nets have unit counts of between 106 and 107; however, since the 1980s this number has been doubling roughly every 2.4 years. For reference, the number of neurons in humans is about 1011, in bees around 106, and in frogs 108.

It has to be noted, however, that reducing general human intelligence to one number and comparing it to a representative number for machine intelligence is not very meaningful. Nor does comparing the neuron count of the human brain to transistor numbers in a CPU, or to unit counts in network models, lead to any profound conclu- sions about the state of artiﬁcial intelligence. It is no more than an interesting metric.

Human and Machine Intelligence

If we look at the history and current state of artiﬁcial intelligence, most research and development continues to focus on building systems that try to solve speciﬁc tasks, such as playing certain strategy games, identifying objects in images or videos, control- ling particular types of robots to achieve a certain goal, or translating written text.

Nevertheless, since the beginning of artiﬁcial intelligence research, there has been a strong current of thought directed towards the construction of a system that matches or even exceeds human mental capacity in all its diversity. When comparing problem- solving with existing artiﬁcial intelligence models and the capabilties of the human mind, many striking differences are easily discernable. In the following, we look at three manifest disparities.

Learning efﬁciency
While there are current task speciﬁc artiﬁcial intelligence models that clearly exceed human ability in a particular application domain, they typically achieve this superior performance by processing vastly more training data than humans are ever able to use. As an example, consider DeepMind’s AlphaZero. Various versions of this artiﬁcial intelli-
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gence system have learned to play the games Go, chess, and shogi at a superhuman level simply by being given the rules of the game and having extensive opportunities for self-play. While learning, these systems have played millions of games against themselves in order to reach their ﬁnal playing capacity—much more than even the most elite human players manage to play in their entire career. Put another way, the human brain seems to achieve an almost as high performance using much less data.

Generalization and transfer
While the general architecture of the artiﬁcial intelligence system mentioned in the previous example was the same, no matter whether the game under consideration was Go, chess, or shogi, in each instance the system was only able to play the particular game it had been trained on. Yet there are numerous examples of human players ach- ieving expert level proﬁciency in more that one of these games—often reporting inter- esting inﬂuences and inspiration in their strategic thinking in one game as compared to others.

Imagination
Continuing with this example, master-level human players have noted that artiﬁcial intelligence occasionally comes up with moves that are purposeful, yet entirely novel and deeply surprising to human experts. While this could still be considered to be a certain type of creativity, it is still the case that, by and large, imaginativeness has not up until now been a strong point of artiﬁcial intelligence systems.

Unsurprisingly, these and many other deﬁciencies of artiﬁcial intelligence systems with respect to the full spectrum of human capabilities have prompted researchers to attempt to close the gaps. Some noteworthy attempts are summarized below.

Transfer learning
The core idea of transfer learning is to take an existing model trained on a particular task and with a small amount of further training apply it to a different, yet related task. This technique is common in deep learning-based methods for object recognition in images or videos. In this domain, a system that has been trained to detect object “A” is repurposed to detect object “B”. This approach works because of the particular way in which objects are represented in such deep network models. The network constructs hierarchical representations of image properties in which early layers detect very gen- eral properties like edges or corners that are relevant for the recognition of many dif- ferent object classes.

Meta learning
Meta learning takes one step back from the learning of concrete tasks and is concerned with the problem of learning to learn. To this end, it tries to abstract from individual learning scenarios to ﬁnd successful common strategies and approaches.

Generative adversarial networks (GAN)
This approach constitutes another path by which artiﬁcial intelligence is approaching human imagination and creativity. A GAN is composed of two deep, multilayered neural networks that work in opposition to each other, hence the term adversarial. One of these networks tries to generate data from a certain category. Consequently, it is called









the generator network. The other network is presented with generated, artiﬁcial data as well as real-world data from the same category. The task of the second network is to decide which data is real and which has been generated. Thus, the latter network is referred to as a discriminator network. Both networks are then optimized in lockstep. In this setting, the generator has to create ever more lifelike instances of artiﬁcial data in order to keep up with the enhancing ability of the discriminator to discern instances of real and generated data. The following image represents a GAN in graphical form.
[image: ]


Super Intelligence

Building on the notion of artiﬁcial intelligence as a human equivalent is the idea of super intelligence, which is the belief in the possibility of an artiﬁcially created intelli- gence which could exceed the capabilities of the human mind. Strikingly, adherents of this idea commonly think that the achievement of such a level of intelligence is not brought about by human scientists or engineers, but by intelligent machines themsel- ves. In this line of thinking, a machine that has reached a versatile and open-ended level of intelligence equivalent to human level could use its capacities to acquire vast amounts of existing knowledge (because it has no memory capacity or retrieval limita- tions) and then use that knowledge together with its problem-solving capacity to improve itself. The resulting next generation artiﬁcial intelligence would then, in turn, use its superior resources and capacities for self-improvement to create a subsequent version of ever-improved intelligence. Thus, a runaway evolution of ever increasingly intelligent machines could take place, quickly surpassing anything humanly imaginable. The point at which this exponential growth in machine intelligence kicks off is often referred to as the technological singularity.

The two most inﬂuential thinkers behind the creation and subsequent popularization of the idea of a technological singularity, as described above, are Vernor Vinge and Ray Kurzweil. In 1993, Vinge (1993) predicted that greater than human intelligence would be achieved in the upcoming thirty years by either technological or biological means or a
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combination thereof. He also believed that a technological singularity is a process that gets triggered at a point in time when artiﬁcial intelligence systems become sufﬁciently developed. Subsequently, continuous improvements occur, which feed into themselves and thus keep accelerating.

Kurzweil (2005) is another proponent of the concept of singularity. In fact, one of his most recent books is called The Singularity is Near, which is probably one of the best sources containing supporting arguments for the concept of singularity. Early in his career Kurzweil (2005) gained recognition as an inventor and futurist by contributing to the ﬁelds of scanning and speech recognition, to name just a few. Kurzweil (2005, p. 25) predicts intelligence increases will be non-biological and based on an artiﬁcially crea- ted substrate rather than neurons, potentially becoming “a trillion times more power- ful” than today.

While such musings might be entertaining on an intellectual level or as a thought exer- cise, there are no stringent reasons to believe that such a development is likely or even possible. A summary of some common counter-arguments to the concept of a techno- logical singularity is listed below.

Summary of common counter-arguments to the concept of a technological singularity

· In looking at the history of achievements in the ﬁeld of artiﬁcial intelligence, practi- cal successes, while steady, have also been rather modest.
· An explosion of artiﬁcial intelligence cannot happen until machine intelligence sur- passes the human variety in all domains, and this is not likely to happen anytime soon. Playing chess or the game of Go is not sufﬁcient for supporting the argument for the development of a General Artiﬁcial Intelligence.
· It is true that new discoveries in artiﬁcial intelligence are being made and have been demonstrated to be scientiﬁcally and economically successful. However, incre- ased complexity is brought about by every new discovery. Taking this into considera- tion, the next discovery is likely to be more difﬁcult. Would the continuation of this process not reach a point of diminishing return?
· Similarly, while forecasting large returns from artiﬁcial intelligence may be obser- vable in day-to-day applications, trends may not continue forever given that no trend ever does. Eventually, exponential performance curves turn into s-curves, which taper off at the top.
· Arguably, the generality of human intelligence is contingent on many mental factors, such as emotion, motivation, the feeling of autonomy and agency, and even, to some extent, our biases and seeming cognitive shortcomings. The logic of the artiﬁ- cial intelligence explosion seems to assume that a machine can achieve or mimic those while retaining control over its more mechanical and computerlike aspects, such as virtually unbounded memory and computational speed.
· The argument in support of the theory of an artiﬁcial intelligence explosion exclusi- vely focuses on the individual mind. However, much of what makes up the strength of the human mind is its social dimension. Times when the most gifted individuals could absorb the total amount of available knowledge are long gone. Our lives are shaped by the collective intelligence of our society and its division of labor. Even on









their own, the brightest individual could not establish the quality of life and free- dom to pursue the quest for all of human knowledge, at least in our developed societies.

Thinking exercise
 (
Consider
 
what
 
a
 
hypothetical
 
society
 
with
 
advanced
 
artiﬁcial
 
intelligence
 
might
 
look
 
like
 
in
 
thirty
 
or
 
more
 
years
 
from
 
now.
In
 
what
 
ﬁeld
 
will
 
artiﬁcial
 
intelligence
 
play
 
the
 
greatest
 
role?
What
 
effect
 
will
 
artiﬁcial
 
intelligence
 
have
 
on
 
this
 
ﬁeld
 
and
 
on
 
society
 
more
 
generally?
Do
 
you
 
think
 
it
 
is
 
possible
 
that
 
rogue
 
governments,
 
corporations,
 
or
 
other
 
crimi-
 
nal elements could highjack an advanced artiﬁcial intelligence system and
 
exploit
 
it
 
for
 
their
 
own
 
ends?
Do
 
you
 
believe,
 
as
 
Kurzweil
 
does,
 
that
 
the
 
content
 
of
 
a
 
human
 
brain
 
working
 
in
 
analog
 
could
 
in
 
future
 
be
 
downloaded
 
onto
 
a
 
digital
 
storage
 
device
 
and
 
preser-
 
ved?
)



Summary
 (
In
 
this
 
unit,
 
we
 
focused
 
on
 
scientiﬁc
 
disciplines
 
closely
 
related
 
to
 
and
 
uniquely
 
informing
 
research
 
in
 
artiﬁcial
 
intelligence.
Focusing
 
on
 
neuroscience,
 
this
 
unit
 
provided
 
some
 
basic
 
anatomical
 
facts
 
about
 
cells in
 
the
 
nervous
 
system
 
and
 
the
 
brain.
 
The coarse
 
scale
 
structure
 
of
 
the
 
brain—
 
the
 
division
 
of
 
the
 
main
 
lobes—was
 
also
 
described
 
and
 
the
 
physiological
 
relevance
 
of
 
the
 
main
 
constituent
 
parts
 
outlined.
Expanding upon neuroscience, cognitive science was introduced to give a broader
 
point
 
of
 
view
 
and
 
a
 
more
 
general
 
understanding
 
of
 
cognitive
 
processes
 
and
 
phe-
 
nomena
 
utilizing
 
contributions
 
from
 
diverse
 
academic
 
ﬁelds,
 
including
 
philosophy,
 
psychology,
 
linguistics,
 
and
 
anthropology.
 
The
 
unit
 
also
 
explored
 
the
 
multitude
 
of
 
interrelations
 
between
 
these
 
ﬁelds
 
of
 
study
 
and
 
their
 
connection
 
to
 
artiﬁcial
 
intelli-
 
gence.
)
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STUDY GOALS

On completion of this unit, you will have learned …

…   about the interrelationship between computing and artiﬁcial intelligence.
… to appreciate the advances in computing technologies since the 1950s and the new insights and opportunities this continues to provide.
… about the difference between weak or narrow artiﬁcial intelligence used today versus the future possibility of Artiﬁcial General Intelligence.
… about the potential beneﬁts of modern systems in artiﬁcial intelligence relative to computer vision and natural language processing (NLP).
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4. Modern Artiﬁcial Intelligence Systems


Introduction
The two research ﬁelds of computer science and artiﬁcial intelligence work hand in hand to produce advances. However, they are not always perfectly synchronized, and it can be argued that the current wave of progress in deep learning, in particular, and artiﬁcial intelligence, in general, is to a considerable extent driven by recent advances in data storage and computing capabilities. Reciprocally, the last decline of interest in connectionists models of machine intelligence and learning that preceded the current period of renewed enthusiasm would not have occurred—at least not in such a pro- nounced form—if today’s distributed computing and storage technology had been available.


4.1 Recent Developments in Hardware and Software
In the 1950s computing technology developed into an industry, which was a period of great excitement. Many universities and government funded programs created innova- tive computing devices, nearly all of which ran on vacuum tubes in which the ﬂow of electrons moving in a vacuum was used as a switch to turn on or to turn off bits of information. The UNIVAC computer was the ﬁrst commercial version at a time when the whole world only had about 100 computers. During this time, Alan Turing (1950) also published the seminal paper “Computing Machinery and Intelligence” proposing the concept of machine intelligence. Interactions between humans and machines were demonstrated, and high-level languages, such as FORTRAN, COBOL, and Lisp, which alleviated the programmer of tedious bit-level operations, appeared on the market.
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Moore’s Law This law states that complexity, as meas- ured by the number of transistors on a chip, doubles every
two years.

In the 1960s the rate of change accelerated with an emphasis on computing capacity and integrated circuit design rather than vacuum tubes, networks, and operating sys- tems. An integrated circuit operates on semiconducting material, performing the same function as larger electronic components. The transformation from vacuum tubes to transistors and integrated circuits had vast commercial implications in lowering costs, reducing the weight and space of machinery, increasing reliability, and decreasing operational energy needs. The net effect was that computers became more affordable and simultaneously more powerful. Moore’s Law, which is arguably running out of val- idity today, was also coined and became widely accepted. What were then called “third generation computers” included the IBM-360 and 700, DEC’s PDP-8 (Mini), and the CDC-6600, the ﬁrst supercomputer of the day. The process of miniaturization continues today.

In the 1970s advances in the size of hardware led to it becoming larger (in terms of the total installation) and smaller (in terms of component size) while software capability and the ease of programming improved. During this time, Microsoft Corporation was established by Bill Gates and Paul Allen while Apple Computer was founded by Steve Wozniak and Steve Jobs. Word processing started with a program called “Word Star” and spreadsheet technology from a program called Visicalc. E-mail initially began as ARPA-
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NET—a communication mechanism for transferring ﬁles for defense and academic per- sonnel. The programming language C, which gave rise to C++ in the 1980s, promoted the structured programming paradigm. The intent was to create clarity in software develop- ment by avoiding go-to constructs, breaking large programs into smaller functions and using repetition in logic.

A lot of progress made in the 1980s can be attributed to the private sector. Much of the personal computing technology we consider to be ordinary by today’s standards was established during this period, including, for example, MS-DOS, the microcomputer operating system adopted by IBM. Many of the companies that made large contribu- tions at the time are not around anymore, such as Tandy, Commodore, and Atari. Sur- viving their founding days are Adobe Photo Shop and TCP/IP, the protocol that carries information across the internet. The whole concept of “WWW”, the idea of formatting online content under the protocol of HTTP, developed out of Switzerland’s CERN research. Network computing and the World Wide Web became more acceptable to the majority and more computational work was done on workstations.

In the 1990s multimedia technology became popular, which is the hyperlinked browsing of information that links topics on a screen to related information in graphic form. One of the biggest global developments was the rise of the Windows operating system with Windows 3.0 in 1990, followed by Windows 95 and 98. Microsoft Ofﬁce also became a worldwide standard for leading to productivity gains due to its network effect, which occurs when a product/service gains value due to increased consumer usage. The Java language also became a commercial product during the period. On the hardware side, IBM’s special computer Deep Blue beat the champion chess player Garry Kasparov, which had implications for artiﬁcial intelligence. Nokia, a Finnish communications com- pany, also introduced the ﬁrst smart phone.

Since the year 2000, hardware and software have become more integrated, producing new products and services. New product applications combining hardware and soft- ware relate to wearable devices and augmented reality, of which Microsoft’s HoloLens is an example. A good deal of this technology is still in development and a large market for it does not yet exist. Augmented reality systems like HoloLens, Oculus Rift, and simi- lar developments, combine business and entertainment on the one hand and technol- ogy and content on the other. Applications may be found in 3D tourism and 3D product catalogues. Since the year 2000, the open browser Firefox has also risen to prominence, competing with Google’s Chrome and Android. In the new products realm, Bitcoin, a cryptocurrency, was announced, which has since experienced considerable volatility. Ultimate acceptance or rejection of Bitcoin and other cryptocurrencies is yet to be established.

Cloud Computing

The developed industrial world is moving away from individually owning products and consumables in both computer hardware and conventional consumer products. In major cities the per-use leasing of cars (car sharing) helps reduce trafﬁc congestion and the occupation of parking spaces. Similar offerings for bicycles have been estab-









lished, enabling more people to share bicycles rather than having to personally own them. Using Uber or Lyft taxis, and possibly even autonomous ones in future, is less expensive than owning a car in large and mid-sized cities. Vacation home rentals are also less costly than owning them, which requires having large sums of money availa- ble on demand and incurs continuing expenses. In computing, similar sharing is also occurring and is referred to as cloud computing. The reasons for the emergence of cloud computing are summarized below:

· Artiﬁcial intelligence is advancing rapidly and requires huge computational and data storage resources. It is more efﬁcient to share hardware and software resources than have each client make their own investments, duplicating the effort.
· Building a computer resource sharing facility constitutes an economic opportunity for organizations that have the skills and resources to establish one and use it cor- rectly. A sample of cloud computing providers is made up of Amazon, IBM, SAS, Microsoft, Salesforce, Sun Microsystems, Oracle, and others.
· Cloud computing can also be considered to be an extension of the internet para- digm in which data and communications are becoming more democratic and less exclusive, with new economic opportunities being created in the form of paid adver- tising and data-related services.

In the 1980s the concept of time sharing became popular, which was a forerunner to cloud computing. Time sharing differed from cloud computing in that it was concentra- ted on the sharing of hardware resources that were always available to everybody. The cost to subscribers was billed in terms of machine cycle time and storage units. In some respects, computing became a commodity like electricity, water, and natural gas.

A few deﬁnitions are useful before we proceed to cloud computing and its application to artiﬁcial intelligence.

Virtual computers
Virtual computers are single virtual machines created inside a server environment or cloud facility to serve a single client as needed. Multiple virtual machines can operate on the same physical hardware at the same time, simultaneously drawing on data and processing resources.

Cloud computing
Cloud computing is parallel, geographically distributed, and virtualized.

Grid computing
Grid computing gets its name from the electric grid. It is a parallel and geographically distributed architecture that commonly consists of heterogenous nodes that perform different workloads or applications. Resources may be owned by multiple entities cooperating for the mutual good.
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Cluster computing systems
Cluster computing systems are also parallel and geographically distributed with resour- ces available at runtime. The difference to grid computing is that in the cluster comput- ing case we have connected stand-alone computers operating in unison, i.e., on the same task.

The main beneﬁt of cloud technology for artiﬁcial intelligence is its ability to provide a set of highly scalable computational and data storage resources.

Cloud Case—Artiﬁcial Intelligence in Supply Chains

In order to demonstrate how cloud technology and artiﬁcial intelligence go hand in hand to solve important real-world application scenarios, we will now examine the case of supply chain management.

Supply chain management, which is a very signiﬁcant area of application for artiﬁcial intelligence, is just one of the many examples of commercial scenarios that beneﬁt from cloud technology. The cloud is a physically huge server installation. It can be loca- ted anywhere to provide communication and information exchange between worldwide supply chain partner ﬁrms. Finally, one cloud can be connected with any number of other clouds. For example, if one cloud installation deals with tourism services, it may be logically connected to another cloud structure focused on public transportation.

Supply chains worldwide are connected individual enterprises that coordinate their operations for the beneﬁt of the end consumer and for mutual beneﬁt. Cloud comput- ing is the supply chain connecting mechanism, with artiﬁcial intelligence ensuring that supply chains operate more efﬁciently. When applied to supply change management, artiﬁcial intelligence

· uses natural language processing (NLP) to scan contracts, retrieve chat logs and orders, and speed up payments along the chain.
· uses machine learning to conﬁrm trends, quantifying the ﬂow of goods along the chain, with the objective of being at the right place and at the right time.
· forecasts demand for all partners to share.
· optimizes warehouse operations with respect to sending, receiving, picking, and storing products.
· operates autonomous transportation vehicles.

The challenge to making all of the above processes work is data. It must be complete, descriptive, accurate, and available in real time to all members in the chain.

Assume company X is a large manufacturing enterprise and operates like most enter- prises do, as a sophisticated supply chain stretching over several continents. Managing and coordinating a chain of independent companies, which are in part mutually dependent upon each other, has become more complicated as trade laws have changed, technology has required new approaches to the assembly and marketing of ﬁnished goods, and, most importantly, as supply chain members have insisted on









maintaining incompatible IT systems. There are many performance measures in supply chains, but for this case let us limit performance to supply chain-wide inventory levels, on-time product deliveries in perfect quality all the time, and a satisfactorily automa- ted payment system. Let us further assume that such a system has been in operation for eight years and is becoming harder to maintain as product sales volume has dou- bled and product classes have increased. In order to manage the introduction of cloud computing and artiﬁcial intelligence into a business’s IT management system, the fol- lowing key points need to be considered:

· A business case in favor of the cloud needs to be developed in order to convince participants along the supply chain that supporting the concept is worth the effort. Such a case study has to start with a complete understanding of the shortcomings of the current supply chain IT management system. The proposed replacement must address risk, governance cloud technology, and artiﬁcial intelligence applicable to the new IT environment.
· The introduction of cloud computing requires opportunity focused kind of thinking with respect to costs and beneﬁts. Issues such as new opportunities for collabora- tion, new services, data security improvement, errors reduction, improved accounta- bility, risk, and faster customer response times need to be considered.
· Working with stakeholders to create value is an important ingredient in selling an artiﬁcial intelligence related cloud project. Stakeholders are all member companies in the supply chain, including major customers who buy the end product and ulti- mately provide funding on a continuing basis.

Cloud Artiﬁcial Intelligence Service Specialization

Since advanced analytics and artiﬁcial intelligence constitute major application areas of cloud computing, relevant suppliers such as Google, Microsoft, and Amazon have integrated machine learning and artiﬁcial intelligence offerings into their portfolios. While some of these services are free to try, others require a usage fee. The fees are based on usage volume, storage space, proprietary data, frequency, and other criteria.

Artiﬁcial intelligence libraries and applications are centered on

· chatbots that conduct simulated conversations with customers and search digital and graphic databases, formulating answers verbally, many times faster than a human operator.
· natural language processing technology offered as a cloud platform service in many areas of interest, such as the translation of websites.
· visual content classiﬁcation services that have the capacity to classify a high volume of client images.
· documents from a customer source, such as in text graphics or photography, which can be presented for machine analysis (e.g., for plagiarism or style detection).
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Quantum Computing

Current chip designs are approaching the physical limits of the semiconductor-based hardware paradigm. Thus, the exponential gains in size, complexity, and execution speed of processing units, as seen in the last decade, are likely to come to an end in the foreseeable future. One way around these limits is given by parallel and distributed technologies, as already outlined. Another way is by considering entirely novel compu- tational paradigms. Quantum computing belongs to the latter category.


A classical computer represents information in bit form—elementary units that can only take on either one of the values 0 or 1 at any given time. In contrast, quantum comput- ing employs the quantum theoretical concept of superposition, derived from quantum physics, which implies that any sum of quantum states is itself a quantum state and that any quantum state can be expressed as the sum of two or more other quantum states. Applying this paradigm to the representation of information leads to the con- cept of the qubit—a unit of memory that can not only be in the two states of a classical bit—either 0 or 1—but also in a superposition of these states. A quantum computer is a device that is based on this representation of information and the pertaining opportu- nities for information processing it brings about.

Key points of quantum computing

· The term quantum in quantum computing was adopted from a branch of physics called quantum mechanics. Quantum mechanics was developed in the search for a mathematical description of the strange behavior of sub-atomic particles.
· Quantum computing is a new technology that could signiﬁcantly increase our ability to process information. While it is not yet commercially available, it is being researched by governments and major corporations.
· Quantum computing does not necessarily bring about improvements in all compu- tational tasks. It has been shown that for many important applications, classical algorithms are of comparable performance to their quantum counterparts.
· Quantum computing is expected to have a considerable impact on cryptography. On the one hand, it has the potential of rendering today’s most popular encryption algorithms useless; on the other hand, it could enable entirely new cipher methods.
· Since quantum mechanics is a theory that is probabilistic in nature and quantum computing has been shown to be especially well suited for search and optimization tasks, it stands to reason that artiﬁcial intelligence will also be impacted by quan- tum computing.


4.2 Narrow Versus General Artiﬁcial Intelligence
A more recent theme in artiﬁcial intelligence research is the clear distinction between the several related and yet diverse forms of artiﬁcial intelligence. In the most general terms, artiﬁcial intelligence can be deﬁned as the mechanistic implementation of sen- sory perception processes, cognition, and problem-solving capabilities. Throughout the




Quantum physics This is a branch of physics that describes the behav- ior of elementary particles and their interactions.









history of artiﬁcial intelligence as a scientiﬁc discipline, researchers have addressed this daunting endeavor by breaking down the challenge into a manageable size by implementing systems that perform specialized functions in controlled environments. This approach is now termed Artiﬁcial Narrow Intelligence (ANI) or Weak Artiﬁcial Intel- ligence. It is the opposite of the open-ended, ﬂexible, and domain independent form of intelligence expressed by human beings, which is commonly termed Artiﬁcial General Intelligence (AGI) or Strong Artiﬁcial Intelligence.

Artiﬁcial Narrow Intelligence

In deﬁning the term Artiﬁcial Narrow Intelligence (ANI), it is useful to think of it as all of the artiﬁcial intelligence currently in existence and which will be realizable within the foreseeable future. As such, currently existing systems in the typical application areas like self-driving vehicles, translation between languages, sales forecasting, natural lan- guage processing, and facial recognition all fall under the concept of Artiﬁcial Narrow Intelligence.

The word narrow indicates that the type of intelligence in question only pertains to one domain at a time. For example, a given device or system may be able to play chess, but it will not be able to play another strategy game like Go or shogi, let alone perform completely different tasks such as translation. In short, narrow means both a display of intelligence in the sense of the ability to solve a complex problem and a display of intelligence relative to only one task.

Artiﬁcial General Intelligence

For Artiﬁcial General Intelligence (AGI), the cognitive versatility of a human being is the reference point against which this form of artiﬁcial intelligence is measured and judged. The goal is not only to replicate speciﬁc instances of sensory data interpreta- tion, language interpretation, or other forms of intelligent behavior, but the full range of human cognitive abilities. Clearly, this entails displaying all the capabilities currently represented by Weak Artiﬁcial Intelligence as well as the ability to implement elements of generalization across domain boundaries—that is, implementing things learned in one task to different but related tasks, including motivation and volition. Philosophical sources on the matter (Searle, 1980), in particular, go one step further by also requiring that AGI possesses consciousness or self-awareness.

It is an exceptionally difﬁcult task to imagine the development of an artiﬁcial intelli- gence device that simultaneously had all of the following abilities:

· the cognitive ability to learn and function in several domains
· the possession of human-level intelligence across all domains
· the possession of multi-domain problem-solving abilities at the average human level
· independent problem-solving ability
· the ability to think abstractly without direct reference to past experience
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· the ability to perceive the whole environment in which it operates
· the ability to entertain hypotheticals for which it has no prior experience
· the ability to motivate itself and the possession of self-awareness

Moreover, the concept of superintelligence—the idea that artiﬁcial intelligence acquires cognitive abilities beyond what is possible for humans by engaging in a recursive cycle of self-improvement—is contingent on it ﬁrst reaching a state of Artiﬁcial General Intel- ligence.


4.3 Natural Language Processing (NLP) and Computer Vision
The subject of natural language processing is a major application domain of current artiﬁcial intelligence techniques, which has been the case throughout the history of artiﬁcial intelligence. It consists of three main constituent parts: (1) speech recognition
—the identiﬁcation of words in spoken language and the transformation of speech into text; (2) language understanding—the extraction of meaning from words and sentences and reading comprehension; and (3) language generation and the ability to express information and meaning in the form of well-formed sentences or longer texts.

The ultimate goal is to interpret and use language at a human level. This would not only enable humans to communicate with machines in their natural language, but also allow for a number of interesting language centered applications ranging from auto- matic translation between different languages to the generation of text excerpts, digests, or complete works of literature. While this goal has not yet been achieved, nat- ural language processing is making remarkable progress, which can be observed by the following developments:

· the development of virtual assistants on commercial phones and laptop computers that are ever more responsive to complex inquiries
· the development of enhanced machine translations between two different human languages, which are continually improving with respect to consumer telephones and computers
· the development of key-word extraction to analyze volumes of text, assisting media reporting
· the application of sentiment analysis to e-mail and social media texts to assess the writer’s mood and emotional attitude towards the subject
· the ability of voice-recognition software to identify speakers
· the ability of speech-recognition software to recognize words measured by the accu- racy rate and how well the system can keep up with an ongoing conversation in real time

Taking into account how much our human faculty of reasoning and logical inference is based on language, it is easy to see that the ability to process language is intimately tied to the problem of intelligence itself. As a case in point, consider the now famous Turing Test for the presence of artiﬁcial intelligence. Alan Turing (1950) proposed this









test as a way of determining whether a machine could be considered intelligent. The test involves a machine and a human subject, with both answering a series of ques- tions from an interrogator via telegraphic connections. If the interrogator cannot iden- tify which of the conversation partners is a human and which is a machine, the machine is considered intelligent. Clearly, this test scenario, which Turing himself called “the imitation game”, critically hinges on the ability of the machine to process natural language.

Natural language processing, as a technical discipline, started in the mid-1950s during a time of heightened geopolitical tension between the United States and the former Soviet Union. American government institutions had a high demand for English and Russian translators such that translation was outsourced to machines. While prelimi- nary results were promising, translation turned out to be far more complex than ini- tially estimated, with substantial progress in the technology failing to materialize. In 1964, the Automatic Language Processing Advisory Committee (ALPAC) therefore descri- bed natural language processing technology as “hopeless”, temporarily ending funding for natural language processing research and initiating a natural language processing winter.

Almost 20 years later in the early 1980s, the subject regained interest as a result of three events:

· Computing power increased in line with Moore’s Law, thereby enabling more compu- tationally demanding natural language processing methods.
· A paradigm shift occurred. The ﬁrst wave of language models was characterized by a grammar-oriented approach that tried to implement ever more complex sets of rules to tackle the complexities of natural everyday language. This changed towards models based on a statistical and decision-theoretic foundation. One of the ﬁrst approaches was the use of decision-tree analyses rather than man-made and hand- coded rules governing the use of words. Decision tree models lead to hard if-then choices, as represented in the diagram below.
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· Further reﬁnement of natural language processing was achieved by the use of prob- ability theory in a technique called part-of-speech tagging. This technique uses the stochastic Markov model to describe a dynamic system like speech. In a Markov model, only the last state of the system, together with a set of transition rules, deﬁnes the next state, as opposed to approaches that consider the whole history.

Overall, the shift towards statistical, decision-theoretic, and machine learning models increased the robustness of natural language processing methods in terms of their ability to cope with previously unencountered constellations. Moreover, it opened up the opportunity to learn and improve, making use of the growing corpora of literature available in electronic form.

Inside Natural Language Processing

The process of natural language understanding is based on numerous constituent parts, such as syntax, semantics, or speech recognition. Discernment of the individual components listed below helps us understand the science of natural language process- ing.

· Syntax
· Syntax describes the grammar of a language and, in particular, the prescribed sequence of words in phrases. In language translation between two or more lan- guages, obviously more than one grammar simultaneously comes into play.
· Semantics
· Semantics refers to the meaning of words. In natural language processing it answers the question of the meaning and interpretation of a word in a given context.
· Speech recognition









· Speech recognition takes the recorded sound of a person speaking and converts it to text. The exact opposite is called text-to-speech. Speech-to-text is difﬁcult because voice recognition has to deal with dialects and highly variable pronunci- ation. As human speech has practically no pauses between words, speech-to-text systems have the difﬁcult task of segmenting words in order to process entire sentences.
· Text summaries
· Text summaries produce readable summaries of volumes of text on known sub- jects. An academic or research association may conduct an annual meeting dur- ing which many research papers are presented. These papers can be summarized and analyzed for conference reports.
· There are many processes operating inside a natural language processing system, and the following examples provide a sample of those that address both syntax and semantics.
· Terminology extraction
· Terminology extraction programs analyze text and semi-automatically count fre- quently used words in many languages. The frequency of certain terms as well as the frequency of co-occurrence with other terms can provide valuable hints on the topic of a text.
· Part-of-speech-tagging
· Part-of-speech tagging is a method of ﬁnding what part of speech a given word in a sentence represents. For example, the word book can be a noun, as in the sentence “I just bought this book”, or it can be a verb, as in the sentence “I just booked a table at a restaurant”.
· Parsing
· Parsing refers to grammatically analyzing a sentence or a string of characters. In natural languages, grammar can be quite ambiguous, resulting in sentences with multiple meanings. Dependency parsing builds parse trees with inner nodes, i.e., non-terminal grammatical objects that need to be further broken down in order to arrive at the terminal nodes which represent actual words present in the parsed sentence. Constituency parsing builds the parse-tree solely on the bases of terminal nodes without the help of intermediate grammatical constructs.
· Word stemming
· The objective of word stemming is to trace derived words to their origin. For example, the word “opening” can be a noun, as in “the opening of an art show”. It can also be a verb, as in “She is opening the door”. Word stemming traces the word back to the stem “open”.
· Machine translation
· Machine translations between two or more natural languages are considered the most difﬁcult to do well. It requires multi-language grammar knowledge, seman- tics, and facts about one or more domains.
· Named entities recognition
· Named entities recognition is the task of identifying words as denoting names of people, objects, and places. Capitalization of words provides hints, but on its own is insufﬁcient to discern named objects. For example, the grammatical rules of capitalization in English are quite different to those found in German.
· Relationship extraction
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· Relationship extraction takes text and identiﬁes the relationships between named objects, such as that between a father and son or between a mother and daughter.
· Sentiment analysis
· Sentiment analysis aims to discern the prevailing attitude, emotional state, or mood of the author based on word choice.
· Disambiguation
· Disambiguation of words in sentences deals with the multiple meanings of words. To do this, computers are given a dictionary of words and associated options for the meaning of the words. This enables natural language processing to make the best choice in a given context. However, new situations always arise and exceptions are possible.
· Questioning and answering
· Questioning and answering is widely used and highly popular in commercial applications. Answers can be of a simple yes/no form with a speciﬁc one-word answer, or the process can be very complex. The question must be understood by the computer, the answer extracted from databases, and then verbalized in the form of an answer.

Computer Vision

Seeing and understanding the content of an image is second nature for humans. It is very difﬁcult for computers to do likewise, but it is the ultimate goal of computer vision. Computer vision aims to help computers see and understand the content of images just as well as human do if not also in some cases even better than humans do. In this sense, computer vision is a subﬁeld of artiﬁcial intelligence that ﬁts into the scheme of our studies, as pictured below:
[image: ]
To accomplish machine vision, machine learning is required to identify the content of images. While this process is still far from perfect, substantial advances have been ach- ieved. For humans, seeing and knowing what one is seeing comes naturally. Humans









can easily describe the informational content of an image or moving picture and recog- nize the face of a person they have seen before. Computer vision aims to teach machines to be able to do the same thing.

Developing computer vision is not an idle academic curiosity. It has many inﬂuential practical applications associated with substantial market opportunities and improve- ments in the quality of life. It also carries signiﬁcant risks. For example, computer vision techniques are used in semi-autonomous driving, robotic control, surveillance technol- ogy, and medical image analysis.

Image Acquisition and Signal Processing

Conceptually, the acquisition of image data and the application of signal processing operations, such as ﬁltering, smoothing, or similar image manipulation techniques, has to be distinguished from vision, with the latter deﬁned as the cognitive interpretation of the image content. In this section, we will therefore examine image acquisition in human and computer vision in order to identify similarities and differences.

Human vision
In the process of human seeing, light enters the eye’s cornea, which is the transparent area at the front of the human eye. The cornea has an adjustable pupil by which the amount of light entering the eye is controlled. Behind the pupil is an oblong lens with an adjustable curvature. Adjustments are made by tightening or loosening attached muscles. A relatively ﬂat curvature enables seeing distant objects. Conversely, a more curved lens brings near objects into focus. The inner eyeball is comprised of a jelly-like substance through which light travels into the retina. The retina is at the end of the eyeball and contains millions of photo receptors in the form of cones and rods. These cells detect light signals and convert them into electrical signals that are fed into the brain via the optic nerve. The process of converting light into electrical signals is called transduction. These signals are interpreted by the brain and an understanding of the image content is formed.

Camera vision
The technical counterpart of the eye is the camera. Camera technology has a long- standing history reaching as far back in time as antiquity with the camera obscura. Notable advances in camera vision are introduced below.

Pinhole cameras
Unlike the human eye and all conventional photographic cameras, pinhole cameras have no lens. They are made up of a sealed box with a small opening for light to enter. The incoming light projects an inverted image of the scene in front of the aperture on the back wall of the camera. This process takes advantage of the fact that light travels in straight lines (over short distances).
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Film cameras
Film cameras differ from pinhole cameras in that they have a lens through which light has to travel as well as photographic ﬁlm located in a sealed box that is exposed by the incoming light. Chemical reactions alter the material of the ﬁlm, thereby conserving the image. Having a lens opens up the possibility for dynamic focusing and improvements in image quality.

Digital cameras
In digital cameras, a light-capturing sensor is used in place of photographic ﬁlm. Light enters through a lens that projects the image onto a sensor chip, which in turn cap- tures the image in the form of millions of individual elements called pixels. Conceptu- ally, these millions of pixels emulate the function of millions of light sensitive cells in the retina of the human eye. A digital image can then be deﬁned as a string of pixel numbers that represent light intensity and color that can be subsequently manipulated via image processing tools.

Computer Vision—From Features to Understanding Images

A simple thought experiment is sufﬁcient to show that direct mapping of pixel-wise image content to a semantically meaningful image interpretation is infeasible. To this end, visualize a very simple scene consisting of a single object in front of a uniform monochrome background. Imagine how the pixel values change when the object changes orientation, the camera zoom is varied, or differently colored lamps are used to light the scene. A signiﬁcant part of any computer vision processing pipeline consists of the extraction of salient image features above the abstraction level of the pixel. Typi- cal examples of such features are edges (locations with a pronounced change in pixel values), corners (locations where two or more edges join or an edge rapidly changes direction), blobs (uniform subareas in a picture), and ridges (the axes of symmetry).

These image features provide the input for pattern recognition and machine learning techniques employed to derive semantically interesting image content, such as the rec- ognition of objects like license plates, trafﬁc signs for security or autonomous driving, faces for sorting photo collections with respect to a depicted person, or the discovery of malignant tissue in medical images.

A typical computer vision pipeline thus contains the following steps:

· An image acquisition mechanism, such as a digital camera, is used to acquire an image in a form that is suitable for further computational processing.
· Techniques from the ﬁeld of signal and image processing, such as sharpening or contrast enhancement, may be employed to improve suitability for subsequent pro- cessing steps.
· Based on the pixel content of the image, higher-level image features are extracted to abstract from the raw pixel data.
· The acquired higher-level features are subjected to pattern recognition and machine learning techniques to infer semantically meaningful image content.

Camera obscura This is a natural
optical phenomenon that occurs when an image is projected through a small hole in a screen or wall resulting in a reversed and inver- ted image on the surface opposite to the opening. A pin- hole camera is based on the same physical principle.









Computer vision is, therefore, a discipline that employs methods, approaches, and techniques from numerous ﬁelds of scientiﬁc study, as indicated in the ﬁgure below.
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STUDY GOALS

On completion of this unit, you will have learned …

…   how artiﬁcial intelligence techniques will aid the coming mobility revolution.
… about the ways the medicine and health care sectors can beneﬁt from artiﬁcial intelligence.
… to distinguish between the multitude of ways artiﬁcial intelligence is used to support current ﬁnancial processes as well as enable entirely new business models in the ﬁnancial sector.
… how artiﬁcial intelligence is employed in retail to automize workﬂows, optimize supply chains, and help in tailoring services to customers.
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5. Applications of Artiﬁcial Intelligence


Introduction
While artiﬁcial intelligence as a scientiﬁc discipline is related to developments in other scientiﬁc disciplines, it is not solely a subject of academic interest. In order to demon- strate the broad impact that artiﬁcial intelligence has on the economy and society as a whole, this unit is dedicated to applications of artiﬁcial intelligence. We start with a focus on mobility, followed by medicine, banking and ﬁnancial services, and the retail sector.


5.1 Mobility and Autonomous Vehicles
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Future mobility
trends This is commonly referred to as smart mobility—a net- worked form of mobility that uses data and artiﬁcial intelligence to con- nect different trans- port modalities—and includes vehicle sharing and autono- mous, self-driving
vehicles.

By mobility, we mean how people and their cargo move from point A to point B now and in the future. This section therefore focuses on the role of artiﬁcial intelligence in future mobility trends:

· car and ridesharing and the general trend away from vehicle ownership
· the development of autonomous vehicles equipped with sensing devices to support driverless mobility
· advances in networking between different modes of transport, such as trains, trol- leys, and busses, creating a seamless journey spanning multiple modalities

Economic and social forces have combined with artiﬁcial intelligence and engineering to bring about rapid change in mobility, making it faster, less expensive, safer, and more efﬁcient. There are two views of how this revolution in mobility is likely to continue. One view is that change will come gradually; an opposing view is that it will disrupt everything very quickly. The argument in favor of gradualism is that industry prefers to keep current assets deployed until they are fully depreciated while also experimenting and testing new technologies such as self-driving cars. This policy is already visible in the market for new automobiles. New automobiles are ﬁtted with self-driving technol- ogy without altering the driver-car relationship that has existed for more than one hun- dred years. Therefore, many of the self-driving technologies built into automobiles will have already been trialed and tested by the time self-driving cars fully enter the mar- ket. For intermodal mobility, i.e., travel requiring two or more modes of transport per trip such as bus and train, future mobility ecosystem support will have to be much more sophisticated than what it is now. New ventures will emerge with new services, solutions, and products to enable multiple modes of mobility in the near future, and mobility will have to be seamlessly integrated, dependable, and less expensive and wasteful than is currently the case with individual automobiles.
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Importance of Extended Mobility

The nature of mobility affects national and global economies in far-reaching ways. Just consider the impact of autonomous driving technology on automobile manufacturing. Fully automated vehicles can operate in a 24/7 mode. Combined with a shared approach to vehicle usage, this means that consumer mobility needs will be able to be satisﬁed with far viewer automobiles. As a result, automobile ownership is likely to become less and less attractive, leading to considerable decline in car sales. Car rent- als, truck rentals, taxis, and parking garages will, therefore, likely face disruptions. Com- pared to cars built with internal combustion engines, electric cars will require one-ﬁfth of the parts to produce and are thus much easier to manufacture and maintain (Wool- sey, 2018). The word “parts” refers to pre-assembled components, a major component being transmissions, which electric cars do not have as electric motors deliver enough torque to each wheel.

Autonomous driving aims to reduce accidents and injuries, which will have a positive effect on hospital emergency room capacity needs and insurance rates. In the United States, infrastructure projects like road maintenance and bridge repairs are ﬁnanced by a fuel tax applied to each gallon (3.79 l) of gasoline purchased at the retail level. Taxes are applied at both the state and federal levels, and all funds are placed and adminis- tered in public trusts. Different but similar public infrastructure ﬁnancing schemes apply in other countries. With fewer cars using gasoline, this form of taxation will change. With fewer cars being owned by individual persons, licensing fee structures are also likely to change in the future.

Other Mobility Considerations

New mobility solutions may range from non-owner pods in predominantly urban areas to customized, personally owned, personally driven automobiles with self-driving abil- ity. New car features represent new selling opportunities, including advertising and entertainment content. They enable in-vehicle services like navigation and data analyt- ics about the vehicle and its owner, irrespective of whether the owner is a person or a leasing company. While many of these features are in current usage, there is always room for improvement and for new offerings. Commercial product and service provid- ers will strive to make mobility safe, pleasant, and cost-effective. On the other hand, too many distractions and too much complexity created by the new mobility ecosystem could over time prove to be too demanding for both the average driver and his or her passengers. Our present mobility ecosystem is composed of roads, airports, train sta- tions, trafﬁc rules, and bridges. The future mobility system may include yet another component—data. Communication signals between vehicles relative to their surround- ings provide a rich setting for machine learning.










The Relationship Between Artiﬁcial Intelligence and Automobiles

The automobile industry is teaching autonomous vehicles to drive prior to having been granted permission for their independent use on public roads. Mechanically, some aspects of self-driving, such as acceleration, breaking, and steering have been possible for some time. However, the ability of artiﬁcial intelligence, the “brain”, to connect all the different variables in order to make timely practical decisions is new. Many auto- mobile companies, part suppliers, and automotive start-ups are developing self-driving automobiles. To achieve the required capabilities, a broad collection of technologies is employed; among them are radar, high resolution cameras, GPS, and cloud services.

Tesla, the prime example of a new challenger in the automotive space, provides driver convenience tied to personal cell-phone calendars and artiﬁcial intelligence-based predictive vehicle maintenance. Many cars that are commercially available today fea- ture pre-self-driving capabilities, such as forward collision alerts, front pedestrian alerts, and automatic braking at a speed of <50 mph (80 km/h). Tesla, in particular, fea- tures a forward radar of up to 160 meters and 360° object detection. These pre-autono- mous driving features are being gradually introduced to consumers.

Artiﬁcial intelligence technologies are affecting the automotive industry in ways that may, at some later point in time, usher in the next phase of mobility. The following fea- tures exemplify this trend:

How driving is done
Automobiles currently on the market come equipped with many driver-assist features, such as rearview cameras and sensors. These features are the prelude to self-driving. In order that consumers accept self-driving vehicles, self-driving technology has to be proven to be reliable and trustworthy in dangerous situations. Cooperative sensing with adjacent cars in trafﬁc means greater safety, as it reduces the effect of emotions on human decision-making. When maneuvering through city trafﬁc, self-driving vehicles may avoid congestion by considering their entire surroundings. Additionally, autono- mous parking is about to become a feature offered in the current lineup of new car offerings.

Checking up on the driver
Controversial facial recognition technology is useful in checking up on the driver by recognizing signs of distraction and drowsiness in images taken by cameras located near the driver. Drowsiness is detectable by the driver’s head position and the degree to which their eyes are open. A further look at the dilation of their pupils, which regu- late the amount of light entering the eye, can give rise to some driving-related con- cerns. Dilated pupils can have a number of causes, most of which are signs of vision impairment. The causes range from dysfunctional human behavior to human ailments. Drug use can also create risks if the eye does not recover quickly enough from the bright lights of an oncoming car in time for the driver to act, for example.
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Cloud computing
Cloud computing is used in autonomous vehicles. Navigation systems require large amounts of computer resources to instantaneously understand their surroundings. Per- formance enhancing software updates for self-driving cars can be downloaded via the Cloud. While software drives the car, the Cloud stores driving data to enable learning as more and more patterns emerge over time.

Paperwork associated with self-driving vehicles
The paperwork associated with self-driving vehicles relates to accident liability and insurance, as the risk of vehicle accidents is predicted to reduce. In the United States, for example, the number of automobile fatalities is expected to be well below 40,000 in 2019, much less than in the late 1960s to early 1970s when 50,000 was normal and the population and the number of kilometers traveled were smaller (National Center for Statistics and Analysis, 2019). Self-driving, or even assisted driving, may lead to fewer accidents. Insurance rates are due to decline, which the insurance industry will try to recover in order to maintain earnings. The liability for accidents caused by self-driving vehicles will be addressed by the legal system, case law, and legislation. One option for addressing issues of liability is for it to remain with the registered owner of the self- driving car.

Artiﬁcial Intelligence Assisted Mobility Inside the Vehicle

The vision aspect of artiﬁcial intelligence requires a camera to see. However, it must also be able to identify what it sees, making a judgement based on an understanding of the entire context. Cameras inside a vehicle can identify the driver and passengers in terms of their gender and estimated age, with the objective of examining the driver being to estimate their level of attentiveness.

Some of the facial movements that can be measured include

· how often the eyes are open (98% is normal).
· the blink-rate (16 blinks per minute is normal).
· the degree of eye dilation (average dilation is between 4.0 mm and 8.0 mm).
· the position of the head, which can indicate distraction.

Inside conditions of the vehicle that can be measured include

· whether or not seat belts are fastened.
· the posture of the driver.
· facial identiﬁcation of the owner of the vehicle or another authorized person.

To eliminate distractions, such as the urge to turn on the radio or make a phone call, technology can also provide gesture control for common actions performed by the driver. Whether all of these artiﬁcial intelligence-enabled technologies become com- mon vehicle features will depend on their market acceptance, which will be shaped by their market price and the convenience they offer consumers.
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Outlier This is a statistical term used to denote a measurement far outside the range of other observations.

Throughout medical history, patient care has been considered a growing knowledge base for the development of treatment guidelines, with some old rules being discarded over time and replaced with new ones. Medicine has always been based on the princi- ple of beneﬁting the suffering patient—that is, doing no harm, with medical rules derived from data, experience, and experimentation. These principles remain valid today, as humans continue to seek insights from data, run experiments such as clinical studies, and make judgements on the outcomes. In the context of medicine, a digital transformation is taking place. Medical practice prior to the digital transformation was justiﬁed on the observation that common diseases have common characteristics and that most patients respond favorably to common remedies. While treating most patients effectively, this approach left statistical outliers on both sides of the normal distribution curve in potential trouble. For some patients, prescribed treatments are ineffective, and for others, prescribed treatments have negative effects. For example, it remains common practice to treat a headache with aspirin. However, repeated and severe headaches may have a different cause that calls for a different treatment regime.

Digital health management rests on four pillars:

· Early detection leads to prevention. The medical goal is to detect early signs of an oncoming ailment and prevent it from occurring altogether. Some detection mecha- nisms operate at nanoscale image level data points. Artiﬁcial intelligence pattern recognition practices and machine learning are supporting this practice.
· Personalization rejects older medical paradigms that prescribed a general treatment regime for all patients diagnosed to have the same ailment. It recognizes that all humans, at a genetic level at least, are different and can beneﬁt from a more per- sonalized approach to treatment. In other words, one size does not ﬁt all.
· Precision medicine considers the genetic make-up of an individual as well as their environment and lifestyle. Again, pattern recognition and machine learning augment medical judgement towards precision.
· Evidence-based versus experience-based approaches describe the difference between medical practices at the beginning of the last century, based on the labori- ous and slow method of trial and error, and present-day medical practices, which presume that clinical studies combined with experience result in good decisions.

Just as computing power is progressing in parallel with artiﬁcial intelligence, advance- ments in precision medicine are developing alongside artiﬁcial intelligence. Evidence of “weak” artiﬁcial intelligence in precision medicine is demonstrated by a recent study in biomedical imaging, which showed that an algorithm had a higher success rate (92.5%) when compared to that of a pathologist (96.6%). The combined success rates of algo- rithms and pathologists on the same data was 99.5%. This equates to an 85% reduction in the human error rate (Wang, Khosla, Gargeya, Irshad & Beck, 2016).
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Sample List of Companies Using Artiﬁcial Intelligence in Healthcare and Medicine

The following list provides an overview of how new artiﬁcial intelligence supported medical innovations are being developed by various businesses and start-ups.

· Google DeepMind, London, United Kingdom
· Google DeepMind specializes in the mining of medical records for scientiﬁc dis- covery and the development of treatment options for eye diseases.
· Verily, San Francisco, California
· Verily is an Alphabet/Google-related company in the life sciences with an emphasis on health-related data via wearable sensors, glucose monitoring, and vision correction for the purposes of early disease detection
· IBM Watson—Supercomputing branch of IBM, Armonk, New York
· IBM Watson specializes in the mining of medical records, facilitating the building of models used for disease formation and development. It also focus on research concerned with the visual recognition of emotions and empathy.
· Careskore, 2014, Union City, California
· This is a software-based platform delivered as software as a service (SaaS), which focuses on clinical and ﬁnancial risk management in healthcare. It receives payment as a result of fees linked to outcomes.
· Zephyr Health, 2012, San Francisco, California
· Zephyr Health identiﬁes therapies and specializes in combining disparate big data sources to produce insights for life science corporations. Computing is based on Cloud IT.
· Sentrian, 2012, Aliso Viego, California
· Sentrian is a remote patient care health intelligence platform that focuses on detecting statistical outliers in order to ﬂag risk factors. Contrarian cases are ﬂag- ged with reference to the general health data of whole populations.
· 3Scan (now Transcriptic), 2010, San Francisco, California
· 3Scan is an IT company working in the ﬁeld of diagnostics for major diseases that produce scans in 2D and 3D. It collects data directly from microscopes using neural science and robotic technologies.
· Enlitic, 2014, San Francisco, California
· Enlitic specializes in radiology using deep learning from clinical datasets to improve diagnostics for physicians and provide software solutions for early detection of disease patterns. Data is based on images, doctor notes, and triage data.
· Arterys, 2007, offspring of Stanford University, San Francisco, California
· Arterys specializes in artiﬁcial intelligence powered radiology enabling decision- making based on image learning about cardiac functions, lung lesions, and col- laborative tools. The product is always available and is called CARDIO-AI. The company also quantiﬁes blood ﬂow.
· Atomwise, 2012, allied with Charles River Laboratories, San Francisco, California









· Atomwise focuses on the development of pharmaceuticals and provides research services using artiﬁcial intelligence. The company earns fees for meeting research milestones and providing technology access.
· Deep Genomics, 2015, Toronto, Canada
· Deep Genomics provides services driven by artiﬁcial intelligence in the ﬁeld of genetic medicine using neural networks and machine learning to discover the genetic determinants of certain diseases. The company also works with large public databases.

It can only be hoped that the conﬁdential and trusting relationship between patients and doctors remains intact over time. However, what will change as a result of preci- sion medicine is that the patient will have to entertain more personalized treatment choices in collaboration with their doctors. This can be considered to be beneﬁcial as patients will be able to make more informed choices about their own health.

In summary, precision medicine has the following advantages with respect to informed doctor and patient decision-making:

· It will help in the identiﬁcation of treatment options that doctors and patients can jointly decide on (Mesko, 2017).
· Patient sensors, inexpensive genome sequencing, and a patient’s digital medical history provide a vast data source for intelligent decision-making support (Mesko, 2017).
· An IBM program called “Medical Sieve” uses a cognitive assistant to draw on a patient’s personal medical data and unstructured clinical information, such as doc- tors’ digital notes and radiology images, to deliver reasoned treatment options. Arti- ﬁcial intelligence contributes its reasoning abilities to the formulation of treatment options (Mesko, 2017).

With precision medicine, better medical outcomes are likely; however, medical errors are still unlikely to be eliminated. This is where liability laws play a role. Artiﬁcial intel- ligence, notwithstanding, the liability for medical errors is expected to remain with physicians, their staff, and supporting institutions, together with the patient who partic- ipates in the decision-making process, more than was the case prior to the develop- ment of this new technology.

The use of artiﬁcial intelligence supported precision medicine may lead to the replace- ment of some medical personnel due to the automation of some types of standardized laboratory work. However, the use of precision medicine will also likely require the development of additional precision tests of a different nature. Nearly all technological disruptions produce winners and losers, with people whose skills are no longer needed replaced with those having new skills. The use of precision medicine will no doubt give rise to new ethical issues to which society will have to respond.
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5.3 FinTech
The term FinTech is short for Financial Technology. FinTech includes general analytics, artiﬁcial intelligence, and software, with computing being the common denomina- tor. Broadly deﬁned, FinTech deals with business models and operations in the ﬁnan- cial sector that involve computing and algorithms.

One of FinTech’s missions is for industry to become more cost efﬁcient. Banking trans- actions pertain to lending, transferring of money, and making investments, to name a few. Transactions like these are often handled by entrepreneurial ﬁrms. PayPal, for example, became a successful billion-dollar valuation entrepreneurial ﬁrm by radically changing the money transfer business with lower cost, efﬁciency, and security. Gold- man Sachs, a well-established investment bank, has also redeﬁned itself by announc- ing that it is a technology ﬁrm.

The FinTech Hope

FinTech promises to bring about a revolution in the ﬁnancial sector. Banking used to take place in impressive buildings where clients brought deposits that earned modest interest, with the banks lending the deposits at a higher interest rate. The FinTech promise is that so-called “brick and mortar” institutions can be replaced by electronics. In fact, money itself can be replaced by digital currencies to account for exchanged value. Most transactions will be enabled via mobile devices.

The FinTech Reality

The reality of FinTech is that change is going to be more gradual, with more well-estab- lished ﬁnancial institutions either innovating in order to compete with start-ups, part- nering with smaller ﬁrms, or acquiring them. Well-established ﬁnancial institutions are not predicted to collapse. In fact, Gartner (2017) has developed a hype information cycle for FinTech, which includes an estimate of various FinTech supporting technolo- gies.

FinTech Product: Crowdsourcing

For the purpose of this discussion, we will limit ourselves to the following ﬁve FinTech product categories: crowdsourcing, blockchain, peer-to-peer payment systems, insur- ance and ﬁnancial risks, and robo-advising. The products will be deﬁned in terms of the needs they fulﬁll and how they work.

Crowdsourcing
The word “crowdsourcing” is descriptive; it is about asking others to do creative tasks for us. The value in doing this lies in the fact that the “crowd” as an aggregate has more ingenuity to generate solutions than the asking party alone. Having more brains









focused on a problem leads to a greater range of options to consider. This concept has been known for a long time. The Oxford Dictionary, for example, was partially created by volunteers, just as Wikipedia is today.

With respect to Fintech, innovation is often triggered by both needs and opportunities that arise within its circle of inﬂuence. Due to the fundamental need for stability and trust, banks have traditionally been slow to adapt to technological change. However, in 2008 the world experienced a ﬁnancial crisis in which public trust in the banks declined and opportunities for the use of alternative banking mechanisms arose. This surge in banking innovation is best understood by citing a few examples.

Internal-external innovation
Companies can certainly use their own employees for being the best-informed “crowd” for innovative ideas. This concept was formally called the suggestion box, but in more recent times it has been exempliﬁed by the concept of “Kaizen” or continuous improve- ment, known as The Toyota Way. Whichever form is used, workers are the “crowd” that knows best.

External crowds are formed by the public at large. A company places a research ques- tion on a platform and solicits responses from anybody who reads it. Readers respond with a solution because they have an interest in the subject, are experienced, or want to win an award. The external crowd is far more diverse than the internal employee crowd and is more likely to come up with outlier proposals, which employees could miss because they are too close to the problem. The company offers ﬁnancial rewards for the winning entries. The platform of InnoCentive (2019) is an example of this approach.

Crowdlending
Crowdlending differs from crowdsourcing in that lending does not ask the crowd for creative work. Crowdlending is known as peer-to-peer lending in which crowds provide the funding for an investment project. The total sums raised may be relatively large, but the individual contribution is relatively small given a large investment crowd. The proc- ess is accounted for and managed by a platform such as Zopa (2019). The platform also handles dividends, analytics, and reporting requirements. From a FinTech perspective, an interesting feature in this case is the absence of the traditional role of banks.

Credit scoring
Traditional bank loans are approved and then granted on the basis of pledged assets by the borrower or justiﬁed by credit ratings based on previous transaction behavior. With the aid of artiﬁcial intelligence, non-traditional data sources can be leveraged to compute a credit score. The platform Lenddo (2017), for example, compiles behavioral data from social media sources to determine a numeric index for the credit worthiness of a prospective borrower. As half of the world’s population is about to connect to the internet, this will allow lenders to reach a larger population of potential borrowers. Again, notice the absence of large credit bureaus such as Experian, Equifax, and Tran- sUnion.

Other well-known crowd sourcing establishments include:
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· Kickstarter (2019): A New York-based public corporation founded in 2009 serving the arts and merchandizing
· Patreon (2019): A California-based for-proﬁt corporation founded in 2013 run as a membership organization providing business tools for artists
· GoFundMe (2019): A California-based public corporation that raises money for vari- ous projects and causes

FinTech Product: Digital Currency

Blockchains and cryptocurrencies are evolving concepts in FinTech. However, two basic deﬁnitions are provided below.

1. Blockchain: A blockchain is a digital, decentralized ledger that records all transac- tions in a peer-to-peer network, also referred as P2P. The term “digital” refers to the electronic representation of data, and the term “decentralized” refers to a database that is equally shared across the network. P2P is a network architecture in which peers partition tasks without the need for a central server to manage the process.
2. Cryptocurrency: Cryptocurrencies are currencies based on a ledger provided by blockchain technology. They are used to transfer funds more efﬁciently outside a centralized banking system. The currency, of which Bitcoin and Facebook’s Libra are examples, are created via encryption, which is where the name cryptocurrency comes from. The encryption process is intended to make such currencies secure and transactions using these currencies difﬁcult to fake or alter. One such transaction alteration is the problem of double spending in which a digital token is multiplied by copying. The concepts underlying blockchains and cryptocurrencies ﬁrst appeared in the article “Bitcoin: A Peer-to-Peer Electronic Cash System” (Nakamoto, 2009).

Both blockchains and cryptocurrencies are new concepts and market acceptance is still in the testing phase. Their links to artiﬁcial intelligence remain to be deﬁned. Block- chain transaction data is—as any data on ﬁnancial exchanges—often personal. Since the history of each unit of cryptocurrency can be traced across transactions, it is a rich source for artiﬁcial intelligence powered network analysis. For example, blockchain data may be leveraged to detect fraud in ﬁnancial transactions.

FinTech Product: Peer-to-Peer Payment Systems (P2P)

P2P networks are conceptually simple platforms. By the nature of the business, P2P falls clearly into FinTech. Judging by the volume and relevance to ﬁnancial security, information technology has a large role to play. The goal is to allocate funding or split a transaction between two or more parties and their respective accounts, oftentimes all through a mobile device. Such transactions can range from sharing a meal among friends to buying goods and services. A few simple steps are all a consumer needs to get started:









1. Sign up to a P2P platform such as PayPal
2. Link a bank account or credit card account to the platform
3. Select a password and answer some security questions
4. Find persons and companies to transact with

P2Ps have established their worth as a ﬁnancial service and as a rich source of data for analytics and artiﬁcial intelligence as a consequence of the ease and speed of transac- tions and by having reached a trading volume of US $90 billion.

Closely related to crowdlending, P2P lending is being offered by smaller start-ups, in which case a normal bank lending process is reversed. Conventionally, a bank allocates funds from depositors to lenders and does so in competition with other banks. In P2P lending, lenders offer loans to borrowers in competition with other lenders. Such trans- actions are handled on platforms that take care of mechanical and contractual details in order to speed up the transaction.

The start-up platform PayPal was established in 1998 with the intent to revolutionize the money transfer business, with eBay its major client. In fact, eBay owned PayPal between 2002 and 2015. PayPal is now a global force in the money transfer business, a status that has been achieved at the expense of banks.

By deﬁnition, money transfer platforms are FinTech. Fraud detection is a major concern with respect to the handling of money. Just as banks have always had to deal with the risk of robbery, Fintech institutions have had to invest in digital security measures. One of several companies offering artiﬁcial intelligence-based transaction security is Simil- ity (2019), a ﬁrm acquired by PayPal in 2018. Fraud detection is one of the earliest com- mercial applications in artiﬁcial intelligence, and pattern recognition was the key ingre- dient. For example, all of a bank’s credit card holders’ spending proﬁles were characterized via machine learning, with deviations from normal ﬂagged and customers notiﬁed.

FinTech Product: Insurance

While the insurance industry may not be at the center of innovation in artiﬁcial intelli- gence, as an industry it is certainly affected by it. Hence, it is considered a FinTech product area. The insurance industry is an industrial sector saddled with old and deeply entrenched legacy companies. The industry is considered ripe for disruption because new technologies offer a better process. For example, selling policies online and adjusting claims via technology eliminates many salaries and commissions. Forty percent of business in insurance is related to the operation of automobiles. As autono- mous vehicles become more common, and all automobiles, in general, become safer to operate due to artiﬁcial intelligence augmentation, driving will become safer. The insur- ance industry’s business is quantifying risk, expecting a much smaller risk to insure. The premium reduction is expected to reach 60%, and this does not account for the reduction of investment income from holdings that guarantee claims settlement. The
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insurance industry is deeply affected by artiﬁcial intelligence in the marketplace as well as the processes supporting insurance products, which are referred to as “insur- tech”.

In terms of the insurance market, three trends are developing:

1. Internal car sensors can collect data relative to driver performance and behavioral risk. These metrics may support future assessments about healthy lifestyles and a driver’s capacity to drive. Consistently good metrics support lower insurance premi- ums as a result of fewer claims.
2. The insurance policy buying experience can be made more seamless than it is now by employing chatbots with natural language processing capabilities. Chatbots can draw on rate schedules and answer conventional client inquiries. The theoretical result is a faster, more accurate, and less costly process.
3. The opposite of selling policies is settling claims. In this respect, a virtual claims adjuster beneﬁts from artiﬁcial intelligence driven automation. Initially, routine jobs could be adjudicated quicker and at a lower cost, with virtual claims adjustment likely to occur in future.

Artiﬁcial intelligence enabled methodologies combined with Internet of Things (IoT) technology can be used to personalize the insurance risk assessment process. Person- alization will beneﬁt low risk drivers by offering them lower premiums, penalizing risk- ier drivers in the same way. The evolving process is more democratic and administered by a proxy rather than a person. The proxy is composed of new real-time data sources. In summary, FinTech’s inﬂuence on “Insurtech” is likely to disrupt traditions with respect to the following areas:

1. Employment: Fewer actuaries and adjusters will be required.
2. Revenue: Insurance companies will have lower revenue (lower risk with lower premi- ums).
3. Consumers: Premiums will better represent consumer risk.
4. Industry: Artiﬁcial intelligence will affect industry more than industry contributes to it.

FinTech Product: Robo-Advising

This section concludes with a discussion of robo-advising, which is a portfolio alloca- tion management service used in the ﬁnancial sector. While robo-advising (portfolio advising without human intervention) qualiﬁes as FinTech, it also qualiﬁes as artiﬁcial intelligence because it automatizes decision-making previously thought to require human cognitive capabilities. The service appeared on the market during the 2008 ﬁnancial crisis, with the term denoting algorithms that manage portfolio composition. The algorithms are offered through broker-dealer platforms. An investor can start by deﬁning their personal risk proﬁle, their suitability in terms of age and ﬁnancial situa- tion, and then open a robo account. Given a sum of funds deposited into an account, the algorithm will allocate these funds, typically bonds and ﬁxed income securities, in order to continually reach the stated target.









The brokerage houses and hedge funds listed below offer ﬁnancial products in which the consumer/investor can participate without having to program Python or study com- puter science.

· Charles Schwab (2019), a broker-dealer, is offering a product called Intelligent Port- folio, in which algorithms make automatic allocations of invested funds based on a client’s risk proﬁle. Initially, the choices are limited to bonds and ETFs (Exchange Traded Funds). The investor is not directly involved in the allocation.
· Numerai (2019), a hedge fund, goes further than Charles Schwab. The company pro- vides access to detailed stock market data well beyond what the average consumer has access to or can afford. This data is unlabeled, and the client does not know that a given statistic belongs to company XYZ. In addition, the data is encrypted. Trading strategists can use the data to develop algorithmic trading schemes that are submitted to the platform. Additionally, submitters can put a stake in their trading scheme and receive payouts proportional to the size of the stake and the correla- tion of the submitted algorithm with the overall trading performance.
· Quantopian (2019) is another crowd sourced hedge fund that allows freelance quan- titative analysts to develop, test, and use trading algorithms for the smart trading of securities in the open market. A “crowd” of analysts will develop trading strategies based on historical data, mathematics, and statistics. The trading algorithms are written in the “Jupyter” framework, which is a Python-based notebook format. Dis- tinct from these developer members are the investor members—typically institu- tional investors—whose capital is invested using the best strategies devised by the member developers, who are compensated by commissions.


5.4 Retail and Industry
In very simple terms, funds enter the economy at the retail level, returning to all enti- ties that contributed to the product having been sold. Hence, the health of the retail sector and the functioning of retail systems are important management and technology concerns. The retail paradigm is rapidly changing in the following ways:

· The buying experience is becoming ever more convenient for the consumer, which means access to a greater variety of products and services via the internet, next-day delivery, seamless money transfer, product reliability, and transaction security.
· The retailer-customer dialogue is being digitalized in order to capture all details of a transaction. Massive amounts of data are collected, enabling analytics, leading to further customization, convenience, and promotional inﬂuence.
· Customer information is now being identiﬁed at the street number level. Postal code aggregations used to be sufﬁcient, but this is no longer the case.
· The internet and, to some degree, artiﬁcial intelligence have shifted economic power in favor of the consumer as a result of available information tools.

In line with such market-driven advances, customer behavior has also changed:
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· Customers expect and receive instant access to all product offerings.
· Customers expect personalized answers to their questions. The generation of these answers include virtual assistants and natural language processing technologies.
· Customers demand next day delivery in many instances.
· Customers expect low prices, top quality, free delivery, and a clean, secure, and seamless transaction.

As a result, the customer-retailer relationship has changed in the following ways:

· Technology-empowered customers shop with mobile devices, anytime, anywhere. They research competitive pricing, checking and reviewing many stores and social media sites.
· Customers are motivated by self-interest and have gained economic power.
· The technology-empowered retailer adjusts to the equally empowered customer to meet their expectations in order to try to regain marketing control by new means.
· Retailers are motivated by survival in competition with other retailers—providing better customer service is one way to survive. Retailers have less economic power than was historically the case when compared with consumer power.

Artiﬁcial intelligence is contributing to this retail paradigm shift with cognitive software that can act, sense, and build data-based experiences. In order to respond to chal- lenges, retailers have to invest heavily in new services in order to maintain retailer competitiveness. They also have to invest in order to repel new ventures that are dis- ruptive and discontinue legacy methodologies. In addition, well-established public retailers have to meet investors’ ﬁnancial market-based expectations.

At the center of retailing is “the store”, be it on the main street, online, or both. In mod- ern terminology, “the store” is also a channel through which products move. Other retail channels are e-commerce, websites, and call centers. The core objective of retail- ing is to move products to the consumer by selling them. Selling means that the con- sumer takes ownership for which the retailer receives money in return. These collected funds ﬂow back through the supply chain that created the product or service in the ﬁrst place. In thinking about the inﬂuence of artiﬁcial intelligence technologies on retail, technologies that are part and parcel of supply chains must be included. Supply chains can be analyzed in terms of a working network that addresses operations in terms of inventory, logistics, and forecasting.

The current retail paradigm focuses on the areas listed below:

· The improvement of the ﬂow of goods through the supply chain focuses on optimiz- ing warehousing, warehouse operations, and demand forecasting using machine learning techniques.
· The development of a good understanding of customers and the surrounding dem- ographics focuses on gaining a better understanding of existing and future store sites and their respective neighborhood’s special needs and opportunities. For example, a retailer has to be prepared for special store demands due to local sports









events, nearby conventions, and school graduations, and how such events poten- tially affect the demands on the store. As an example, consider the demand for beer at a national sports event.
· The creation of a pleasant customer buying experience focuses on product availabil- ity, as modern customers seek near instant gratiﬁcation. Additional customer con- venience features include shop décor and entertainment, free 24/7 telephone assis- tance, and fast and uncomplicated refunding and repair services where appropriate. While these items are only peripherally related to artiﬁcial intelligence, many retail- ers are offering “recommendation engines”, which are indeed related to artiﬁcial intelligence. Recommendation engines recognize customer proﬁles through their previous purchases, or from other sources such as their postal code, suggesting product substitutes for unavailable products and promoting additional sales. In the absence of product availability, retailers must have the technological support to suggest alternatives, such as knowing the inventory of nearby stores and their deliv- ery options. The store should draw customers into visiting the store, and once inside, the experience should seamlessly lead to a sale. Doing this well suggests that trained personnel and informational support technology based on data such as inventory and human-to-human interaction, complimented by constant training and fulﬁllment options, are needed. While the technology component may not qualify as artiﬁcial intelligence in each and every instance, retailing nowadays contains some elements of data processing, communications, networks, natural language process- ing, and sensing and deciding.
· The introduction of new technologies to support the retail sector, some of which are partially based on artiﬁcial intelligence. For example, consumers are confronted with a very large number of choices even when just shopping for sunglasses in-store or online. Some stores therefore offer virtual ﬁttings. After taking a photo containing facial recognition technologies, the virtual device outputs an image of how a pair of sunglasses would look on a customer’s face. When buying furniture, retail stores also offer graphic products to suggest how an item would physically and aestheti- cally ﬁt and look in a customer’s home.

Future Retail Artiﬁcial Intelligence

The retail discussion revolves around present and future considerations of the role artiﬁcial intelligence has to play in this space given that retailers will continue to seek new ways to remain competitive. Transformative opportunities under development should be considered speculative at this point, with the caveat that many of today’s established technologies, such as facial recognition technology, were speculative not so long ago. New innovations are dependent on customer acceptance. However, many retail technologies, such as detecting customer mood, are intrusive. Not only do many customers reject such transformative ideas by avoiding establishments that install them, but governmental regulators may forbid the sale of such technologies. The fol- lowing points are therefore important when considering technology-dependent future growth.
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Omnichannel
It has already been established that the conventional retail store is one of several channels through which products ﬂow to the consumer. Currently, several other such channels have been established, such as mobile devices, social media, online sales through web-enabled stores, and others. In combination, all channels can be consid- ered a network in which all nodes are active all the time. Additionally, performing quantitative network analytics is a method for gaining insights relative to the system. Network analytics are data driven operations to optimize network performance with respect to an objective function, such as proﬁt or speed, for example. Artiﬁcial intelli- gence methods such as natural language processing and machine learning are part of the parcel in this endeavor.

Customer loyalty
Customer loyalty programs are designed to convince customers to repeatedly purchase from the retailer/brand they are loyal to rather than another retailer or brand. These programs can take the form of rebates, coupons, free phone numbers, and others. Cus- tomer loyalty programs are a way of expanding a business service. For example, a com- pany may start with ordering and delivering ﬂowers worldwide and expand to the deliv- ery of gifts worldwide.

Supporting technologies are primarily applications, but they may also be telephone- based. Artiﬁcial intelligence enters into this discussion because machines may learn from customer purchasing behavior and the demographic data of loyal customers what actually makes them loyal and how their proﬁle differs from those who are not espe- cially loyal. Once understood, such factors can be applied to solicit more loyalty.

Forecasting
Retail channel forecasting is of considerable interest as two approaches are at work at the same time. One is expecting future sales based on past sales by using conventional statistics like smoothing and regression to get an answer. The assumption is that past patterns of demand will repeat themselves. The second approach to forecasting is to ﬁgure out trends, as is the case in the fashion industry. However, according to Forbes Magazine (Baird, 2019), 32% of forecasts are in error.

Currently, forecasting in retail is in its infancy; however, new approaches are being tes- ted. For example, pattern recognition in the form of neural nets and evolutionary algo- rithms is used to forecast the detailed levels of the Stock Keeping Unit (SKU). A well- established future forecasting process may include

· examining all possible causal factors that apply to an intended forecast.
· analyzing products down to the SKU level of detail.
· applying neural nets and other machine learning algorithms to predict the next period.
· selecting the best ﬁtting model from several tested algorithms.
· identifying growth factors by relevance, replacing items in decline with those grow- ing in importance, and observing when conditions change.









A somewhat related approach is to set trends rather than predicting the unknown or unknowable. As an example, products can be custom-made, as in bespoke clothing, which were formerly made by hand, but which with the help of technology can be made mechanically. Unspun Inc. is a robotics apparel company that sells custom-made jeans for men and dresses for women, with the measurements derived from a 3D scan. Similar services are being offered in the custom manufacture of shoes. The supporting technologies involve visual sensing, object recognition, and recommending solutions. Retailers beneﬁt from higher prices for better services rendered and potentially lower inventories.


Predictive analytics This involves analyti- cal efforts directed at forecasting and predicting the value of a given measure or set of measures.

In retail, predictive analytics assisted by artiﬁcial intelligence algorithms will likely improve, resulting in operational efﬁciencies. Improvements are likely to be asymptotic
—that is, get better and better without ever being correct all the time. The variables affecting retail are not only price, quality, and customers; they also involve natural and human disruptions of all kinds, which in themselves are difﬁcult to anticipate.

Miscellaneous futuristic retail technologies
Internet of Things (IoT) technology, which incorporates Radio Frequency Identiﬁcation (RFID) and will affect inventory management and the monitoring of product movement, is being generally adopted by retail management.

Smart warehouses may become self-organizing. Warehouses are currently shelves in a grid in which computer assisted robots place and retrieve items. Self-organizing means that the scheme by which products are stored and retrieved is determined and contin- uously adapted by artiﬁcial intelligence without the intervention of human warehouse planners.

Equipment failures in retail, such as refrigeration in grocery stores, will be forecasted by sensors noticing early signs of failure rather than by the mean time between failure (MTBF) schedules that are based on normal distribution statistics. Under MTBF, replace- ments are scheduled irrespective of actual conditions. With early detection via sensing an upcoming failure, repairs are scheduled based on actual need.

Technology may help delivery robots ﬁnd their “last mile”. As an example, consider the 3x3 meters square addressable maps developed by the British company What3Words. This service is about precisely communicating location, which is helpful in emergencies as well as ﬁnding a tent at an open-air concert, for example. This London-based start- up has divided the Earth into 57 trillion 3 meters squares. Each of these squares is mapped to a combination of three words that form an address designation that is easy to remember. The purpose is much more serious than it might initially appear. The Uni- ted Nations has, for example, identiﬁed millions of persons without a ﬁxed address who live in slums and camps for displaced persons and who are often unable to partic- ipate in citizenship processes. The product is therefore a potential replacement for postal codes.
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Facial recognition in combination with biometrics can also be used to predict human behavior. For example, in retail “seeing” a customer who appears to be confused while deciding what to buy may be detected by an intelligent device so that a salesperson can be dispatched to respond to the situation and the customer’s uncertainty.

In-store robots are able to visually check inventories and misplaced items. Some are operational in places like Walmart. Bossa Nova Robotics’ devices help retail operations and enhance the customer experience by avoiding empty shelves or misplaced items.

In summary, there are four trends describing artiﬁcial intelligence’s role in the retail sector:

1. Now that customers are comfortable with browsing the internet to ﬁnd products and compare prices, the browsing function will at some point in time be off-loaded to digital assistants. Assistants and automated search engines endowed with natural language processing combined with data-driven analytic models constitute the methodology by which to automate browsing. Retailers are expected to relieve cus- tomers of endless browsing. On the one hand, customers will ﬁnd products faster; on the other hand, this may lead the retailer to inﬂuence customer behavior. The natural limit of this trend rests with the customers themselves, who currently have the upper hand. It is unclear to what extent they will permit a loss of control in pur- chasing decisions.
2. The trend towards personalization will accelerate. All retail channels, not just online-stores, will be able to recall any prior customer-retailer interaction and
respond with “cognitive services” deﬁned as services comprising vision, speech, lan- guage, and knowledge searches.
3. Retail operations will become a lot faster. The management emphasis on speed is driven by competitors and consumers alike. Faster operations may lead to better demand predictions in volatile product areas, such as fashion, to more appropriate store inventory selection, fewer price markdowns, and percentage-off sales (see Zara Company with respect to the speed of retailing in the women’s fashion industry
—the company is part of Iditex).
4. Retailers prefer to mold and inﬂuence their clients as much as possible. This mani- fests in advertising campaigns, social media participation, and other promotional methods. Doing this well requires detailed market knowledge of all customers in order to inﬂuence their personal messages that resonate and inﬂuence buying deci- sions. Establishing detailed market knowledge is possible with machine learning and big data.

Current Artiﬁcial Intelligence Applications in Commerce

Many areas of society are being impacted by digitalization, which is producing massive amounts of readable data that artiﬁcial intelligence is able to digest and analyze better than humans. This will enhance our understanding of human commercial behavior, reduce operational costs, and create highly personalized experiences in trade.









In banking and ﬁnance, for example, artiﬁcial intelligence is being used to address fraud detection and cybersecurity concerns, as it is able to provide early detection of patterns via deep learning and other machine learning techniques. A major company in this space is PayPal, which has signiﬁcantly reduced its fraud rate (Morisy, 2016). Finan- cial services are also heavily committed to artiﬁcial intelligence because it can be used to increase the speed of trading and proﬁt from tiny price differentials via arbitrage, offer robo-advising, and automate client interactions, such as the buying and selling of securities, which were formerly conducted through broker-client telephone conversa- tions.

Energy and utility companies are in the early stages of investing in artiﬁcial intelli- gence. One goal is to better forecast energy demand in order to accommodate renewa- ble sources and bring about self-healing digital grids. Self-healing implies that substa- tions along the line can identify the location of a power outage problem and then reconﬁgure the remaining grid to minimize adjacent outages, which is beneﬁcial for customers and providers of electricity alike.

Education is also affected by new machine learning, with text analysis of student work being used to identify students falling behind. Difﬁcult courses always experience high attrition rates and withdrawals from students who are falling behind in their studies. Northern Arizona University (2019) has instituted a blended learning program in order to identify students who are facing difﬁculties in their learning.

Technology companies like Google, Amazon, and the like, are acquiring smaller ﬁrms with capabilities that complement their own skills. Small and medium-sized enterpri- ses (SMEs) may excel in producing voice assistants and neural networks in order to translate between two languages in Skype and recognize faces, for example.

Retail and e-tail are heavily invested in communicating with their customers and in establishing what is called “recommendation engines”. Among these technologies is the dynamic pricing software concept, which increases prices during times of high demand, which most consumers have experienced in booking hotel rooms and buying airline tickets online. Darwin Pricing (2019) sells a product that enables clients to geo-target markets with discounts or price increases. Darwin Pricing uses neural networks to project price expectations.

Healthcare is also a fertile ﬁeld for artiﬁcial intelligence. X-rays and CT scans are reada- ble and analyzable by machines, helping doctors respond quicker and sometimes bet- ter. In combination with external data from clinical research, this makes healthcare a highly dynamic ﬁeld in terms of improving treatment plans. Pharmaceuticals are also becoming more personalized and robotic surgeries have a very good track record in saving lives (see Da Vinci Surgical Systems). Moreover, artiﬁcial intelligence supported analytics can help detect and remove inefﬁciencies in the way the healthcare system is ﬁnanced.
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Predicted Industry Applications of Artiﬁcial Intelligence

Describing what artiﬁcial intelligence will look like in the near future requires a great deal of conjecture. Students should recognize the speculative nature of this subject and that many prior speculations in artiﬁcial intelligence have turned out to be trans- formative, with many science-ﬁction books from across the ages correctly anticipating modern developments.

Transformation in healthcare, retail, ﬁnance, robotics in manufacturing and medicine, and education will continue. Discoveries will range from the augmentation of human work to developments that will stretch the limits of human imagination. In medicine, for example, machine learning may very well reduce incidences of major diseases by early symptom detection. At the other extreme, the genetic modiﬁcation of humans to create immunity to certain diseases may also be experimented with. In the near future, artiﬁcial intelligence will, therefore, face at least four challenges:

1. A nuanced measurement of projected outcomes balancing economically driven per- spectives focusing on the Return on Investment (ROI) and appropriate consideration of ethical concerns will need to occur.
2. Government regulation relative to the protection of the person, particularly concern- ing the right to privacy and data ownership, is likely to affect the development of artiﬁcial intelligence.
3. Human work is due to be transformed by artiﬁcial intelligence and it is unclear if the revolution in artiﬁcial intelligence will create more jobs than it replaces, as pre- vious market upheavals have done, or if it will create a new upper class of technolo- gist and thereby a new underclass. It is also still unknown if it will lead to substan- tial changes in traditional employment.
4. Nation-states have the capacity to weaponize artiﬁcial intelligence and it is unclear what a war driven by artiﬁcial intelligence would or will look like.

Summary of Applied Artiﬁcial Intelligence and Their Measurement Criteria

The following provides a glimpse into the future of artiﬁcial intelligence in various areas of development relative to measurements for their success.

· Self-driving vehicles, cars, trucks, and carts obey road betters than humans do, have fewer accidents and incidents, deliver social beneﬁts, mobility and value, are gov- erned by publicly understood ethical guidelines, and are secure and hackproof.
· AI vision can identify and label what it sees and complies with all applicable use regulations.
· Natural language processing achieves accuracy in language translation and speed, registers idiom, accent, and personal voice recognition, effectively simulates conver- sations with humans, and can handle ill-deﬁned terms, such as the word "delicious" in a restaurant review versus its use in other contexts.









· Machine learning provides explained decisions and has a human operator in control of learned decisions.
· The future of robotics is still unknown. Below are some questions we might what to ask about its future use and deveopment.
· Will robotics replace human work or augment human work?
· Will robots learn the correct things?
· To what degree will a human operator still be in control of a robot?
· Will robotic teachers be evaluated by student scores?
· Will robotic warehouse parts pickers be evaluated in terms of their accuracy?

In order to maintain a rational perspective with respect to the future of artiﬁcial intelli- gence, the following points should be considered:

· One should not over or underestimate the promise of the ﬁeld.
· One should not believe that artiﬁcial intelligence is magic. The results need to be explainable.
· One success story is just that, one success story. One should not infer further devel- opments from isolated successes alone.
· The popular press may infer exponential growth or decline, but evidence is required to support inferences.
· Many good things can happen as a result of better conventional analytics without being artiﬁcial intelligence.

Summary of Future Promises in the Field of Artiﬁcial Intelligence

In concluding this unit, the following provides a sample of future promises in the ﬁeld of artiﬁcial intelligence. The sequence does not imply importance. Companies working in the ﬁeld are stated in parentheses.

· With artiﬁcial intelligence, humanlike robots will become available for industry and entertainment (Hanson Robotics, Hong Kong).
· Conversational marketing used for booking meetings and answering e-mails will be enhanced with chatbots and machine learning (Drift, Boston, MA).
· AI vacuum cleaners are being developed, with the Roomba vacuum cleaner perceiv- ing obstacles and maintaining a visual memory of rooms (Consumer Electronics, Bedford, MA).
· AI-Assistants: The AI-Assistant Olly sits on an owner’s desk and tries to become its owner via machine learning (Emotech, London).
· Advances in the discovery of drugs are being made through searches of up to 20 million compounds for the treatment of Ebola and Multiple Sclerosis (Atomwise, San Francisco, CA).
· Pathology in the areas of diagnostics and treatment are being improved with machine learning used in tissue sample analysis (Health Diagnostics, Boston, MA).
· Robo-advising in the ﬁeld of ﬁnance is an artiﬁcial intelligence-powered portfolio manager. This technology is available from most security dealers (Betterment, New York City, NY).
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· Crowdsourced hedge funds based on more than 35,000 data scientists are being used to predict the stock market based on abstracted data the fund releases every week. Winners are paid in cryptocurrency. The principle is that the more brains at work will lead to better outcomes as related to meta learning (Numerai, San Fran- cisco, CA).
· Financial searches are being developed to capture data points no human could han- dle in time and provide an edge for clients (AlphaSense, New York City, NY).
· Google smart maps help clients ﬁnd the best routes by car, foot, bus, or train. The next step is to provide augmented reality maps in real time in order to provide high- lights along the way. This feature will be used by the ridesharing service Lyft.
· Artiﬁcial intelligence is being used to identify and remove bad actors from social media platforms. Artiﬁcial intelligence tools categorize images and text by subject matter, with hate speech and terrorist messages often having unique language char- acteristics that can be detected (Twitter, San Francisco, CA).
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