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Dear Professor Russ,
I have read thoroughly the comments made by your and the two reviewers. Here is my response and a description of the changes I inserted in the MS.
Editor (Prof. Russ)
I have made all the changes suggested in your letter and the annotated MS (including the references). I have to make two comments: 
(a) MS, p. 14. The fact that computers can record their states does not indicate that they develop consciousness. It is completely mechanistic operation that does not involve any mental functioning.
(b) MS, P. 25, Gilpin et al. This is an internet journal. 
I believe that the corrections improve the readability of the MS and the reader will know from the beginning where the paper is going. The paper and the accompanied letter were edited by a professional English editor (as you probably know, English is not my native language). 

Reviewer 1&2 
The main concern of both reviewers is about the conclusion, which was drawn from the fact that progressive AI models are incomprehensibly, a conclusion that suggests that cognitive psychology has reached its explanatory limit. Reviewer 1 proposed that other possible models may contribute to understanding the behavior under study; and reviewer 2 suggested that my argument should propose that the AI models themselves are inadequate and present my argument against cognitive psychology as a warning and not as a conclusive statement.
Reply: I have no dispute with this concern. As a matter of fact, I was aware of this problem and in the previous MS qualified my conclusion by restricting it to the present state (see previous MS, e.g., p. 6). I believe though that this was not clear enough. So, I changed the MS in accordance with the reviewers’ suggestions. I have made clear that (1) the conclusion is restricted to present state; (2) the progressive AI models themselves do not fulfill the methodological demand for explanation (understanding); (3) cognitive psychology may generate (in the future) better models; (4) given the contemporary bad condition of the progressive AI models, one may view these models as a warning that cognitive psychology approach its explanatory limit. These corrections were made especially in the first 10 pages and in the Discussion (which have been both rewritten thoroughly). 
 Reviewer 1
(1) AI predictability and validity: why questioned AI validity if it have correct predictions?
Reply. The fact that a theory T predict correctly does not guarantee that T is correct. I discussed this in pp. 19-20 (pp 18-20 in the previous MS). This is a well-known methodological principle. The problem here is that AI models do not provide explanation.
(2) Analogy: Reviewer 1 suggests that a “model is offering an analogy, not an explanation, and therefore, the statement that AI analogy has reached the limit of its explanatory power make no sense.”
Reply. This argument is simply incorrect. One does not construct a model to provide an analogy, but use an analogy to provide explanation!
(3) The concepts of high and low levels of explanation need clarification.
Reply. On p. 14 I gave examples to these concepts:
There are different levels of understanding and one may be satisfied with a low level of explanation (low level of progressive AI model’s understanding, e.g., association of certain nods with particular output). However, if one is interested in a high level of explanation (e.g., a detailed mechanism that generates from specific inputs a specific output), these arguments place a high obstacle on the path to understanding.
       

Reviewer 2
(1) Robbie the robot: The reviewer suggests that the illustration of this robot is almost identical to Searle’s “Chinese Room” thought experiment.
Reply: I don’t agree. Although in both cases: the computer and the robot, these gadgets are devoid consciousness, the goals of the two thought experiments are completely different. Searle’s purpose was to show that Turing’s test is not decisive, whereas I used the robot to illustrate that giving an explanation can be done mechanistically but its understanding requires consciousness. Furthermore, at the end of this section I refer the reader to Rakover, 2018, in which I also discuss Searle’s thought experiment.
(2) Choice of models. Reviewer 2 suggest that one can make a choice between two computer models by their description of length (simplicity). 
Reply. I have no dispute with Reviewer 2 regarding his/her proposal. The point is that this is not the subject of the MS! I am not trying to discuss all the problems with computer models and their possible amendments. The purpose is to discuss the ramifications derived from incomprehensible progressive AI models to cognitive psychology.
(3) Keas (2018). Reviewer 2 suggests that I use Keas paper, which will help supporting my points. 
Reply. Reviewer 2 is correct and I did refer to Keas several times in the revised MS. I thank him/her for this suggestion!
(4) Other problems with AI models, such as the require bias.
Reply. As mentioned in (2), I am not trying to discuss all the problems with computer models and their possible amendments. The purpose is to discuss the ramifications derived from incomprehensible progressive AI models to cognitive psychology. By the way, I discuss very briefly the problem of bias (p.12 revised MS, p. 11 previous MS): 
(It should be noted that the data set with which the network is trained may insert biases into the software. For example, when the training data are based on male responses, the network may learn to prefer a man over a woman in the selection of a candidate for a job, see e.g., Linardatos et al, 2021; Taylor and Taylor, 2021.)
(5) Computation and Cognitive psychology.
Reply. I took Reviewer 2 advice to present the consequence for cognitive psychology, which is derived from the fact that progressive AI models are incomprehensible, as a warning. Therefore, I don’t see the point of discussing the very complex question whether the mind/brain (cognitive psychology) is founded on computational processes. This will lead the paper to an unwarranted new theoretical direction. For example, the above question involves the unsolved Turing’s “haling problem”, which is very important for the computer science, and is quite different from the explanatory-limit problem of the present paper.         
              
      
