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Abstract: New mission-critical applications, such as autonomous vehicles and life support systems, set a high bar for reliability for modern microprocessors operating in highly challenging conditions. However, while advanced VLSI process nodes have intensified microprocessors by providing remarkable reductions in silicon area and power consumption, they also introduce new reliability challenges through complex design rules they impose, creating a major burden on the VLSI implementation flow. In this paper, we focus on electromigration (EM), which is a crucial factor that impacts semiconductor reliability. EM refers to the aging process of on-die wires in integrated circuits (ICs). Typically, EM issues have been addressed at the physical design level, where reliability rules are enforced using worst-case scenario analysis to detect and resolve violations. This paper presents solutions that leverage architectural characteristics to mitigate the impact of EM in the memory hierarchy of modern microprocessors. Architectural methods can simplify EM solutions, and they can complement standard physical-design-based solutions to enhance existing methods. Our comprehensive physical simulation results demonstrate that the proposed solution can significantly extend the lifetime of a microprocessor memory hierarchy, with minimal area, power, and performance overhead, while relaxing EM design efforts.
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1. Introduction
Ensuring chip reliability is a critical design requirement for semiconductor integrated circuits (ICs) to function correctly. To meet this requirement, chip vendors must guarantee a minimum lifetime for each product based on reliability predictions. Design-for-reliability rules have been developed to comply with these requirements. However, it has become challenging to meet these rules as they depend on workload, process technology, operating voltage, and temperature. As part of the design-for-reliability methodology of modern processors, a workflow has been developed ([1-3]) to ensure a minimum product lifetime under a specified workload or mission profile. With the continuous emergence of new advanced process technologies and applications such as autonomous vehicles, cloud computing, cyber-security, and life-support systems, the demand for high reliability has only grown.
Electromigration (EM) has become one of the most significant factors affecting the reliability of modern systems due to the shrinking dimensions of VLSI technology, the increasing density of logical elements, and challenging voltage and temperature operating conditions. EM primarily impacts the reliability of wires and vias in ICs. In EM-aware design, three electrical current models are used: maximum [1], average [2, 4], and root-mean-square (RMS) currents [2], which are discussed in detail in Section 2.
The objective of this work is focused on how the RMS current, also known as RMS-EM, affects the memory hierarchy systems of modern microprocessors. The RMS current model is based on Joule-heating [5, 6] induced by alternating current, resulting in thermal oscillations that generate metal deformation, fatigue, voids, and ratcheting metal failures.
Until now, the emphasis in the design community has been on improving the chip-design implementation flow [1, 2, 7-13] to address EM issues, with few works proposing architectural solutions. In this study, we propose a novel architecture that significantly improves the reliability of the memory hierarchy in modern microprocessors by reducing the impact of RMS-EM and design efforts while offering a significant lifetime extension.
Our study is based on the observation that, in many cases, concerns about RMS-EM reliability stem from excessive signal toggling induced by write activities spread unevenly across memory elements. To address this issue, we have developed improved memory resources allocation mechanism that distribute write operations uniformly across all memory elements. This approach minimizes the occurrence of RMS-EM hotspots caused by individual memory elements, resulting in significantly improved microprocessor reliability. In addition, our study enhances conventional electronic-design-automation (EDA) tools, which often assume a worst-case toggling rate due to a lack of architectural information on the circuit's toggle rate, potentially resulting in over design and shorter device lifetimes. While the focus of our study is on microprocessors, the ideas and methods presented in this work can be extended and applied to various other integrated circuits and applications. In summary, the contributions of this paper are as follows:
1. We offer solutions that exploit architectural characteristics to reduce the impact of RMS-EM in modern microprocessors memory hierarchy.
2. The proposed architectural method can be implemented in conjunction with physical-design-based solutions to complement and enhance current methods.
3. The proposed solution incurs minimal cost in terms of power, performance, and silicon-area overhead, with no compromise on reliability or Integrated Circuits (ICs) lifetime. 
4. Our extensive experimental analysis combines architectural and EM physical simulations, which both validate the proposed architectural solution on the physical level.
The rest of this paper is structured as follows: In Section 2, we provide EM related background and review previous work. Section 3 explains the current limitations of the memory hierarchy in modern microprocessors in dealing with EM. Then, Section 4 describes the proposed EM-aware enhancements to the memory hierarchy. In Section 5, we present the results of both microarchitectural and physical simulations of the proposed EM-aware microarchitecture. Lastly, in Section 6, we summarize our study and outline directions for future work.
2. Background and Prior Works
In the last decade, with the introduction of nanometric advanced process technologies, susceptibility to reliability-related issues has significantly increased. In particular, EM is considered one of the most challenging reliability concerns related to the aging process of IC wires, as it affects the lifetime and performance of ICs. The semiconductor industry has dedicated significant efforts to cope with EM reliability challenges by improving physical design implementation flows. However, this approach necessitates significant design efforts and frequently demands multiple iterations to ensure compliance with design rules. Nonetheless, there have been limited studies that approach these reliability challenges from an architectural perspective. This section presents an overview of EM and summarizes related prior studies.

2.1. Electromigration Overview
	EM is a physical phenomenon that affects wire reliability in ICs, causing shorts and voids in metal interconnects and reducing the median time to failure (MTF). Even a single wire failure due to EM can result in an entire chip failure, making it a significant concern for nanometric process technologies [11]. To model the MTF of a single interconnect segment, Black's equation [14] is commonly used:

	 ,
	(1)


where J is the current density, n is a scaling factor, A is a constant, Ea is the activation energy, KB is the Boltzmann constant, and T is the absolute temperature. The exponential relationship between temperature and MTF means that higher temperatures accelerate EM by weakening the atomic bonds within a wire, making it even more vulnerable to EM forces. This underscores the EM-related challenges faced by mission-critical applications, such as autonomous vehicles, that operate at high temperatures. There are three electrical current models involved in EM: peak, average, and RMS currents [2]. Foundries enforce special design-rule constraints on all three current models [15] to meet EM reliability requirements.
Applying peak current, even briefly, creates stress from conduction electrons and metal ions. If the force from the conduction electrons becomes strong enough, it may move metal atoms in the direction of current flow, potentially causing wire damage. An EM induced damage to a metal wire can cause reduced conductivity, or the formation of voids and hillocks [1], all of which potentially manifest to overall system failure. The average current model involves alternating current, which induces material backflow [2] and as a result reduces material migration overall and can mitigate EM-related failures due to the self-healing phenomenon [4]. While the peak and average current models are ruled by the kinetic energy of conduction electrons, the RMS current model [15, 5, 6] is induced by alternating current that produces thermal oscillations. This can induce metal deformation and manifest to fatigue, voids, and increasing metal failures. This effect, known as Joule-heating or RMS-EM, cannot be mitigated by self-healing [2]. The propagation of thermal oscillations caused by RMS-EM can have a spatial impact, leading to the deterioration of neighboring metals. The MTF due to RM-EM is given by the following equation [15]:
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Where C represents the capacitance load, Fmax is the maximum frequency, W and H are the metal width and height, respectively VDD is the operating voltage, p is the switching probability (toggle rate) tr is the rise time and tf is the fall time. It should be noted that Joule heating and current-induced electromigration (maximum and average current EM) are interrelated, with one affecting the other. Joule heating raises the temperature and creates temperature gradients, which leads to atomic diffusion and accelerated current-induced EM. Conversely, current-induced EM causes an increase in resistance and current density, which raises the temperature and intensifies Joule heating. The mutual positive feedback between Joule heating and current-induced EM significantly accelerates both processes, resulting in severe reliability concerns.
Today, foundries enforce maximum RMS current (IRMS-max) for the specified lifetime, and EDA tools are required to validate the compliance of every net in the IC and fix any related violations. Dealing with the design rules for RMS-EM can prove to be challenging due to its reliance on the switching probability which is dependent on both the workload and the IC architecture. Write operations, executed by a processor or control logic to alter the logical state of bitcells and wires, primarily govern the probability of switching in memory elements. While read operations may also trigger wire state changes, these mostly occur on the read ports of memory elements, thus playing a smaller role in contributing to RMS-EM hotspots. Further works on EM and its reliability impact are available in [1, 2, 12, 13, 16, 17].

2.2. Prior Work on Electromigration
	The physical design aspect of EM has been extensively researched. Numerous studies [7, 10, 18] have analyzed the impact of EM on various types of interconnects, such as copper or aluminum, under different process, voltage, and temperature conditions. The prevailing solution from a physical standpoint is to increase the width of the wires, which, as shown in Equation 2, extends MTF and ultimately mitigates EM effects. However, widening wires from a physical design perspective can lead to additional complications, including increased die area that may induce timing violations.
As part of the IC sign-off process, EDA tools, using the process technology EM rules, verify that interconnects and vias meet EM design specifications and identify any EM-related violations that require design fixes. To simulate switching activity patterns, RMS-EM analysis tools are utilized, which represent real applications and consider these patterns in the analysis process. When the worst-case switching patterns cannot be determined, designers frequently rely on statistical analysis provided by the EDA sign-off tool which may lead to an overdesign. The RMS-EM sign-off process involves numerous iterations and trials due to the complex design rules. Dasgupta et al. [7] developed a methodology for synthesizing the design and scheduling of data transfers from the control data flow graph to hardware buses in an EM-aware manner. Their algorithm necessitates pre-determining activity, resulting in a tight coupling to each specific computational use case it is designed for. A comprehensive review of physical-design-based techniques to mitigate the impact of EM can be found in [13].
Previous works have proposed architecture-based solutions to EM, but the number of such studies is limited. Srinivasan et al. [9] introduced structural duplication and graceful performance degradation methods to address the EM effect. Structural duplication involves adding spare design structures to the IC that activate when the original structures fail, while graceful performance degradation shuts down failing structures while maintaining the IC's functionality albeit with degraded performance. However, this approach incurs significant hardware overhead since it requires specialized mechanisms to detect EM degradation through normal IC operation and unique circuits to activate the redundant logic. Furthermore, it introduces additional power and performance overheads due to the inclusion of redundant hardware. A similar approach involving the addition of redundant elements to mitigate EM was proposed by [19].
Abella et al. [11] proposed a new architectural solution for "refueling" bidirectional buses by monitoring the direction of current flow each time data is transferred on the bus. Their approach suggested a mechanism that triggers current compensation when an imbalance occurs between the current flowing in each direction, which could alleviate EM impact caused by peak current. However, this technique may encourage RMS-EM in the form of thermal oscillations, leading to reliability concerns. Additionally, bidirectional buses are not commonly utilized in modern VLSI circuits due to their design complexity. The refueling mechanism also disrupts bus operation and may introduce dynamic power overhead due to the reversal of current. Srinivasan et al. [8, 20] proposed a dynamic approach to manage reliability where the processor adjusts its lifetime reliability target based on the application's changing behavior. This strategy enables a lower reliability processor to run correctly while compromising performance or operating conditions. In [21, 22], the authors proposed architectural solutions that leverage the characteristics of the architecture to decrease the RMS-EM impact on the execution units and register file structures in modern microprocessors. Their results indicate that their solution can extend lifetime by at least 2x and 10x for execution units and register files respectively.
3. EMS-EM Hotspots in Memory Hierarchy
Our study is motivated by the fact that the switching probability is inversely proportional to MTF as indicated by Equation 2. Performing RMS-EM analysis based on the switching probability introduces several challenges:
1. The switching probability factor depends on both the memory system architecture and workload, making it difficult to determine its value.
2. Current RMS-EM EDA tools lack the ability to differentiate between the toggle rate of different logical elements in the IC, which may lead to overdesign.
Therefore, our aim is to enhance MTF by reducing the switching probability and avoiding hotspots in memory hierarchy system that may not only lead to RMS-EM related failures but also help mitigate the challenges mentioned above.
	For this study, we have made the assumption that all other factors in Equation 2 remain constant. This assumption is based on the following reasons: The junction temperature is a significant contributor to RMS-EM MTF, but as it is dependent on the workload and system cooling assumption, commonly used design flows consider the worst-case scenario of 105 or 125 °C. Additionally, we have assumed IC operation at nominal voltage and have not accounted for power-saving modes like dynamic voltage scaling (DVS), which can save power, reduce performance, and decrease the impact of RMS-EM when activated. Finally, the capacitance parameter is dependent on the process intrinsic capacitance and wire dimensions.
	In the next subsection we describe our experimental environment for analyzing the switching probability in the memory hierarchy of modern microprocessors. Next, we examine the distribution of the switching probability over memory hierarchy elements. It should be noted that the impact of EM on the power grid is not addressed in this paper and our main focus is on signal nets.
3.1. Experimental Environment
We conducted our experiments using the Sniper x86-64 microprocessor simulator [23], which we modified and added the necessary mechanisms to model the behavior and measure the characteristics required for our study. The simulation environment includes a detailed cycle-level x86 core model and a memory system. The simulation environment has been configured to the Intel Gainestown core [24], and Table 1 provides a summary of the configuration. We utilized the Spec2017 benchmark suite [25, 26] with ref inputs for our experiments. We selected this benchmark suite as it is provided and supported by the Standard Performance Evaluation Corporation (SPEC) and contains applications from various domains, such as artificial intelligence, physics, visualization, compression, and document processing. Over the past few decades, SPEC has been the de facto benchmark suite for semiconductor research, and it is regularly updated to reflect changes in computational applications. In our experiments, we ran each benchmark as a single-core workload in the main execution phase, with each experiment consisting of 10 billion instructions.
Table 1. Baseline simulation model configuration.
	Core Model

	Frequency
	2.66 GHz

	




Execution units [time]
	3 ALUs [1 cycle]
1 FP add / sub [3 cycles]
1 FP mul /div [5/6 cycles]
1 Branch [1 cycle]
1 Load unit [1 cycle]
1 Store unit [1 cycle]

	Pipeline
	Dispatch width: 4

	Instruction window
	128

	Memory system model

	Block size
	64 bytes

	L1-D cache
	32 KB, 8-way

	L1-I cache
	32 KB, 4-way

	L2 cache
	256 KB, 8-way

	L3 cache
	8 MB, 16-way

	DTLB
	64 entries, 4-way

	ITLB
	128 entries, 4-way

	STLB 
	512 entries, 4-way (secondary TLB)



3.2. RMS-Electromigration Hotspots 
In this section, we examine hotspots of switching probability that may accelerate RMS-EM in the microprocessor's memory hierarchy subsystem. We have been motivated to investigate memories because they employ high-density bit cells with narrow and long metal wires that toggle upon every change of logical state, making them highly susceptible to RMS-EM. Static RAM (SRAM) memories use lower metal layers for their interconnect, typically three metal layers, which have significantly smaller geometrical dimensions. As a result, they become highly susceptible to RMS-EM. In addition, physical design tools lack the ability to handle every bit cell individually, so the worst-case toggling rate is commonly applied to all bit cells. Because write operations are not uniformly distributed across all memory bit cells, the worst-case scenario is determined by the bit cell with the highest toggling rate.
	We start our analysis by examining the toggle rate of the memory hierarchy elements. Figure 1 shows the ratios of the average number of write operations per memory entry. It reveals that the Data Translate Lookaside Buffer (DTLB) involves significantly more write operations than the Instruction Translate Lookaside Buffer (ITLB). The DTLB also involves nearly tenfold more write operations than the Secondary Translate Lookaside Buffer (STLB). A similar observation results from examining the L1-D cache’s ratio of write access with that of the L1-I cache. The L1-I cache involves write operations only upon cache line replacement, whereas L1-D maintains a much higher rate of write operations because of both block replacement and each time a store instruction writes a memory location. Continuing to compare the write ratios of L1-D with L2 and L2 with L3 shows that higher levels of cache memories experience a higher toggling rate.
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Figure 1. Write ratios in memory hierarchy
	Although our initial observations indicate that the L1-D cache and the DTLB have the highest write rates, we also examine both L2 and L3 caches because their physical design has a higher susceptibility to RMS-EM than the L1 caches mainly due to the fact that they utilize higher-density bitcells and significantly longer and narrower interconnect metals.
	Our next experimental analysis measures the distribution of write operations in the L1-D cache, L2 cache, L3 cache, and DTLB. Figures 2 through 5 illustrate histograms of write operations partitioned into five bins: 0–25%, 26–50%, 51–75%, 76–90%, and 91–100%. Each bin shows the number of cache entries with the ratio of write distributions relative to the cache entry with the maximum number of write operations. For example, 20% for bin 26–50% means that 20% of the cache entries experienced write operations in a ratio range of 26–50% relative to the cache entry with the maximum number of write operations. The cache entry with the maximum number of writes is the entry that dictates the RMS-EM switching probability assumption for the entire cache. Such histograms help illustrate the switching probability distribution among all cache entries and help us explore a new architecture to relieve RMS-EM hotspots.
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Figure 2. Distribution of DTLB writes
Figure 2 shows the write histogram of DTLB entries and their tags. Note that, for all benchmarks, only a small number of entries experience a large ratio (above 90% relative to the entry with the maximum number of writes). These entries dictate the overall switching rate of the DTLB. The majority of entries experience much lower write rates. Figure 2 also presents the ratio of the average number of writes per entry to the maximum number of writes for all entries, which varies from 2% to 100%, with an average of 55%.
Figure 3 shows a histogram of writes to L1-D cache data lines. The situation appears similar to that observed in the DTLB. Only a small number of cache lines have a high write ratio (above 90% relative to the maximal data cache line), whereas the majority of cache lines experience much lower write ratios. In most of the benchmarks, the ratio of the average number to the maximum number of writes is less than 30%, whereas the average ratio is 33%.
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Figure 3. Distribution of L1-D cache block writes
In Figure 4 we present a histogram of writes to the L2 cache data lines, which are similar to those for the L1-D cache. For both data blocks and tags, we observe that only a small portion of cache entries (data and tags) experience the highest write ratio (> 90% relative to the entry with the maximum number of writes), and as a result, they indicate severe RMS-EM conditions for all cache entries. We observe that the ratio of the average number of writes per entry to the maximum number of writes of all entries is approximately 50%. A similar result for write operations on cache lines was also obtained by Valero et al. in their study of the different aspects of cache reliability [17]. One may notice in Figures 3 and 4 that the benchmark 649.fotonik3d, behaves differently than all other benchmarks. This is because the 649.fotonik3d write distribution is spread uniformly over most cache lines.
[image: Chart, bar chart

Description automatically generated]
Figure 4. Distribution of L2 cache block writes
	Figure 5 shows a histogram for L3 writes for cache data lines. For most benchmarks, the number of writes is small for the majority of cache data lines, where almost all of them experience 25% or less write operations relative to a small portion of cache lines with the maximum number of writes. Overall, the ratio of the average number of write operations to the maximum number of writes is 8%.
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Figure 5. Distribution of L3 cache block writes
Our additional experiments, which also include an analysis of cache tag writes, indicate that tag writes spread more uniformly than data lines, and the majority of cache tags experience a smaller variance in the number of writes. The ratio of the average number of tag writes to the maximum number of tag writes is nearly 70% on average for the L1-D cache and approximately 50% for L2 and L3 tags.
The results presented in this section support our observation that cache data lines experience a switching probability distribution with high variance and a minority of lines are highly stressed by the maximum number of write operations. This, as a result, dictates much more severe RMS-EM conditions for the entire cache. Similar conclusions are obtained from our observations of register write access and ALU use, where in both cases, the switching probability induced by the workload is nonuniformly distributed. Such behavior leads to an overdesign condition for RMS-EM that can degrade overall performance and increase IC area.

4. RMS-EM-Aware Memory Hierarchy 
	In this section, we present our proposed architecture solution to mitigate switching probability hotspots in memory hierarchy, which in turn relaxes the sign-off conditions required for RMS-EM. The core idea behind our solution is similar to workload balancing techniques used in computer systems. We use a resource allocation scheme that is aware of the switching probability to uniformly distribute the utilization of computational resources. This approach smooths out the utilization, which significantly reduces the impact of RMS-EM on reliability.
	Cache memories may generate RMS-EM hotspots in various cache lines that are spread nonuniformly. Note that, in this subsection, the term “cache” refers to any architectural structure that uses a cache organization (e.g., TLBs). As a result, a small fraction of cache lines dictates the worst RMS-EM scenario for the entire cache. The principal of the proposed EM-aware cache memory scheme, illustrated in Figure 6, is based on similar principles of the register file solution.
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Figure 6. Electromigration-aware cache memory mapping
	Our proposed scheme is similar to two previously introduced solutions for different physical reliability problems. The first one, introduced by Calimera et al. [27] to handle a problem related to SRAM asymmetric aging, suggested reindexing cache lines using various mapping functions. The second method was introduced by Wang et al. [28] to mitigate write endurance in PCM-based nonvolatile memories (NVMs). PCM-based NVMs experience bitcell wear out after an excessive number of writes, leaving the bitcell resistance in a low- or high-resistance state. This may happen due to either Ge depletion in the bitcell area or when the heating electrode is detached [29]. Their proposed technique (similar to Calimera et al.) suggested a Swap-Shift method to swap a pair of cache sets whenever the number of writes reaches a certain threshold.
	By using a similar technique, our proposed scheme avoids hotspots of cache writes by periodically changing the cache set mapping of cache blocks to their corresponding physical cache lines. As with the RF solution, this scheme is based on a modulo rotation of the mapping between the set field (taken from the block address) and its physical set location. Our suggested mapping method calculates the cache set number by adding the block index field to a modulo counter. The counter determines the physical index shifting relative to the cache block’s original index. A periodic pulse trigger is maintained to shift the mapping of the cache sets. After each assertion of the pulse trigger, the modulo counter is incremented, and all cache lines are invalidated. Note that this cache-invalidation circuitry already exists in many modern microprocessors for the purpose of cache-context invalidation, so the proposed method does not incur additional overhead by adding this mechanism. In addition, the periodic pulse trigger can operate at a relatively low frequency to ensure negligible performance overhead due to the cache invalidation. The end result is that this approach avoids write hotspots by periodically spreading the cache line mapping across all cache sets. Table 2 summarizes the power, critical timing path impact, and area overhead for the 28 nm process:

Table 2. Cache rotator overhead.
	Cache index size
	Orig. area [mm2]
	Area overhead [um2]/[%]
	Orig. power
[mW]
	Power overhead
[nW] /[%]
	Timing impact
delay added to access time
[ps]

	6 bits (L1-D)
	3.07
	104/
0.003%
	481
	8/
0.000%
	60

	7 bits (L1-I)
	2.99
	123/
0.004%
	480
	10.2/
0.000%
	63

	9 bits (L2)
	8.07
	157/
0.002%
	818
	15.6/
0.000%
	67

	13 bits (L3)
	48.21
	226/
0.000%
	8536
	29.5/
0.000%
	76



	To avoid the potential overhead incurred by flushing the cache content (and by the write-back of all the dirty lines), we suggest performing the operation either infrequently or by exploiting events that require flushing these structures (e.g., after a sleep mode when all caches are cleaned).

5. Experimental Analysis of RMS-EM-Aware Memory Hierarchy
This section presents the experimental MTF analysis for the proposed architecture solutions aimed at reducing the impact of RMS-EM on the memory subsystem. The MTF improvement is defined as the increase in the RMS-EM-aware MTF compared to the original MTF, and is obtained by applying Equation 2:

	
	(3)


where pmax RMS EM-aware and pmax original are the maximum toggle rates of a module with a RMS-EM-aware architecture and the original architecture, respectively.
As the architectural solution presented in Section 4 did not demonstrate any performance overhead, this section centers on how the proposed algorithm impacts MTF improvement. Our experimental analysis commences by assessing the improvement of RMS-EM MTF, facilitated by the proposed solution, through the relaxation of the maximum switching probability. Following this, we validate our experimental observation through exhaustive physical RMS-EM simulations, which incorporate dynamic high-resolution thermal analyses, to account for the Joule-heating effect.
5.1. Toggle Rate Based Experimental Analysis for RMS-EM MTF Improvement in Memory System
	In this section we present our experimental analysis devoted to examining the RMS-EM MTF improvement for the TLBs and cache memories data lines. The results illustrated in Figure 7 show that, in most cases, the RMS-EM stress is significantly reduced as a result of the repetitive rotation of the set mapping and invalidation. This helps distribute write operations uniformly over all sets and ways. For the DTLB, we suggest triggering the rotation either when the TLB is flushed by the system or by performing a period rotation (e.g., every 10 million TLB accesses). For the L1-D cache, we suggest a similar periodic rotation trigger every 10 million accesses. For all these options, the performance overhead is minimal. As previously discussed, for both L2 and L3, we suggest triggering the set rotation upon each system wakeup from sleep mode. In this case, no performance overhead is incurred. In our simulation, we use an interval of 10 million cache accesses, the same trigger duration of the L1-D cache for both the L2 and L3 caches.
	Figure 7 illustrates the RMS-EM MTF improvement for the DTLB, L1-D, L2, and L3 caches. The geometric mean MTF improvement for the DTLB, L1-D, L2, and L3 caches is 65%, 230%, 86%, and 4,670%, respectively. Note that the experimental results of the EM-aware architectural solution are consistent with the results presented in Section 3. These figures suggest that a smaller ratio of the average number of write operations to the maximum number of writes corresponds to greater RMS-EM MTF improvement.
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Figure 7. Cache lines RMS-EM MTF improvement
	Based on the experimental results, we observe that RMS-EM MTF can be significantly extended in the microprocessors' memory hierarchy elements by the range of 86–4,670%. These results indicate that the proposed EM-aware solution should allow microprocessor designers to significantly relax the maximum switching probability and, as a result, avoid a significant number of potential RMS-EM violations.
	Alternatively, the reduction in the maximum switching rate translates into an extended device lifetime. Because the RMS-EM MTF and device lifetime depend on both the switching probability and the electrical and thermal characteristics of the circuit, we extend our experimental analysis by performing physical simulations that consider the Joule-heating effect and toggle rate.
5.2. Physical RMS-EM Simulations 
The final stage of our experimental analysis comprises extensive physical simulations that incorporate both the toggle rate and Joule-heating effect, accomplished via dynamic, high-resolution thermal analysis. These simulations were conducted using the Cadence® VoltusTM simulation environment [30], a widely accepted industry-standard tool for EM sign-off. The tool considers parameters of transistors that impact the RMS current, such as drive strength, channel length, and width. Detailed calculations of the RMS current are made to analyze Joule-heating effect and self-heating on all signal wires, taking into account metal dimensions and type (power-grid connections are excluded from this analysis). Additionally, as part of the simulation process, the tool certifies that the calculated RMS current of every net complies with the maximum RMS current, a necessary reliability criterion specified in the foundry technology file [31].
To conduct simulations using the VoltusTM environment, it is necessary to synthesize and place-and-route the design under test. In this study, the full implementation flow was carried out on an L1 data cache memory. The design parameters, implementation tools, and simulation environment are summarized in Table 3. Through RMS-EM analysis, the RMS current (IRMS) is calculated for every metal net in the design while considering the toggle rate determined from functional simulations. The technology file, supplied by the foundry, outlines the maximum allowable RMS current, IRMS_MAX, per metal layer, based on its physical properties.
Table 3. Implementation and RMS-EM simulation tools and design parameters.
	Physical Simulation Environment Parameters

	Synthesis tool
	Cadence GenusTM version 19.11-s087_1

	Place-and-route tool
	Cadence InnovusTM version 19.11-s128_1

	EM tool
	Cadence VoltusTM version 19.11-s129_1

	Process
	28 nm

	Clock frequency
	2.66 GHz

	Core voltage
	0.9 V

	Tj
	105°C (self-heating is modeled by the VoltusTM simulation environment)

	Metal layers
	Metal 1 to metal 9



The data presented in Figure 8 compares the IRMS to IRMS_MAX ratio in EM-aware cache memory architecture with the original design across various benchmarks. It also presents the percentage of metal nets that can benefit from this reduction in RMS current. The findings suggest that, on average, 62% of cache memory nets can achieve a 36% reduction in their RMS current. In addition, it is important to note that the metal nets that do not experience a reduction in RMS current already have a low RMS current, and therefore, their overall improvement is negligible. 
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Figure 8. Physical RMS EM simulations: IRMS/IRMS-Max ratio reduction of the EM-aware architecture with respect to the original design measurements.
Equation 4 [15] can be used to calculate the extended MTF resulting from the reduction in IRMS:
	
	(4)


Where MTFTechnology is the nominal MTF defined by the foundry [37], which is typically assumed to be 10 years, and IRMS-max is the maximum RMS current to comply with MTFTechnology.  The MTFextended represents the extended MTF when RMS current is reduced to IRMS-reduced. The reduction in RMS current offers a minimum x2.5 lifetime extension for cache memories, as the extended MTF is directly proportional to the ratio of IRMS_MAX to the reduced IRMS to the power of two. It is worth noting that the experimental results obtained through the RMS-EM physical simulation for the extended MTF are comparable to the MTF improvement prediction in Figure 7, which was based on the reduction of switching probability. 
6. Conclusions
The reliability of memory hierarchy is crucial and poses significant design challenges. Traditionally, reliability and RMS-EM issues are addressed at the physical design level through worst-case scenario analysis to identify and resolve violations. However, in this paper, we propose a microarchitectural solution that is RMS-EM-aware and can alleviate the overdesign of traditional methods, thus extending a microprocessor's lifetime. We highlight that modern memory systems are vulnerable to RMS-EM due to their use of non-EM-aware microarchitectures in handling variable dynamic workloads. To address this issue, we propose architectural solutions that take into account the RMS-EM effect and reduce the excessive use of memory-hierarchy elements. Our proposed solutions involve RMS-EM-aware resource allocation that uniformly distributes write operations over all memory elements, complementing existing physical-design-based approaches. Our analysis indicates that our proposed solutions incur minor area and power overhead, with negligible performance degradation compared to prior studies. Our experimental results show that our proposed architecture significantly relaxes the RMS-EM switching probability sign-off conditions by 46–92% for the data blocks in the memory system. Our RMS-EM physical simulations indicate that such toggle rate relaxation leads to a 36% reduction in IRMS for a D-cache memory, translating to a lifetime extension of at least 2.5x.
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