
QUESTION 1 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

Compute the first three moments, m1,m2, and m3, of the data set {-1,0,1,2}. Report theCompute the first three moments, m1,m2, and m3, of the data set {-1,0,1,2}. Report the
answer to one decimal place.answer to one decimal place.

m1=(-1+0+1+2)/4=2/4=0.5 (2 points)m1=(-1+0+1+2)/4=2/4=0.5 (2 points)
m2=((-1)^2+(0)^2+(1)^2+(2)^2)/4 = 6/4=1.5 (2 points)m2=((-1)^2+(0)^2+(1)^2+(2)^2)/4 = 6/4=1.5 (2 points)
m3 = ((-1)^3+(0)^3+(1)^3+(2)^3)/4=8/4=2 (2 points)m3 = ((-1)^3+(0)^3+(1)^3+(2)^3)/4=8/4=2 (2 points)

QUESTION 2 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

If X follows a geometric distribution, Geometric(p), then E[X]=1/p. Suppose that the observedIf X follows a geometric distribution, Geometric(p), then E[X]=1/p. Suppose that the observed
data {1,2,2,3} comes from a Geometric distribution with unknown p. Show how to compute thedata {1,2,2,3} comes from a Geometric distribution with unknown p. Show how to compute the
estimate of p using the method-of-moments. Round your answer to two decimal places.estimate of p using the method-of-moments. Round your answer to two decimal places.

1/p=(1+2+2+3)/4=3.75 (3 points)1/p=(1+2+2+3)/4=3.75 (3 points)
p=1/3.75=0.27 (3 points)p=1/3.75=0.27 (3 points)

QUESTION 3 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

Consider an independent random sample {X1,X2} from Binomial(p). Use the likelihoodConsider an independent random sample {X1,X2} from Binomial(p). Use the likelihood
factorization criterion to show that U=X1+X2 is a sufficient statistic for estimating p.factorization criterion to show that U=X1+X2 is a sufficient statistic for estimating p.

The likelihood is L(p)=p^X1(1-P)^(1-X1)*p^X2*(1-p)*X2=p^(X1+X2)*(1-p)^(1-(X1+X2)) (3 points)The likelihood is L(p)=p^X1(1-P)^(1-X1)*p^X2*(1-p)*X2=p^(X1+X2)*(1-p)^(1-(X1+X2)) (3 points)
L(p)=g(u,p)h(X1,X2) where g(u,p)=p^U(1-p)^(1-U) and h(X1,X2)=1. (3 points)L(p)=g(u,p)h(X1,X2) where g(u,p)=p^U(1-p)^(1-U) and h(X1,X2)=1. (3 points)
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QUESTION 4 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

Let {X1,X2} be an independent sample from a Gaussian distribution with unknown mean mLet {X1,X2} be an independent sample from a Gaussian distribution with unknown mean m
and standard deviation 1.and standard deviation 1.
(a) Write down the likelihood function L(m)(a) Write down the likelihood function L(m)
(b) Write down the log-likelihood function LL(m).(b) Write down the log-likelihood function LL(m).

(a) L(m)=1/sqrt(2pi) * exp(-1/2 * (x1-m)^2) * 1/sqrt(2pi) * exp(-1/2 * (x2-m)^2)=1/(2pi) * exp(-1/2((x1-m)^2+(a) L(m)=1/sqrt(2pi) * exp(-1/2 * (x1-m)^2) * 1/sqrt(2pi) * exp(-1/2 * (x2-m)^2)=1/(2pi) * exp(-1/2((x1-m)^2+
(x2-m)^2)) (3 points)(x2-m)^2)) (3 points)
(b) LL(m)=-log(2pi)-1/2((x1-m)^2+(x2-m)^2) (3 points)(b) LL(m)=-log(2pi)-1/2((x1-m)^2+(x2-m)^2) (3 points)

QUESTION 5 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

Let {1,2} be an independent observed sample and exponential distribution with unknown rateLet {1,2} be an independent observed sample and exponential distribution with unknown rate
r, Exp(r ).r, Exp(r ).
(a) Write down the likelihood function L(r).(a) Write down the likelihood function L(r).
(b) Write down the negative log-likelihood function NLL(r ).(b) Write down the negative log-likelihood function NLL(r ).
(c) Find the MLE estimate of r by minimizing NLL(r).(c) Find the MLE estimate of r by minimizing NLL(r).

(a) L(r )=r*exp(-r*1) * r*exp(-r *2)=r^2 exp(-3r) (2 points)(a) L(r )=r*exp(-r*1) * r*exp(-r *2)=r^2 exp(-3r) (2 points)
(b) NLL(r )=-2log(r )+3r (2 points)(b) NLL(r )=-2log(r )+3r (2 points)
(c) The derivative of NLL is NLL'(r )=-2/r+3. The zero of this derivative is given by -2/r+3=0 or r/2=1/3 so(c) The derivative of NLL is NLL'(r )=-2/r+3. The zero of this derivative is given by -2/r+3=0 or r/2=1/3 so
zero is r=2/3. The second derivative of NLL is NLL''(r )=2/r^2 >0 so r=2/3 is indeed a minimizer. The MLEzero is r=2/3. The second derivative of NLL is NLL''(r )=2/r^2 >0 so r=2/3 is indeed a minimizer. The MLE
is r=2/3. (2 points)is r=2/3. (2 points)
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QUESTION 6 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

Consider the independent observed sample {(1,1),(2,2),(3,5)}. Assuming the model whichConsider the independent observed sample {(1,1),(2,2),(3,5)}. Assuming the model which
relates (x,y) is f(x)=2x+a.relates (x,y) is f(x)=2x+a.
(a) What is the sum-of-square residuals in the OLS problem in terms of a?(a) What is the sum-of-square residuals in the OLS problem in terms of a?
(b) Find the OLS estimate of a.(b) Find the OLS estimate of a.

(a) We have f(1)=2+a, f(2)=4+a and f(3)=6+a. The squared residuals are (2-(2+a))^2, (4-(4+a))^2+(5-(a) We have f(1)=2+a, f(2)=4+a and f(3)=6+a. The squared residuals are (2-(2+a))^2, (4-(4+a))^2+(5-
(6+a))^2, which simplify to a^2, a^2, and (a^2-2a+1). The sum of squared residuals is 3a^2-2a+1. (3(6+a))^2, which simplify to a^2, a^2, and (a^2-2a+1). The sum of squared residuals is 3a^2-2a+1. (3
points)points)
(b) To get the OLS estimate we need to minimize this quantity. Set C(a)=3a^2-2a+1, its derivative is(b) To get the OLS estimate we need to minimize this quantity. Set C(a)=3a^2-2a+1, its derivative is
C'(a)=6a-2 and the zero of this function is a=1/3. The second derivative is C''(a)=6>0 so a=1/3 is indeedC'(a)=6a-2 and the zero of this function is a=1/3. The second derivative is C''(a)=6>0 so a=1/3 is indeed
the minimizer of this function. Therefore, a=1/3 is the OLS estimate. (3 points)the minimizer of this function. Therefore, a=1/3 is the OLS estimate. (3 points)

QUESTION 7 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

A certain sample admits three delete-1 jacknife samples. The values of a certain test statisticA certain sample admits three delete-1 jacknife samples. The values of a certain test statistic
of these jacknife samples are m1=4, m2=5, m3=6of these jacknife samples are m1=4, m2=5, m3=6
(a) What is the jacknife estimate, m-jack, of this statistic?(a) What is the jacknife estimate, m-jack, of this statistic?
(b) What is the standard error of the jacknife estimate?(b) What is the standard error of the jacknife estimate?

(a) The jacknife estimate is m-jack = (4+5+6)/3=5. (3 points)(a) The jacknife estimate is m-jack = (4+5+6)/3=5. (3 points)
(b) The standard error, SE, is SE=sqrt(2/3 * ( (4-5)^2+(5-5)^2+(6-5)^2 ) )=sqrt(2/3 * 2)=sqrt(4/3)=2/sqrt(3)(b) The standard error, SE, is SE=sqrt(2/3 * ( (4-5)^2+(5-5)^2+(6-5)^2 ) )=sqrt(2/3 * 2)=sqrt(4/3)=2/sqrt(3)
(3 points)(3 points)

QUESTION 8 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 01

The observed value of a certain statistic is u = 5. Four bootstrap samples give estimate forThe observed value of a certain statistic is u = 5. Four bootstrap samples give estimate for
this statistic as u1=4, u2=5,u3=5, and u4=6.this statistic as u1=4, u2=5,u3=5, and u4=6.
(a) Is it possible for the bootstrap samples to contain duplicates if the observed data doesn't(a) Is it possible for the bootstrap samples to contain duplicates if the observed data doesn't
have any duplicates? Explain.have any duplicates? Explain.
(b) What is the standard error of the bootstrap estimate of this statistic?(b) What is the standard error of the bootstrap estimate of this statistic?

(a) Yes, the bootstrap samples can contain duplicates because these the bootstrap method samples from(a) Yes, the bootstrap samples can contain duplicates because these the bootstrap method samples from
the given sample the given sample with replacement.with replacement. (3 points) (3 points)
(b) SE=sqrt(1/4 ( (4-5)^2+(5-5)^2+(5-5)^2+(6-5)^2 ) )=sqrt(1/4 * 2)=sqrt(1/2) (3 points)(b) SE=sqrt(1/4 ( (4-5)^2+(5-5)^2+(5-5)^2+(6-5)^2 ) )=sqrt(1/4 * 2)=sqrt(1/2) (3 points)
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QUESTION 9 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 01

If X follows a uniform distribution, Uniform(0,b) then its kth moment is given byIf X follows a uniform distribution, Uniform(0,b) then its kth moment is given by
mu_k=b^k/(k+1).mu_k=b^k/(k+1).
Given the observed sample of {0.5,1,1,2,3}, Find the method-of-moments estimate for b usingGiven the observed sample of {0.5,1,1,2,3}, Find the method-of-moments estimate for b using
(a) The first sample moment(a) The first sample moment
(b) The second sample moment(b) The second sample moment
(c) The third sample moment.(c) The third sample moment.
Round your answers to two decimal places.Round your answers to two decimal places.

(a) The first sample moment is m_1=(0.5+1+1+2+3)/5=1.5. We set 1.5=b^1/2=b/2 and solve form b to get(a) The first sample moment is m_1=(0.5+1+1+2+3)/5=1.5. We set 1.5=b^1/2=b/2 and solve form b to get
b=3 as our estimate. (3 points)b=3 as our estimate. (3 points)
(b) The second sample moment is m2=(0.5^2+1^2+1^2+2^2+3^2)/5=15.25/5=3.05. We set 3.05=b^2/3(b) The second sample moment is m2=(0.5^2+1^2+1^2+2^2+3^2)/5=15.25/5=3.05. We set 3.05=b^2/3
and solve for b: b^2=9.15 so b=sqrt(9.15)=3.02 (3 points)and solve for b: b^2=9.15 so b=sqrt(9.15)=3.02 (3 points)
(c) The third sample moment is m3=(0.5^3+1^3+1^3+2^3+3^3)/5 = 7.425. We set 7.425=b^3/4 and solve(c) The third sample moment is m3=(0.5^3+1^3+1^3+2^3+3^3)/5 = 7.425. We set 7.425=b^3/4 and solve
for b: b^3=29.7 so b=cuberoot(29.7)=3.10. (2 points)for b: b^3=29.7 so b=cuberoot(29.7)=3.10. (2 points)

QUESTION 10 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 01

If X follows an exponential distribution with unknown rate r, Exp(r), then then its kth moment isIf X follows an exponential distribution with unknown rate r, Exp(r), then then its kth moment is
given by mu_k=r^(-k) * k!given by mu_k=r^(-k) * k!
Given the observed sample of {0.5,1,1,2,3}, Find the method-of-moments estimate for b usingGiven the observed sample of {0.5,1,1,2,3}, Find the method-of-moments estimate for b using
(a) The first sample moment(a) The first sample moment
(b) The second sample moment(b) The second sample moment
(c) The third sample moment.(c) The third sample moment.
Round your answers to two decimal places.Round your answers to two decimal places.

(a) The first sample moment is m_1=(0.5+1+1+2+3)/5=1.5. We set 1.5=1/r and solve form r to get b=0.67(a) The first sample moment is m_1=(0.5+1+1+2+3)/5=1.5. We set 1.5=1/r and solve form r to get b=0.67
as our estimate. (3 points)as our estimate. (3 points)
(b) The second sample moment is m2=(0.5^2+1^2+1^2+2^2+3^2)/5=15.25/5=3.05. We set 3.05=2/r^2(b) The second sample moment is m2=(0.5^2+1^2+1^2+2^2+3^2)/5=15.25/5=3.05. We set 3.05=2/r^2
and solve for r: r^2=2/3.05 so r=sqrt(2/3.05)=0.81 (3 points)and solve for r: r^2=2/3.05 so r=sqrt(2/3.05)=0.81 (3 points)
(c) The third sample moment is m3=(0.5^3+1^3+1^3+2^3+3^3)/5 = 7.425. We set 7.425=6/r^3 and solve(c) The third sample moment is m3=(0.5^3+1^3+1^3+2^3+3^3)/5 = 7.425. We set 7.425=6/r^3 and solve
for r: r^3=6/7.425 so b=cuberoot(6/7.425)=0.93. (2 points)for r: r^3=6/7.425 so b=cuberoot(6/7.425)=0.93. (2 points)
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QUESTION 11 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 01

Consider an random sample {x1,x2,x3} from Gamma(a,b). The likelihood function is given byConsider an random sample {x1,x2,x3} from Gamma(a,b). The likelihood function is given by
L(a,b)=G(a)^(-3)*b^(-a) * exp(-x1/b-x2/b-x3/b) * x1^(1-a)*x2^(1-a)*x3^(1-a) where G(a) onlyL(a,b)=G(a)^(-3)*b^(-a) * exp(-x1/b-x2/b-x3/b) * x1^(1-a)*x2^(1-a)*x3^(1-a) where G(a) only
depends on a.depends on a.
Use the likelihood factorization criterionUse the likelihood factorization criterion
(a) to find a sufficient statistic for a if b is known.(a) to find a sufficient statistic for a if b is known.
(b) to find a sufficient statistic for b if is known(b) to find a sufficient statistic for b if is known
(c) to find a sufficient statistic for and b if they are both a and b are unknown.(c) to find a sufficient statistic for and b if they are both a and b are unknown.

(a) L(a,b)=G(a)*exp(-1/b * (x1+x2+x3) ) * (x1*x2*x3)^(1-a)=g(u,a)*h(x1,x2,x3,b) (1 points) where(a) L(a,b)=G(a)*exp(-1/b * (x1+x2+x3) ) * (x1*x2*x3)^(1-a)=g(u,a)*h(x1,x2,x3,b) (1 points) where
g(u,a)=G(a)*u^(1-a) where u=x1+x2+x3 and h(x1,x2,x3,b)=exp(-1/b * ( x1+x2+x3) (2 points)g(u,a)=G(a)*u^(1-a) where u=x1+x2+x3 and h(x1,x2,x3,b)=exp(-1/b * ( x1+x2+x3) (2 points)
(b) L(a,b) = g(v,b)*h(x1,x2,x3,a) (1 points) where g(v,b)=exp(-v/b) and h(x1,x2,x3,a)=G(a)*(x1*x2*x3)^(1-(b) L(a,b) = g(v,b)*h(x1,x2,x3,a) (1 points) where g(v,b)=exp(-v/b) and h(x1,x2,x3,a)=G(a)*(x1*x2*x3)^(1-
a) where v=x1+x2+x3 (2 points)a) where v=x1+x2+x3 (2 points)
(c) L(a,b)=g(u,v,a,b)*h(x1,x2,x3) (1 point) where g(u,v,a,b)=G(a)*u^(1-a)*exp(-v/b) where u=x1*x2*x3 and(c) L(a,b)=g(u,v,a,b)*h(x1,x2,x3) (1 point) where g(u,v,a,b)=G(a)*u^(1-a)*exp(-v/b) where u=x1*x2*x3 and
v=x1+x2+x3 and h(x1,x2,x3)=1 (1 point)v=x1+x2+x3 and h(x1,x2,x3)=1 (1 point)

QUESTION 12 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 01

Suppose that the likelihood function for estimating the unknown positive parameter t is givenSuppose that the likelihood function for estimating the unknown positive parameter t is given
by L(t)= exp(-4t)t^7 / 12.by L(t)= exp(-4t)t^7 / 12.
(a) Write the negative log-likelihood function NLL(t).(a) Write the negative log-likelihood function NLL(t).
(b) Find the MLE estimate by minimizing NLL(t) for t>0.(b) Find the MLE estimate by minimizing NLL(t) for t>0.
(c) Estimate the standard deviation of the estimate found in b.(c) Estimate the standard deviation of the estimate found in b.

(a) NLL(t)=4t-7log(t)+log(1/12) (2 points)(a) NLL(t)=4t-7log(t)+log(1/12) (2 points)
(b) The derivative of NLL is NLL'(t)=4-7/t which has the zero at t=7/4. The second derivative is(b) The derivative of NLL is NLL'(t)=4-7/t which has the zero at t=7/4. The second derivative is
NLL''(t)=7/t^2>0 so indeed t=7/4 is the minimizer of NLL(t) and so is the MLE estimate for t. (3 points)NLL''(t)=7/t^2>0 so indeed t=7/4 is the minimizer of NLL(t) and so is the MLE estimate for t. (3 points)
(c) The Variance of MLE is 1/NLL''(7/4)=1/(7/(7/4)^2)=16/7. (1 point).(c) The Variance of MLE is 1/NLL''(7/4)=1/(7/(7/4)^2)=16/7. (1 point).
The standard deviation is sqrt(16/7)=4/sqrt(7) (2 points)The standard deviation is sqrt(16/7)=4/sqrt(7) (2 points)
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QUESTION 13 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 01

An observed data set of three pairs have one missing value: {(1,1),(2,2), (3,z)}. YourAn observed data set of three pairs have one missing value: {(1,1),(2,2), (3,z)}. Your
classmate has used the model f(x)=c*x and the OLS estimate for c was (correctly) computedclassmate has used the model f(x)=c*x and the OLS estimate for c was (correctly) computed
to be c=3/2 and the corresponding sum of squared residuals was 35/18.to be c=3/2 and the corresponding sum of squared residuals was 35/18.
What are the two possible values of z?What are the two possible values of z?

The model values are f(1)=3/2, f(2)=2*3/2=3, f(3)=3*3/2=9/2. (3 points)The model values are f(1)=3/2, f(2)=2*3/2=3, f(3)=3*3/2=9/2. (3 points)
The sum of squared residuals is: (1-3/2)^2+(2-3)^2+(z-9/2)^2=35/18. (2 points)The sum of squared residuals is: (1-3/2)^2+(2-3)^2+(z-9/2)^2=35/18. (2 points)
Simplifying this equation gives (z-9/2)^2=25/36 so z-9/2 = pm (5/6) so the two possible values for z areSimplifying this equation gives (z-9/2)^2=25/36 so z-9/2 = pm (5/6) so the two possible values for z are
9/2+5/6=16/3 and 9/2-5/6=11/3 (3 points)9/2+5/6=16/3 and 9/2-5/6=11/3 (3 points)

QUESTION 14 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 01

Consider the observed sample {0.86,1.00,0.59,0.04,0.79}.Consider the observed sample {0.86,1.00,0.59,0.04,0.79}.
a) Find the delete-1 jacknife estimates of the maximum.a) Find the delete-1 jacknife estimates of the maximum.
b) Find the jacknife estimate of the maximum.b) Find the jacknife estimate of the maximum.
c) Find the standard error of the jacknife estimate. Round the answer to two decimal places.c) Find the standard error of the jacknife estimate. Round the answer to two decimal places.

a) The delete-1 jacknife samples and their maximums are:a) The delete-1 jacknife samples and their maximums are:
{0.86, 1.00, 0.59, 0.04} → m_1=1.00{0.86, 1.00, 0.59, 0.04} → m_1=1.00
{0.86, 1.00, 0.59, 0.79}→ m_2=1.00{0.86, 1.00, 0.59, 0.79}→ m_2=1.00
{0.86, 1.00, 0.04, 0.79}→ m_3=1.00{0.86, 1.00, 0.04, 0.79}→ m_3=1.00
{0.86, 0.59, 0.04, 0.79}→ m_4=0.86{0.86, 0.59, 0.04, 0.79}→ m_4=0.86
{1.00, 0.59, 0.04, 0.79}→ m_5=1.00{1.00, 0.59, 0.04, 0.79}→ m_5=1.00
(3 points)(3 points)
(b) The jacknife estimate is the mean of the delete-1 jacknife maximums:(b) The jacknife estimate is the mean of the delete-1 jacknife maximums:
(1.00+1.00+1.00+0.86+1.00)/5=0.97 (2 points)(1.00+1.00+1.00+0.86+1.00)/5=0.97 (2 points)
(c) The standard error is sqrt(4/5 * ((1.00-0.972)^2+(1.00-0.972)^2+(1.00-0.972)^2+(0.86-0.972)^2+(1.00-(c) The standard error is sqrt(4/5 * ((1.00-0.972)^2+(1.00-0.972)^2+(1.00-0.972)^2+(0.86-0.972)^2+(1.00-
0.972)^2=sqrt(4/5 * (0.01568))=0.11 (3 points).0.972)^2=sqrt(4/5 * (0.01568))=0.11 (3 points).
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QUESTION 15 OF 312
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Consider a distribution with PMF f(0)=p, f(1)=sqrt(p), f(2)=1-p-sqrt(p) and zero otherwise and pConsider a distribution with PMF f(0)=p, f(1)=sqrt(p), f(2)=1-p-sqrt(p) and zero otherwise and p
is unknown. An independent observed sample is {0,1,1,2}.is unknown. An independent observed sample is {0,1,1,2}.
a) Write down the likelihood function of p for this sample.a) Write down the likelihood function of p for this sample.
b) Write down the negative log-likelihood function.b) Write down the negative log-likelihood function.
c) Find the MLE by minimizing the negative log-likelihood function.c) Find the MLE by minimizing the negative log-likelihood function.

a) The likelihood function is L(p)=f(0)*f(1)*f(1)*f(2)=p*sqrt(p)*sqrt(p)*(1-p-sqrt(p)) = p^2(1-p-sqrt(p)) (3a) The likelihood function is L(p)=f(0)*f(1)*f(1)*f(2)=p*sqrt(p)*sqrt(p)*(1-p-sqrt(p)) = p^2(1-p-sqrt(p)) (3
points)points)
b) The negative log-likelihood function is NLL(p)=-2log(p)-log(1-p-sqrt(p)) (3 points)b) The negative log-likelihood function is NLL(p)=-2log(p)-log(1-p-sqrt(p)) (3 points)
c) The derivative of NLL(p) is NLL'(p)=-2/p +(1+1/(2sqrt(p)))/(1-p-sqrt(p))=(1/2-sqrt(p))*(4+3sqrt(p))*p.c) The derivative of NLL(p) is NLL'(p)=-2/p +(1+1/(2sqrt(p)))/(1-p-sqrt(p))=(1/2-sqrt(p))*(4+3sqrt(p))*p.
Since p must be between 0 and 1, the only factor that can be zero is 1/2-sqrt(p) and its zero is p=1/4. (2Since p must be between 0 and 1, the only factor that can be zero is 1/2-sqrt(p) and its zero is p=1/4. (2
points).points).

QUESTION 16 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 01

Let X and Y be two random variables with conditional distribution Y|X∼N(X,s). In other words,Let X and Y be two random variables with conditional distribution Y|X∼N(X,s). In other words,
the conditional distribution of Y given X is Gaussian with mean X and unknown standardthe conditional distribution of Y given X is Gaussian with mean X and unknown standard
deviation. Three pairs of numbers is observed ((1,2),(2,3),(3,2)).deviation. Three pairs of numbers is observed ((1,2),(2,3),(3,2)).
a) Write down the likelihood function, L(s) for this data.a) Write down the likelihood function, L(s) for this data.
b) Write down the negative log-likelihood function, NLL(s).b) Write down the negative log-likelihood function, NLL(s).
c) Write down the derivative of the negative log-likelihood function, NLL'(s).c) Write down the derivative of the negative log-likelihood function, NLL'(s).
d) What is the MLE estimate for s?d) What is the MLE estimate for s?

a) The likelihood function is L(s)=s^(-3)*(2pi)^(-3/2)*exp(-1/(2s^2) ((2-1)^2+(3-2)^2 + (2-3)^2))=s^(-3)*a) The likelihood function is L(s)=s^(-3)*(2pi)^(-3/2)*exp(-1/(2s^2) ((2-1)^2+(3-2)^2 + (2-3)^2))=s^(-3)*
(2pi)^(-3/2)*exp(-3/(2s^2)) (2 points)(2pi)^(-3/2)*exp(-3/(2s^2)) (2 points)
b) The negative log-likelihood function is NLL(s)=3log(s)+(3/2)log(2pi)+3/(2s^2) (2 points)b) The negative log-likelihood function is NLL(s)=3log(s)+(3/2)log(2pi)+3/(2s^2) (2 points)
c) The derivative of NLL is NLL'(s)=3/s-3/s^3=3*(s^2-1)/s^3. (3 points)c) The derivative of NLL is NLL'(s)=3/s-3/s^3=3*(s^2-1)/s^3. (3 points)
d) The only positive zero of NLL'(s) is s=1. This is the MLE estimate of s. (1 points).d) The only positive zero of NLL'(s) is s=1. This is the MLE estimate of s. (1 points).
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An observed data set of three pairs is given {(1,2),(2,4),(3,5)}. There are two models toAn observed data set of three pairs is given {(1,2),(2,4),(3,5)}. There are two models to
choose from: (i) f(x)=cx and (ii) g(x)=2x+a.choose from: (i) f(x)=cx and (ii) g(x)=2x+a.
a) Compute the OLS value of c of model (i).a) Compute the OLS value of c of model (i).
b) Compute the OLS value of a of model (ii).b) Compute the OLS value of a of model (ii).
c) Determine the sum of squared residuals of the OLS model (i)c) Determine the sum of squared residuals of the OLS model (i)
d) Determine the sum of squared residuals of the OLS model (ii)d) Determine the sum of squared residuals of the OLS model (ii)
e) Which model is better based on the sum of squared residuals?e) Which model is better based on the sum of squared residuals?

a) The model values are f(1)=c, f(2)=2c, f(3)=3c.a) The model values are f(1)=c, f(2)=2c, f(3)=3c.
The sum of squared residuals is (2-c)^2+(4-2c)^2+(5-3c)^2=45-50c+14c^2. The derivative is -50c+28c.The sum of squared residuals is (2-c)^2+(4-2c)^2+(5-3c)^2=45-50c+14c^2. The derivative is -50c+28c.
The zero of this expression is 25/14. So the OLS value of c is c=25/14. (2 points)The zero of this expression is 25/14. So the OLS value of c is c=25/14. (2 points)
b) The model values are g(1)=2+a, g(2)=4+a, g(3)=6+a.b) The model values are g(1)=2+a, g(2)=4+a, g(3)=6+a.
The sum of squared residuals is (2-(2+a))^2+(4-(4+a))^2+(5-(6+a))^2=1+2a+3a^2. The derivative is 2+6a.The sum of squared residuals is (2-(2+a))^2+(4-(4+a))^2+(5-(6+a))^2=1+2a+3a^2. The derivative is 2+6a.
The zero of this expression is -1/3. So the OLS value of a=-1/3. (2 points)The zero of this expression is -1/3. So the OLS value of a=-1/3. (2 points)
c) The minimum sum of squared residuals is 45-50*25/14+14*(25/14)^2=5/14 approx. 0.357. (2 points)c) The minimum sum of squared residuals is 45-50*25/14+14*(25/14)^2=5/14 approx. 0.357. (2 points)
d) The minimum sum of squared residuals is 1+2*(-1/3)+3*(-1/3)^2=2/3 approx. 0.667. (2 points)d) The minimum sum of squared residuals is 1+2*(-1/3)+3*(-1/3)^2=2/3 approx. 0.667. (2 points)
e) Model (i) is better because it the minimum sum of squared residuals is smaller than the minimum sume) Model (i) is better because it the minimum sum of squared residuals is smaller than the minimum sum
of squared residuals of model (ii). (2 points)of squared residuals of model (ii). (2 points)

QUESTION 18 OF 312
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Let X and Y be two random variables with Y|X∼N(cX,1). That is, the conditional distribution ofLet X and Y be two random variables with Y|X∼N(cX,1). That is, the conditional distribution of
Y given X is Gaussian with mean cX and unit standard deviation. We observed threeY given X is Gaussian with mean cX and unit standard deviation. We observed three
independent pairs ((1,2),(2,4),(3,5)).independent pairs ((1,2),(2,4),(3,5)).
a) Write down the likelihood function, L(c) of this data based on the conditional distribution.a) Write down the likelihood function, L(c) of this data based on the conditional distribution.
b) Write down the negative log-likelihood of this data based on the conditional distribution,b) Write down the negative log-likelihood of this data based on the conditional distribution,
NLL(c).NLL(c).
c) Find the MLE estimate of c by minimizing the negative log-likelihood.c) Find the MLE estimate of c by minimizing the negative log-likelihood.
d) Find the OLS estimate of c of the model f(x)=c*x.d) Find the OLS estimate of c of the model f(x)=c*x.

a) The likelihood function is L(c )=(2pi)^(-3/2)*exp(-1/2 * ((2-c)^2+(4-2c)^2+(5-3c)^2)). (3 points)a) The likelihood function is L(c )=(2pi)^(-3/2)*exp(-1/2 * ((2-c)^2+(4-2c)^2+(5-3c)^2)). (3 points)
b) The negative log-likelihood is NLL(c )=3/2*log(2pi)+1/2((2-c)^2+(4-2c)^2+(5-3c)^2) (3 points)b) The negative log-likelihood is NLL(c )=3/2*log(2pi)+1/2((2-c)^2+(4-2c)^2+(5-3c)^2) (3 points)
c) Differentiating the negative log-likelihood function gives NLL'(c)=-(2-c)-2(4-2c)-3(5-3c)=14c-25. Thec) Differentiating the negative log-likelihood function gives NLL'(c)=-(2-c)-2(4-2c)-3(5-3c)=14c-25. The
root of this function is c=25/14. This is the MLE estimate of c. (3 points)root of this function is c=25/14. This is the MLE estimate of c. (3 points)
d) The sum of squared residuals is (2-c)^2+(4-2c)^2+(5-3c)^2. The minimizer of this expression is thed) The sum of squared residuals is (2-c)^2+(4-2c)^2+(5-3c)^2. The minimizer of this expression is the
same as that of the NLL. Therefore the OLS estimate of c is the same as the MLE estimate: c=25/14 (1same as that of the NLL. Therefore the OLS estimate of c is the same as the MLE estimate: c=25/14 (1
point).point).
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An observed independent sample of n numbers from a Gaussian distribution with unknownAn observed independent sample of n numbers from a Gaussian distribution with unknown
mean, m, and unit standard deviation have the following statistics: The sum of the numbers ismean, m, and unit standard deviation have the following statistics: The sum of the numbers is
a and the sum of the squares of the numbers is b.a and the sum of the squares of the numbers is b.
(a) Write the negative log-likelihood function of m, NLL(m) in terms of a and b.(a) Write the negative log-likelihood function of m, NLL(m) in terms of a and b.
(b) Find the MLE estimate of m by minimizing NLL(m).(b) Find the MLE estimate of m by minimizing NLL(m).
(c) Using the NLL, estimate the standard deviation of the estimate found in b.(c) Using the NLL, estimate the standard deviation of the estimate found in b.

(a) The likelihood function is L(m)=(1/sqrt(2pi))^n* exp(-1/2 (sum((xi-m)^2)) = (2pi)^(-n/2) * exp(-1/2 ( b-(a) The likelihood function is L(m)=(1/sqrt(2pi))^n* exp(-1/2 (sum((xi-m)^2)) = (2pi)^(-n/2) * exp(-1/2 ( b-
2a*m+n*m^2) (2 points). The negative log-likelihood function is NLL(m)=n/2*log(2pi)+1/2 (b-2a*m+n*m^2)2a*m+n*m^2) (2 points). The negative log-likelihood function is NLL(m)=n/2*log(2pi)+1/2 (b-2a*m+n*m^2)
(2 points)(2 points)
(b) The first derivative of NLL(m) is NLL'(m)=1/2 * (-2a+2n*m). The zero of this function is m=a/n. The(b) The first derivative of NLL(m) is NLL'(m)=1/2 * (-2a+2n*m). The zero of this function is m=a/n. The
second derivative is NLL''(m)=n>0, therefore m=a/n is indeed the minimizer and therefore the MLEsecond derivative is NLL''(m)=n>0, therefore m=a/n is indeed the minimizer and therefore the MLE
estimate for the mean, m. (3 points)estimate for the mean, m. (3 points)
(c) The variance of the MLE estimate is V=1/NLL''(a/n)=1/n. Therefore the standard deviation is 1/sqrt(n).(c) The variance of the MLE estimate is V=1/NLL''(a/n)=1/n. Therefore the standard deviation is 1/sqrt(n).
(3 points)(3 points)

QUESTION 20 OF 312
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An observed data set of three pairs have one missing value: {(1,1),(2,5/2), (3,z)}. YourAn observed data set of three pairs have one missing value: {(1,1),(2,5/2), (3,z)}. Your
classmate has used the model f(x)=c*x and the minimum sum of squares was calculated to beclassmate has used the model f(x)=c*x and the minimum sum of squares was calculated to be
5/72. Your classmate also tells you that her OLS value of c is more than 1.2.5/72. Your classmate also tells you that her OLS value of c is more than 1.2.
Using this information, find the value of z and the OLS value of c.Using this information, find the value of z and the OLS value of c.

The model values are f(1)=c, f(2)=2c, f(3)=3c. The sum of squared residuals gives as an equation: (1-The model values are f(1)=c, f(2)=2c, f(3)=3c. The sum of squared residuals gives as an equation: (1-
c)^2+(5/2-2c)^2+(z-3c)^2=5/72 (3 points)c)^2+(5/2-2c)^2+(z-3c)^2=5/72 (3 points)
Furthermore, c is the minimizer of this sum of squares so its derivative with respect to c equals zero. ThisFurthermore, c is the minimizer of this sum of squares so its derivative with respect to c equals zero. This
gives as a second equation:gives as a second equation:
-2(1-c)-4(5/2-2c)-6(z-3c)=0 (3 points).-2(1-c)-4(5/2-2c)-6(z-3c)=0 (3 points).
Solving for z in the second equation gives. z=14c/3-2 (1 point). Substituting in the first equation givesSolving for z in the second equation gives. z=14c/3-2 (1 point). Substituting in the first equation gives
(1-c)^2+(5/2-2c)^2+(5c/3-2)^2=5/72. Solving for c gives 23/4=1.15 and c=1.25. Since we know that the(1-c)^2+(5/2-2c)^2+(5c/3-2)^2=5/72. Solving for c gives 23/4=1.15 and c=1.25. Since we know that the
OLS value of c was more than 1.2, we have c=1.25 (2 points). Finally, z=(14*5/4)/3-2=23/6 (1 point)OLS value of c was more than 1.2, we have c=1.25 (2 points). Finally, z=(14*5/4)/3-2=23/6 (1 point)
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Let X and Y be two random variables with conditional distribution Y|X∼N(b*X,s). In otherLet X and Y be two random variables with conditional distribution Y|X∼N(b*X,s). In other
words, the conditional distribution of Y given X is Gaussian with mean b*X and unknownwords, the conditional distribution of Y given X is Gaussian with mean b*X and unknown
standard deviation. Four pairs of numbers is observed ((1,2),(2,2),(3,5),(4,2.25))standard deviation. Four pairs of numbers is observed ((1,2),(2,2),(3,5),(4,2.25))
a) Write down the likelihood function, L(b,s) for this data.a) Write down the likelihood function, L(b,s) for this data.
b) Write down the negative log-likelihood function, NLL(b,s).b) Write down the negative log-likelihood function, NLL(b,s).
c) Minimize NLL with respect to b. This is the MLE estimate for b.c) Minimize NLL with respect to b. This is the MLE estimate for b.
d) Using the MLE estimate for b from part c), find the MLE estimate for s.d) Using the MLE estimate for b from part c), find the MLE estimate for s.

a) The likelihood function is L(b,s)=s^(-4)*(2pi)^(-2)*exp((-1/(2s^2) * ((2-b)^2+(2-2b)^2+(5-3b)^2+(2.25-a) The likelihood function is L(b,s)=s^(-4)*(2pi)^(-2)*exp((-1/(2s^2) * ((2-b)^2+(2-2b)^2+(5-3b)^2+(2.25-
4b)^2) )= s^(-4)*(2pi)^(-2) * exp(-1/(2s^2) * (38.0625-60b+30b^2)) (2.5 points)4b)^2) )= s^(-4)*(2pi)^(-2) * exp(-1/(2s^2) * (38.0625-60b+30b^2)) (2.5 points)
b) The negative log-likelihood function is NLL(b,s)=4Log(s)+2log(2pi)+1/(2s^2) * (38.0625-60b+30b^2)b) The negative log-likelihood function is NLL(b,s)=4Log(s)+2log(2pi)+1/(2s^2) * (38.0625-60b+30b^2)
(2.5 points)(2.5 points)
c) The derivative of the negative log-likelihood with respect to b is NLL_b(b,s)=-60+60b and its only root isc) The derivative of the negative log-likelihood with respect to b is NLL_b(b,s)=-60+60b and its only root is
b=1. This is the MLE estimate for b. (2.5 points)b=1. This is the MLE estimate for b. (2.5 points)
d) The negative log-likelihood with the MLE estimate for b isd) The negative log-likelihood with the MLE estimate for b is
NLL(s)=NLL(1,s)=4Log(s)+2Log(2pi)+1/(2s^2) * 8.0625. The derivative with respect to s is NLL'(s)=4/s-NLL(s)=NLL(1,s)=4Log(s)+2Log(2pi)+1/(2s^2) * 8.0625. The derivative with respect to s is NLL'(s)=4/s-
8.0625/s^3=(4s^2-8.0625)/s^3 and its only positive zero is s=1.42. This is the MLE estimate for s. (2.58.0625/s^3=(4s^2-8.0625)/s^3 and its only positive zero is s=1.42. This is the MLE estimate for s. (2.5
points)points)

QUESTION 22 OF 312
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Let X and Y be two random variables with conditional distribution Y|X∼Exponential(b*X). InLet X and Y be two random variables with conditional distribution Y|X∼Exponential(b*X). In
other words, the conditional distribution of Y given X is exponential with rate b*X and b isother words, the conditional distribution of Y given X is exponential with rate b*X and b is
unknown. Four pairs of numbers is observed ((x1,y1),(x2,y2),(x3,y3),(x4,y4)). We know thatunknown. Four pairs of numbers is observed ((x1,y1),(x2,y2),(x3,y3),(x4,y4)). We know that
the x1*y1+x2*y2+x3*y3+x4*y4=1.2.the x1*y1+x2*y2+x3*y3+x4*y4=1.2.
a) Write down the likelihood function L(b).a) Write down the likelihood function L(b).
b) Write down the negative log-likelihood function NLL(b).b) Write down the negative log-likelihood function NLL(b).
c) Write down the derivative of the negative log-likelihood NLL'(b).c) Write down the derivative of the negative log-likelihood NLL'(b).
d) Find the MLE estimate for b by minimizing the negative log-likelihood function.d) Find the MLE estimate for b by minimizing the negative log-likelihood function.

a) The likelihood function is L(b)=b*x1 * exp(-b*x1*y1)*b*x2*exp(-b*x2*y2)*b*x3*exp(-a) The likelihood function is L(b)=b*x1 * exp(-b*x1*y1)*b*x2*exp(-b*x2*y2)*b*x3*exp(-
b1*x3*y3)*b*x4*exp(-b*x4*y4)=b^4*x1*x2*x3*x4*exp(-b1*x3*y3)*b*x4*exp(-b*x4*y4)=b^4*x1*x2*x3*x4*exp(-
b(x1*y1+x2*y2+x3*y3+x4*y4))=b^4*x1*x2*x3*x4*exp(-1.2b) (2.5 points)b(x1*y1+x2*y2+x3*y3+x4*y4))=b^4*x1*x2*x3*x4*exp(-1.2b) (2.5 points)
b) The negative log-likelihood function is NLL(v)=-4Log(b)+1.2b+log(x1*x2*x3*x4) (2.5 points)b) The negative log-likelihood function is NLL(v)=-4Log(b)+1.2b+log(x1*x2*x3*x4) (2.5 points)
c) NLL'(b)=-4/b+1.2 (2.5 points)c) NLL'(b)=-4/b+1.2 (2.5 points)
d) The zero of NLL'(b) is 3.33. This is the MLE estimate for b. (2.5 points)d) The zero of NLL'(b) is 3.33. This is the MLE estimate for b. (2.5 points)
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Let X and Y be two random variables with conditional distribution Y|X∼Poisson(b*X). In otherLet X and Y be two random variables with conditional distribution Y|X∼Poisson(b*X). In other
words, the conditional distribution of Y given X is Poisson with mean b*X and b is unknown.words, the conditional distribution of Y given X is Poisson with mean b*X and b is unknown.
Two pairs of numbers is observed ((1,0),(2,4)).Two pairs of numbers is observed ((1,0),(2,4)).
a) Write down the likelihood function L(b).a) Write down the likelihood function L(b).
b) Write down the negative log-likelihood function NLL(b).b) Write down the negative log-likelihood function NLL(b).
c) Write down the derivative of the negative log-likelihood NLL'(b).c) Write down the derivative of the negative log-likelihood NLL'(b).
d) Find the MLE estimate for b by minimizing the negative log-likelihood function.d) Find the MLE estimate for b by minimizing the negative log-likelihood function.

a) The likelihood function is L(b)=exp(-b*1)*(b*1)^0/0! * exp(-b*2)*(b*2)^4/4!=32 b^4 exp(-3b)/3 (2.5a) The likelihood function is L(b)=exp(-b*1)*(b*1)^0/0! * exp(-b*2)*(b*2)^4/4!=32 b^4 exp(-3b)/3 (2.5
points)points)
b) The negative log-likelihood function is NLL(b)=-log(32/3)-4Log(b)+3b (2.5 points)b) The negative log-likelihood function is NLL(b)=-log(32/3)-4Log(b)+3b (2.5 points)
c) The derivative is NLL'(b)=-4/b+3 (2.5 points)c) The derivative is NLL'(b)=-4/b+3 (2.5 points)
d) The zero of the derivative is 4/3, therefore b=4/3 is the MLE estimate (2.5 points)d) The zero of the derivative is 4/3, therefore b=4/3 is the MLE estimate (2.5 points)

QUESTION 24 OF 312
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Let X1,…,Xn be an independent random sample from an exponential distribution withLet X1,…,Xn be an independent random sample from an exponential distribution with
unknown rate r. The observed sample is x1,…,xn.unknown rate r. The observed sample is x1,…,xn.
a) Write down the likelihood function of this sample in terms of r, L(r).a) Write down the likelihood function of this sample in terms of r, L(r).
b) Write down the negative log-likelihood function of this sample in terms of r, NLL(r).b) Write down the negative log-likelihood function of this sample in terms of r, NLL(r).
c) Compute the first and second derivatives of the negative log-likelihood function, NLL'(r) andc) Compute the first and second derivatives of the negative log-likelihood function, NLL'(r) and
NLL''(r).NLL''(r).
d) Find the zero of NLL'(r).d) Find the zero of NLL'(r).
e) Use the second derivative to show that the value of r found in part d) is a minimizer ofe) Use the second derivative to show that the value of r found in part d) is a minimizer of
NLL(r).NLL(r).
f) Write down the MLE estimate for r.f) Write down the MLE estimate for r.

a) L(r) =product (r*exp(-r*xi))=r^n exp(-r*(x1+x2+…+xn)) (2 points)a) L(r) =product (r*exp(-r*xi))=r^n exp(-r*(x1+x2+…+xn)) (2 points)
b) NLL(r) =r*(x1+x2+…+xn)-n*Log(r) (2 points)b) NLL(r) =r*(x1+x2+…+xn)-n*Log(r) (2 points)
c) NLL'(r) = x1+x2+…+xn-n/r (1 point)c) NLL'(r) = x1+x2+…+xn-n/r (1 point)
NLL''(r)=n/r^2 (1 point)NLL''(r)=n/r^2 (1 point)
d) NLL'(r)=0 if r=n/(x1+x2+…+xn) (2 point)d) NLL'(r)=0 if r=n/(x1+x2+…+xn) (2 point)
e) NLL''(n/(x1+x2+…+xn))=(x1+x2+...+xn)/n >0 (1 point) therefore r=n/(x1+x2+...+xn) is indeed ae) NLL''(n/(x1+x2+…+xn))=(x1+x2+...+xn)/n >0 (1 point) therefore r=n/(x1+x2+...+xn) is indeed a
minimizer of NLL'(r). (1 point)minimizer of NLL'(r). (1 point)
f) MLE estimate for r is n/(x1+x2+...+xn) (1 point)f) MLE estimate for r is n/(x1+x2+...+xn) (1 point)
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Compute the sample variance and sample standard deviation of the observed data: {1,4,10}.Compute the sample variance and sample standard deviation of the observed data: {1,4,10}.

The sample mean is (1+4+10)/3=5 (3 points). The sample variance is 1/2 * ((1-5)^2+(4-5)^2+(10-5)^2) =The sample mean is (1+4+10)/3=5 (3 points). The sample variance is 1/2 * ((1-5)^2+(4-5)^2+(10-5)^2) =
1/2 * 42 = 21 (2 points). The same standard deviation is sqrt(21) (1 point).1/2 * 42 = 21 (2 points). The same standard deviation is sqrt(21) (1 point).

QUESTION 26 OF 312
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Let X and Y be two independent random variables with variances, V[X]=2 and V[Y]=3Let X and Y be two independent random variables with variances, V[X]=2 and V[Y]=3
respectively.respectively.
a) Compute the variance, V[5X].a) Compute the variance, V[5X].
b) Compute the variance, V[X+Y].b) Compute the variance, V[X+Y].
c) Compute the variance, V[5X-2Y].c) Compute the variance, V[5X-2Y].

a) V[5X]=5^2 * V[X]=25 * 2 = 50 (2 points)a) V[5X]=5^2 * V[X]=25 * 2 = 50 (2 points)
b) V[X+Y]=V[X]+V[Y]=2+3=5 (2 points)b) V[X+Y]=V[X]+V[Y]=2+3=5 (2 points)
c) V[5X-2Y]=V[5X]+V[2Y]=25*V[X]+4*V[Y]=25*2+4*3=62 (2 points)c) V[5X-2Y]=V[5X]+V[2Y]=25*V[X]+4*V[Y]=25*2+4*3=62 (2 points)

QUESTION 27 OF 312
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Let X and Y be two random variables with variances, V[X]=2 and V[Y]=3 respectively.Let X and Y be two random variables with variances, V[X]=2 and V[Y]=3 respectively.
Calculate the covariance of X and Y, Cov(X,Y) ifCalculate the covariance of X and Y, Cov(X,Y) if
a) V[X+Y]=7a) V[X+Y]=7
b) V[X-Y]=7b) V[X-Y]=7

a) V[X+Y]=V[X]+V[Y]+2Cov(X,Y). So, 7=2+3+2*Cov(X,Y) and Cov(X,Y)=1. (3 points)a) V[X+Y]=V[X]+V[Y]+2Cov(X,Y). So, 7=2+3+2*Cov(X,Y) and Cov(X,Y)=1. (3 points)
b) V[X-Y]=V[X]+V[Y]-2Cox(X,Y). So 7=2+3-2Cov(X,Y) and Cov(X,Y)=-1. (3 points)b) V[X-Y]=V[X]+V[Y]-2Cox(X,Y). So 7=2+3-2Cov(X,Y) and Cov(X,Y)=-1. (3 points)
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DLBDSSIS01_Offen_leicht_F1/Lektion 02

Let X1 and X2 be two random variables with variances V[X1]=2 and V[X2]=1 respectively andLet X1 and X2 be two random variables with variances V[X1]=2 and V[X2]=1 respectively and
covariance Cov(X1,X2)=1. Let Y=2X1+3X2 and Y2=3X1+2X2.covariance Cov(X1,X2)=1. Let Y=2X1+3X2 and Y2=3X1+2X2.
a) What is Var[Y1]?a) What is Var[Y1]?
b) What is Var[Y2]?b) What is Var[Y2]?
c) What is Cov(Y1,Y2)?c) What is Cov(Y1,Y2)?

The variance covariance matrix of X1,X2 is S=((2,1),(1,1)). Y=AX with A=((2,3),(3,2)). The varianceThe variance covariance matrix of X1,X2 is S=((2,1),(1,1)). Y=AX with A=((2,3),(3,2)). The variance
covariance matrix of Y1, Y2 is A*S*A^T =((29,31),(31,34)).covariance matrix of Y1, Y2 is A*S*A^T =((29,31),(31,34)).
a) V[Y1]=29 (2 points)a) V[Y1]=29 (2 points)
b) V[Y2]=34 (2 points)b) V[Y2]=34 (2 points)
c) Cov(Y1,Y2)=31 (2 points)c) Cov(Y1,Y2)=31 (2 points)

QUESTION 29 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 02

Let X1 and X2 be two independent random variables with variances V[X1]=2 and V[X2]=1Let X1 and X2 be two independent random variables with variances V[X1]=2 and V[X2]=1
respectively. Let Y=X1+X2 and Y2=2X1+X2.respectively. Let Y=X1+X2 and Y2=2X1+X2.
a) What is Var[Y1]?a) What is Var[Y1]?
b) What is Var[Y2]?b) What is Var[Y2]?
c) What is Cov(Y1,Y2)?c) What is Cov(Y1,Y2)?

The variance covariance matrix of X=(X1,X2) is S=((2,0),(0,1)). Y=(Y1,Y2,Y3)=AX with A=((1,1),(2,1)).The variance covariance matrix of X=(X1,X2) is S=((2,0),(0,1)). Y=(Y1,Y2,Y3)=AX with A=((1,1),(2,1)).
The variance covariance matrix of Y1, Y2 is A*S*A^T =((3,5),(5,9)).The variance covariance matrix of Y1, Y2 is A*S*A^T =((3,5),(5,9)).
a) V[Y1]=3 (2 points)a) V[Y1]=3 (2 points)
b) V[Y2]=9 (2 points)b) V[Y2]=9 (2 points)
c) Cov(Y1,Y2)=5 (2 points)c) Cov(Y1,Y2)=5 (2 points)
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QUESTION 30 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 02

Let X1 and X2 be two independent random variables with variances V[X1]=2 and V[X2]=1Let X1 and X2 be two independent random variables with variances V[X1]=2 and V[X2]=1
respectively. Let Y=X1-X2 and Y2=2X1-X2.respectively. Let Y=X1-X2 and Y2=2X1-X2.
a) Write the variance-covariance matrix of Y=(Y1,Y2)a) Write the variance-covariance matrix of Y=(Y1,Y2)
b) What is Var[Y2]?b) What is Var[Y2]?
c) What is Cov(Y1,Y2)?c) What is Cov(Y1,Y2)?

a) The variance covariance matrix of X=(X1,X2) is S=((2,0),(0,1)). Y=(Y1,Y2,Y3)=AX with A=((1,-1),(2,-1)).a) The variance covariance matrix of X=(X1,X2) is S=((2,0),(0,1)). Y=(Y1,Y2,Y3)=AX with A=((1,-1),(2,-1)).
The variance covariance matrix of Y1, Y2 is A*S*A^T =((3,5),(5,9)). (3 points)The variance covariance matrix of Y1, Y2 is A*S*A^T =((3,5),(5,9)). (3 points)
b) V[Y2]=9 (2 points)b) V[Y2]=9 (2 points)
c) Cov(Y1,Y2)=5 (1 points)c) Cov(Y1,Y2)=5 (1 points)

QUESTION 31 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 02

Let X1 and X2 be two positive independent random variables with means E[X1]=10 andLet X1 and X2 be two positive independent random variables with means E[X1]=10 and
E[X2]=20 respectively and variances V[X1]=V[X2]=1.E[X2]=20 respectively and variances V[X1]=V[X2]=1.
Use linearization to approximate the variance of Y=log(X1+X2).Use linearization to approximate the variance of Y=log(X1+X2).

Var[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluatedVar[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluated
at the expected values X1->E[X1] and X2→E[X2]. The partial derivatives of Y are 1/(X1+X2) for dY/dX1at the expected values X1->E[X1] and X2→E[X2]. The partial derivatives of Y are 1/(X1+X2) for dY/dX1
and dY/dX2. (2 points)and dY/dX2. (2 points)
Therefore, A=(1/30,1/30) (2 points) and so Var[Y] approx. equals (1/30,1/30)*S*((1/30),(1/30))=2/900 (2Therefore, A=(1/30,1/30) (2 points) and so Var[Y] approx. equals (1/30,1/30)*S*((1/30),(1/30))=2/900 (2
points).points).

QUESTION 32 OF 312
DLBDSSIS01_Offen_leicht_F1/Lektion 02

Let X1 and X2 be two positive independent random variables with means E[X1]=10 andLet X1 and X2 be two positive independent random variables with means E[X1]=10 and
E[X2]=20 respectively and variances V[X1]=V[X2]=1.E[X2]=20 respectively and variances V[X1]=V[X2]=1.
Use linearization to approximate the variance of Y=X1/X2.Use linearization to approximate the variance of Y=X1/X2.

Var[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluatedVar[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluated
at the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are dY/dX1=1/(X2) andat the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are dY/dX1=1/(X2) and
dY/dX2=-X1/X2^2 . (2 points)dY/dX2=-X1/X2^2 . (2 points)
Therefore, A=(1/20,-1/40) (2 points) and so Var[Y] approx. equals (1/20,-1/40)*S*((1/20),(-1/40))= 1/320 (2Therefore, A=(1/20,-1/40) (2 points) and so Var[Y] approx. equals (1/20,-1/40)*S*((1/20),(-1/40))= 1/320 (2
points).points).
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QUESTION 33 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

Let X1, X2, and X3 be three mutually independent random variables with unit variances:Let X1, X2, and X3 be three mutually independent random variables with unit variances:
V[X1]=V[X2]=V[X3]=1. Let Y1=2X1+X2+X3V[X1]=V[X2]=V[X3]=1. Let Y1=2X1+X2+X3
Y2=X1+X2+X3Y2=X1+X2+X3
Y3=X1+X2+2X3Y3=X1+X2+2X3
a) Find Var[Y1]a) Find Var[Y1]
b) Find Cov(Y1,Y2)b) Find Cov(Y1,Y2)
c) Find Cov(Y2,Y3)c) Find Cov(Y2,Y3)
d) Find Cov(Y1,Y3)d) Find Cov(Y1,Y3)

The variance covariance matrix of X=(X1,X2,X3) is S=((1,0,0),(0,1,0),(0,0,1)). Y=(Y1,Y2,Y3)=AX with A=The variance covariance matrix of X=(X1,X2,X3) is S=((1,0,0),(0,1,0),(0,0,1)). Y=(Y1,Y2,Y3)=AX with A=
((2,1,1),(1,1,1),(1,1,2)). The variance covariance matrix of Y is A*S*A^T=((6,4,5),(4,3,4),(5,4,6)).((2,1,1),(1,1,1),(1,1,2)). The variance covariance matrix of Y is A*S*A^T=((6,4,5),(4,3,4),(5,4,6)).
a) V[Y1]=6 (2 points)a) V[Y1]=6 (2 points)
b) Cov(Y1,Y2)=4 (2 points)b) Cov(Y1,Y2)=4 (2 points)
c) Cov(Y2,Y3)=4 (2 points)c) Cov(Y2,Y3)=4 (2 points)
d) Cov(Y1,Y3)=5 (2 points)d) Cov(Y1,Y3)=5 (2 points)

QUESTION 34 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

X1 and X2 are two random variables with variance V[X1]=1, V[X2]=2 and covarianceX1 and X2 are two random variables with variance V[X1]=1, V[X2]=2 and covariance
Cov(X1,X2)=-1. t is a number between 0 and 1 exclusive.Cov(X1,X2)=-1. t is a number between 0 and 1 exclusive.
a) Write the variance of Y in terms of t.a) Write the variance of Y in terms of t.
b) Find the value of t that minimizes the variance of Y=t*X1*(1-t)*X2b) Find the value of t that minimizes the variance of Y=t*X1*(1-t)*X2
c) What is the minimum variance? Round the answers to one decimal place.c) What is the minimum variance? Round the answers to one decimal place.

a) V[Y]=t^2*V[X1]+(1-t)^2*V[X2]+2t*(1-t)Cov(X1,X2)=t^2*1+(1-t)^2*2-2*(1-t)=5t^2-6t+2 (3 points)a) V[Y]=t^2*V[X1]+(1-t)^2*V[X2]+2t*(1-t)Cov(X1,X2)=t^2*1+(1-t)^2*2-2*(1-t)=5t^2-6t+2 (3 points)
b) The minimizer of V[Y] comes from the zero of its derivative: 10t-6 whose zero is t=6/10=0.6 (3 points)b) The minimizer of V[Y] comes from the zero of its derivative: 10t-6 whose zero is t=6/10=0.6 (3 points)
c) The minimum value of V[Y] is 5*0.6^2-6*0.6+2=0.2 (2 points)c) The minimum value of V[Y] is 5*0.6^2-6*0.6+2=0.2 (2 points)
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QUESTION 35 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

Let X1 and X2 be two positive independent random variables with means E[X1]=10 and E[X2]Let X1 and X2 be two positive independent random variables with means E[X1]=10 and E[X2]
respectively and variances V[X1]=V[X2]=1.respectively and variances V[X1]=V[X2]=1.
Use linearization to approximate the variance of Y=log(X1)+log(X2).Use linearization to approximate the variance of Y=log(X1)+log(X2).

Var[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluatedVar[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluated
at the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are dY/dX1=1/X1 andat the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are dY/dX1=1/X1 and
dY/dX2=1/X2. (2 points) Therefore, A=(1/10,1/20) (3 points) and so Var[Y] approx. equals (1/10,1/20)*S*dY/dX2=1/X2. (2 points) Therefore, A=(1/10,1/20) (3 points) and so Var[Y] approx. equals (1/10,1/20)*S*
((1/10),(1/20))=1/100+1/400=1/80 (3 points).((1/10),(1/20))=1/100+1/400=1/80 (3 points).

QUESTION 36 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

Let X1 and X2 be two positive random variables with means E[X1]=10 and E[X2] respectivelyLet X1 and X2 be two positive random variables with means E[X1]=10 and E[X2] respectively
and variances V[X1]=V[X2]=2. The covariance of X1, and X2 is Cov(X1,X2)=-1.and variances V[X1]=V[X2]=2. The covariance of X1, and X2 is Cov(X1,X2)=-1.
Use linearization to approximate the variance of Y=log(X1+X2).Use linearization to approximate the variance of Y=log(X1+X2).

Var[Y] approx. equals A*S*A^T where S=((2,-1),(-1,2) and A contains the partial derivatives of YVar[Y] approx. equals A*S*A^T where S=((2,-1),(-1,2) and A contains the partial derivatives of Y
evaluated at the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are 1/(X1+X2)evaluated at the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are 1/(X1+X2)
for dY/dX1 and dY/dX2. (2 points) Therefore, A=(1/30,1/30) (3 points) and so Var[Y] approx. equalsfor dY/dX1 and dY/dX2. (2 points) Therefore, A=(1/30,1/30) (3 points) and so Var[Y] approx. equals
(1/30,1/30)*S*((1/30),(1/30))=1/450 (3 points).(1/30,1/30)*S*((1/30),(1/30))=1/450 (3 points).

QUESTION 37 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

Let X1 and X2 be two positive random variables with means E[X1]=10 and E[X2]=20Let X1 and X2 be two positive random variables with means E[X1]=10 and E[X2]=20
respectively and variances V[X1]=V[X2]=2. The covariance of X1, and X2 is Cov(X1,X2)=-1.respectively and variances V[X1]=V[X2]=2. The covariance of X1, and X2 is Cov(X1,X2)=-1.
Use linearization to approximate the variance of Y=log(X1)+log(X2).Use linearization to approximate the variance of Y=log(X1)+log(X2).

Var[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluatedVar[Y] approx. equals A*S*A^T where S=((1,0),(0,1) and A contains the partial derivatives of Y evaluated
at the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are dY/dX1=1/X1 andat the expected values X1→E[X1] and X2→E[X2]. The partial derivatives of Y are dY/dX1=1/X1 and
dY/dX2=1/X2. (2 points) Therefore, A=(1/10,1/20) (3 points) and so Var[Y] approx. equals (1/10,1/20)*S*dY/dX2=1/X2. (2 points) Therefore, A=(1/10,1/20) (3 points) and so Var[Y] approx. equals (1/10,1/20)*S*
((1/10),(1/20))=3/200 (3 points)((1/10),(1/20))=3/200 (3 points)
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QUESTION 38 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

Let X1, X2, and X3 be three mutually independent random variables with variance V[X1]=1,Let X1, X2, and X3 be three mutually independent random variables with variance V[X1]=1,
V[X2]=2 and V[X3]=3 respectively. Their means are E[X1]=10, E[X2]=20, and E[X3]=30. UseV[X2]=2 and V[X3]=3 respectively. Their means are E[X1]=10, E[X2]=20, and E[X3]=30. Use
linearization to approximate the variance of Y=X1*X2*X3.linearization to approximate the variance of Y=X1*X2*X3.

Var[Y] approx. equals A*S*A^T where S=((1,0,0),(0,2,0), (0,0,3)) and A contains the partial derivatives ofVar[Y] approx. equals A*S*A^T where S=((1,0,0),(0,2,0), (0,0,3)) and A contains the partial derivatives of
Y evaluated at the expected values X1→E[X1], X2→E[X2], X3→E[X3]. The partial derivatives of Y are:Y evaluated at the expected values X1→E[X1], X2→E[X2], X3→E[X3]. The partial derivatives of Y are:
dY/dX1=X2*X3, dY/dX2=X1*X3 and dY/dX3=X1*X2. (2 points)dY/dX1=X2*X3, dY/dX2=X1*X3 and dY/dX3=X1*X2. (2 points)
Therefore, A=(600,300,200) (3 points) and so Var[Y] approx. equals (600,300,200)*S*((600),(300),Therefore, A=(600,300,200) (3 points) and so Var[Y] approx. equals (600,300,200)*S*((600),(300),
(200))=660,000 (3 points).(200))=660,000 (3 points).

QUESTION 39 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

X is a random variable with values between 0 and 1 exclusively. We know its mean isX is a random variable with values between 0 and 1 exclusively. We know its mean is
E[X]=1/2 and its variance is V[X]=1/8.E[X]=1/2 and its variance is V[X]=1/8.
Use linearization to approximate the variance of Y=X*log(X). Use log(1/2)=-0.69Use linearization to approximate the variance of Y=X*log(X). Use log(1/2)=-0.69

Var[Y] approx. equals a^2 * Var[X] where a is the derivative of Y evaluated at X→E[X]. The derivative isVar[Y] approx. equals a^2 * Var[X] where a is the derivative of Y evaluated at X→E[X]. The derivative is
dY/dX=log(X)+1 (2 points). Therefore, a=log(1/2)+1=-0.69+1=0.31 (3 points) and so Var[Y] approx.dY/dX=log(X)+1 (2 points). Therefore, a=log(1/2)+1=-0.69+1=0.31 (3 points) and so Var[Y] approx.
equals (0.31)^2 * 1/8 = 0.32 (3 points)equals (0.31)^2 * 1/8 = 0.32 (3 points)
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QUESTION 40 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 02

Let X1, X2, and X3 be random variables with variances V[X1]=2, V[X2]=4, and V[X3]=6Let X1, X2, and X3 be random variables with variances V[X1]=2, V[X2]=4, and V[X3]=6
respectively. Their covariances are Cov(X1,X2)=-1, Cov(X1,X3)=1, and Cov(X2,X3)=2.respectively. Their covariances are Cov(X1,X2)=-1, Cov(X1,X3)=1, and Cov(X2,X3)=2.
Let Y1=X1, Y2=X1+X2, and Y3=X1+X2+X3.Let Y1=X1, Y2=X1+X2, and Y3=X1+X2+X3.
a) Write down the variance-covariance matrix of Y=(Y1,Y2,Y3).a) Write down the variance-covariance matrix of Y=(Y1,Y2,Y3).
b) Find Cov(Y1, Y2)b) Find Cov(Y1, Y2)
c) Find Cov(Y2,Y3)c) Find Cov(Y2,Y3)
d) Find Cov(Y1,Y3)d) Find Cov(Y1,Y3)
e) Find Var[Y2]e) Find Var[Y2]
f) Find Var[Y3]f) Find Var[Y3]

a) Let S be the variance covariance matrix of X=(X1,X2,X3): S= ((2,-1,1),(-1,4,2),(1,2,6)). Let Y=a) Let S be the variance covariance matrix of X=(X1,X2,X3): S= ((2,-1,1),(-1,4,2),(1,2,6)). Let Y=
(Y1,Y2,Y3), then Y=AX with A=((1,0,0),(1,1,0),(1,1,1)). The variance covariance matrix for Y is A*S*A^T=(Y1,Y2,Y3), then Y=AX with A=((1,0,0),(1,1,0),(1,1,1)). The variance covariance matrix for Y is A*S*A^T=
((2,1,2),(1,4,7),(2,7,16)) (3 points)((2,1,2),(1,4,7),(2,7,16)) (3 points)
b) Cov(Y1,Y2)=1 (1 point)b) Cov(Y1,Y2)=1 (1 point)
c) Cov(Y2,Y3)=7 (1 point)c) Cov(Y2,Y3)=7 (1 point)
d) Cov(Y1,Y3)=2 (1 point)d) Cov(Y1,Y3)=2 (1 point)
e) Var[Y2]= 4 (1 point)e) Var[Y2]= 4 (1 point)
f) Var[Y3]=16 (1 point)f) Var[Y3]=16 (1 point)

QUESTION 41 OF 312
DLBDSSIS01_Offen_schwer_F1/Lektion 02

X1 and X2 are independent random variables with means E[X1]=10, E[X2]=20 and variancesX1 and X2 are independent random variables with means E[X1]=10, E[X2]=20 and variances
V[X1]=1 and V[X2]=2. Let Y1=X1*X2 and Y2=X1.V[X1]=1 and V[X2]=2. Let Y1=X1*X2 and Y2=X1.
Linearization provides a formula to approximate the variance-covariance matrix of Y=(Y1,Y2)Linearization provides a formula to approximate the variance-covariance matrix of Y=(Y1,Y2)
as A*S*A^T.as A*S*A^T.
a) Write down Sa) Write down S
b) Write down Ab) Write down A
c) Find the approximate variance-covariance matrix of Y.c) Find the approximate variance-covariance matrix of Y.
d) Use the result of c to write down the approximate Covariance of Y1, Y2.d) Use the result of c to write down the approximate Covariance of Y1, Y2.

a) S=((1,0),(0,2)) (2 points)a) S=((1,0),(0,2)) (2 points)
b) The matrix A contains the partial derivatives of Y evaluated at the means X1→E[X1] and X2→E[X2].b) The matrix A contains the partial derivatives of Y evaluated at the means X1→E[X1] and X2→E[X2].
The matrix of partial derivatives is ((X2, X1),(1,0)) so A=((20,10),(1,0)). (3 points)The matrix of partial derivatives is ((X2, X1),(1,0)) so A=((20,10),(1,0)). (3 points)
c) A*S*A^T = ((600,20),(20,1). (3 points)c) A*S*A^T = ((600,20),(20,1). (3 points)
d) 20 (2 points)d) 20 (2 points)
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QUESTION 42 OF 312
DLBDSSIS01_Offen_schwer_F1/Lektion 02

X1 and X2 are random variables with means E[X1]=10, E[X2]=20 and variances V[X1]=1 andX1 and X2 are random variables with means E[X1]=10, E[X2]=20 and variances V[X1]=1 and
V[X2]=2 and covariance Cov(X1,X2)=-1. Let Y1=X1*X2 and Y2=X1. Linearization provides aV[X2]=2 and covariance Cov(X1,X2)=-1. Let Y1=X1*X2 and Y2=X1. Linearization provides a
formula to approximate the variance-covariance matrix of Y=(Y1,Y2) as A*S*A^T.formula to approximate the variance-covariance matrix of Y=(Y1,Y2) as A*S*A^T.
a) Write down Sa) Write down S
b) Write down Ab) Write down A
c) Find the approximate variance-covariance matrix of Y.c) Find the approximate variance-covariance matrix of Y.
d) Use the result of c to write down the approximate Covariance of Y1, Y2.d) Use the result of c to write down the approximate Covariance of Y1, Y2.

a) S=((1,-1),(-1,2)) (2 points)a) S=((1,-1),(-1,2)) (2 points)
b) The matrix A contains the partial derivatives of Y evaluated at the means X1→E[X1] and X2→E[X2].b) The matrix A contains the partial derivatives of Y evaluated at the means X1→E[X1] and X2→E[X2].
The matrix of partial derivatives is ((X2, X1),(1,0)) so A=((20,10),(1,0)). (3 points)The matrix of partial derivatives is ((X2, X1),(1,0)) so A=((20,10),(1,0)). (3 points)
c) A*S*A^T = ((200,10),(10,1). (3 points)c) A*S*A^T = ((200,10),(10,1). (3 points)
d) 10 (2 points)d) 10 (2 points)

QUESTION 43 OF 312
DLBDSSIS01_Offen_schwer_F1/Lektion 02

X1, X2 and X3 are independent random variables with means E[X1]=10, E[X2]=20, E[X3]=30X1, X2 and X3 are independent random variables with means E[X1]=10, E[X2]=20, E[X3]=30
and variances V[X1]=1 V[X2]=2, Var[X3]=3. Let Y1=X1*X2*X3 and Y2=X1*X2 and Y3=X3.and variances V[X1]=1 V[X2]=2, Var[X3]=3. Let Y1=X1*X2*X3 and Y2=X1*X2 and Y3=X3.
Linearization provides a formula to approximate the variance-covariance matrix of Y=Linearization provides a formula to approximate the variance-covariance matrix of Y=
(Y1,Y2,Y3) as A*S*A^T.(Y1,Y2,Y3) as A*S*A^T.
a) Write down Sa) Write down S
b) Write down Ab) Write down A
c) Find the approximate variance-covariance matrix of Y.c) Find the approximate variance-covariance matrix of Y.
d) Use the result of c to write down the approximate Covariance of Y1, Y3.d) Use the result of c to write down the approximate Covariance of Y1, Y3.

a) S=((1,0,0),(0,2,0),(0,0,3)) (2 points)a) S=((1,0,0),(0,2,0),(0,0,3)) (2 points)
b) The matrix A contains the partial derivatives of Y evaluated at the means X1→E[X1], X2→E[X2] andb) The matrix A contains the partial derivatives of Y evaluated at the means X1→E[X1], X2→E[X2] and
X3→E[X3].X3→E[X3].
The matrix of partial derivatives is ((X2*X3, X1*X3, X1*X2),(X2,X1,0),(0,0,1)) soThe matrix of partial derivatives is ((X2*X3, X1*X3, X1*X2),(X2,X1,0),(0,0,1)) so
A=((600,300, 200),(20,10,0),(0,0,1)). (3 points)A=((600,300, 200),(20,10,0),(0,0,1)). (3 points)
c) A*S*A^T = ((660000,18000,600),(18000,600,0),(600,0,3)). (3 points)c) A*S*A^T = ((660000,18000,600),(18000,600,0),(600,0,3)). (3 points)
d) 600 (2 points)d) 600 (2 points)
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Let X be a random variable such that E[X]=10, E[X^2]=104, and E[X^3]=1120, E[X^4]=12448Let X be a random variable such that E[X]=10, E[X^2]=104, and E[X^3]=1120, E[X^4]=12448
a) Compute the exact covariance between X and X^2: Cov(X,X^2)a) Compute the exact covariance between X and X^2: Cov(X,X^2)
b) Use linearization to approximate Cov(X,X^2). Hint: Put Y1=X and Y2=X^2 and use theb) Use linearization to approximate Cov(X,X^2). Hint: Put Y1=X and Y2=X^2 and use the
matrix formula to approximate the variance-covariance matrix of Y=(Y1,Y2). What is thematrix formula to approximate the variance-covariance matrix of Y=(Y1,Y2). What is the
relative error of using linearization?relative error of using linearization?
c) Compute the exact covariance between X and X^3: Cov(X,X^3).c) Compute the exact covariance between X and X^3: Cov(X,X^3).
d) Use linearization to approximate Cov(X,X^3). What is the relative error of usingd) Use linearization to approximate Cov(X,X^3). What is the relative error of using
linearization?linearization?

a) Cov(X,X^2)=E[X*X^2]-E[X]*E[X^2]=E[X^3]-E[X]-E[X^2]=1120-10*104=1120-1040=80 (2 points)a) Cov(X,X^2)=E[X*X^2]-E[X]*E[X^2]=E[X^3]-E[X]-E[X^2]=1120-10*104=1120-1040=80 (2 points)
b) Following the hint we will use the formula A*S*A^T to approximate the variance-covariance matrix.b) Following the hint we will use the formula A*S*A^T to approximate the variance-covariance matrix.
S contains just one number, it is the variance of X: Var[X]=E[X^2]-E[X]^2=104-100=4 (1 point) and AS contains just one number, it is the variance of X: Var[X]=E[X^2]-E[X]^2=104-100=4 (1 point) and A
contains the partial derivates evaluate at the means: X→E[X]: The partial derivatives are dY1/dX=1,contains the partial derivates evaluate at the means: X→E[X]: The partial derivatives are dY1/dX=1,
dY2/dX=2X so A is a column matrix: A=((1),(20)). The variance-covariance matrix is approximated bydY2/dX=2X so A is a column matrix: A=((1),(20)). The variance-covariance matrix is approximated by
A*S*A^T=((4,80),(80,1600). So the approximate covariance is 80 (1 point), which is the same as the exactA*S*A^T=((4,80),(80,1600). So the approximate covariance is 80 (1 point), which is the same as the exact
covariance. Relative error is 0%. (1 point)covariance. Relative error is 0%. (1 point)
c) Cov(X,X^3)=E[X*X^3]-E[X]E[X^3]=E[X^4]-E[X]E[X^3]=12448-10*1120=12448-11200=1248 (2 points)c) Cov(X,X^3)=E[X*X^3]-E[X]E[X^3]=E[X^4]-E[X]E[X^3]=12448-10*1120=12448-11200=1248 (2 points)
d) Similar to part b), set Y1=X and Y2=X^3, the partial derivatives are dY1/dX=1 and dY2/dX=3X^2. A isd) Similar to part b), set Y1=X and Y2=X^3, the partial derivatives are dY1/dX=1 and dY2/dX=3X^2. A is
the column matrix A=((1),(300)). Therefore the approximate variance-covariance matrix is A*S*A^T=the column matrix A=((1),(300)). Therefore the approximate variance-covariance matrix is A*S*A^T=
((4,1200),(1200,360000)). So the approximate covariance is 1200 (2 points). The relative error of the((4,1200),(1200,360000)). So the approximate covariance is 1200 (2 points). The relative error of the
approximation is (1248-1200)/1248=48/1248 which is about 4% (1 point).approximation is (1248-1200)/1248=48/1248 which is about 4% (1 point).
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X1, X2, and X3 are positive random variables with variances V[X1]=2, V[X2]=V[X3]=3, meansX1, X2, and X3 are positive random variables with variances V[X1]=2, V[X2]=V[X3]=3, means
E[X1]=50, E[X2]=E[X3]=20, and covariances Cov(X1,X2)=Cov(X1,X3)=Cov(X2,X3)=-1. LetE[X1]=50, E[X2]=E[X3]=20, and covariances Cov(X1,X2)=Cov(X1,X3)=Cov(X2,X3)=-1. Let
Y1= X1/X2, Y2=X2/X3, and Y3=X1/X3.Y1= X1/X2, Y2=X2/X3, and Y3=X1/X3.
a) Write down the variance co-variance matrix, S, of X=(X1,X2,X3).a) Write down the variance co-variance matrix, S, of X=(X1,X2,X3).
b) Compute the approximate variance-covariance matrix of Y=(Y1,Y2,Y3) using linearization.b) Compute the approximate variance-covariance matrix of Y=(Y1,Y2,Y3) using linearization.
c) Write the covariances Cov(Y1,Y2), Cov(Y2,Y3), Cov(Y1,Y3).c) Write the covariances Cov(Y1,Y2), Cov(Y2,Y3), Cov(Y1,Y3).

a) S=((2,-1,-1),(-1,3,-1),(-1,-1,3)) (2 points)a) S=((2,-1,-1),(-1,3,-1),(-1,-1,3)) (2 points)
b) The linearization approximation is given by A*S*A^T. A contains the partial derivatives evaluated at theb) The linearization approximation is given by A*S*A^T. A contains the partial derivatives evaluated at the
expected values X1->E[X1]=50, X2→E[X2]=20, X3→E[X3]=20. The partial derivatives areexpected values X1->E[X1]=50, X2→E[X2]=20, X3→E[X3]=20. The partial derivatives are
dY1/dX1=1/X2, dY1/dX2=-X1/X2^2, dY1/dX3=0 (0.5 points)dY1/dX1=1/X2, dY1/dX2=-X1/X2^2, dY1/dX3=0 (0.5 points)
dY2/dX1=0, dY2/dX2=1/X3, dY2/dY3=-X2/X3^2 (0.5 points)dY2/dX1=0, dY2/dX2=1/X3, dY2/dY3=-X2/X3^2 (0.5 points)
dY3/dX1=1/X3, dY3/dX2=0, dY3/dX3=-X1/X3^2 (0.5 points)dY3/dX1=1/X3, dY3/dX2=0, dY3/dX3=-X1/X3^2 (0.5 points)
Evaluating at the expected values yields the matrix A= ((1/20, -1/8, 0),(0,1/20,-1/20),(1/20,0,-1/8)) (3Evaluating at the expected values yields the matrix A= ((1/20, -1/8, 0),(0,1/20,-1/20),(1/20,0,-1/8)) (3
points)points)
The approximate variance-covariance matrix of Y=(Y1,Y2,Y3) is 1/1600 * ((103,-40,3),(-40,32,40),The approximate variance-covariance matrix of Y=(Y1,Y2,Y3) is 1/1600 * ((103,-40,3),(-40,32,40),
(3,40,103)). (2 points)(3,40,103)). (2 points)
c) Cov(Y1,Y2)=-40/1600=-1/40 (0.5 points) Cov(Y2,Y3)=40/1600=1/40 (0.5 points), Cov(Y1,Y3)=3/1600c) Cov(Y1,Y2)=-40/1600=-1/40 (0.5 points) Cov(Y2,Y3)=40/1600=1/40 (0.5 points), Cov(Y1,Y3)=3/1600
(0.5 points)(0.5 points)
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X is a random variable following an exponential distribution with rate 3. Its mean and varianceX is a random variable following an exponential distribution with rate 3. Its mean and variance
are 1/3 and 1/9 respectively.are 1/3 and 1/9 respectively.
a) Use linearization to approximate the covariance Cov(X,Log X).a) Use linearization to approximate the covariance Cov(X,Log X).
b) Use linearization to approximate the variance V[Log X]b) Use linearization to approximate the variance V[Log X]
c) It is known that the expected value of Log X is E[Log X]=-1.676. Use this fact together withc) It is known that the expected value of Log X is E[Log X]=-1.676. Use this fact together with
your answer from part a) to approximate the expected value E[X Log X].your answer from part a) to approximate the expected value E[X Log X].

a) Set Y1=X and Y2=Log X. The variance of X is S=((1/9)). We can find the variance-covariance matrix ofa) Set Y1=X and Y2=Log X. The variance of X is S=((1/9)). We can find the variance-covariance matrix of
Y=(Y1,Y2) using the formula A*S*A^T where A contains the partial derivatives of Y with respect to XY=(Y1,Y2) using the formula A*S*A^T where A contains the partial derivatives of Y with respect to X
evaluated at the mean X→E[X]=1/3:evaluated at the mean X→E[X]=1/3:
dY1/dX=1dY1/dX=1
dY2/dX=1/XdY2/dX=1/X
So the matrix A is a column matrix given by A=((1),(3)). So the variance-covariance matrix of Y isSo the matrix A is a column matrix given by A=((1),(3)). So the variance-covariance matrix of Y is
approximately A*S*A^T = ((1/9,1/3),(1/3,1)). Therefore the approximate covariance Cov(X,Log X) approx.approximately A*S*A^T = ((1/9,1/3),(1/3,1)). Therefore the approximate covariance Cov(X,Log X) approx.
1/3. (3 points)1/3. (3 points)
b) From the result of part A, the variance V[Log X] is approximately 1. (3 points)b) From the result of part A, the variance V[Log X] is approximately 1. (3 points)
c) Cov(X,Log X)=E[X Log X]-E[X]E[Log X] (1 point). Substituting the values we already know:c) Cov(X,Log X)=E[X Log X]-E[X]E[Log X] (1 point). Substituting the values we already know:
1/3=E[X Log X]-1/3 * (-1.676) and solving for E[X * Log X] gives -0.2253 (3 points)1/3=E[X Log X]-1/3 * (-1.676) and solving for E[X * Log X] gives -0.2253 (3 points)
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X1, X2, and X3 are positive random variables with variances V[X1]=2, V[X2]=3 andX1, X2, and X3 are positive random variables with variances V[X1]=2, V[X2]=3 and
Cov(X1,X2) = 1, compute the following variances:Cov(X1,X2) = 1, compute the following variances:
a) V[2X1+3]a) V[2X1+3]
b) V[3X1 + 5X2]b) V[3X1 + 5X2]
c) V[3X2]c) V[3X2]

a) If X is a random variable, then according to properties of variance, V(2X1 + 3) = 2^2 * V(X1) (2 points).a) If X is a random variable, then according to properties of variance, V(2X1 + 3) = 2^2 * V(X1) (2 points).
This comes out to be 4*2 = 8 (2 points).This comes out to be 4*2 = 8 (2 points).
b) V(3X1 + 5X2) = V(X1) + V(X2) + 2*COV(X1,X2) (2 points). This comes out to be 2 + 3 + 2*1 = 7 (2b) V(3X1 + 5X2) = V(X1) + V(X2) + 2*COV(X1,X2) (2 points). This comes out to be 2 + 3 + 2*1 = 7 (2
points).points).
c) If X is a random variable, then according to properties of variance,V(3X2) = 3^3 * V(X2) = 9 * 3 = 27 ( 2c) If X is a random variable, then according to properties of variance,V(3X2) = 3^3 * V(X2) = 9 * 3 = 27 ( 2
points).points).
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If X and Y are two random variables, and Cov(X,Y) represents the covariance between theIf X and Y are two random variables, and Cov(X,Y) represents the covariance between the
two variables. Given that Var(X) = 1, Var(Y) = 3, and Cov(X,Y) = 2, compute the followingtwo variables. Given that Var(X) = 1, Var(Y) = 3, and Cov(X,Y) = 2, compute the following
covariances:covariances:
a) Cov(3X,4Y)a) Cov(3X,4Y)
b) Cov(X+3, Y+4)b) Cov(X+3, Y+4)
c) Cov(2X + 3Y, 4X+5Y)c) Cov(2X + 3Y, 4X+5Y)

a) As per the properties of Covariance between two variables X and Y, Cov(3X,4Y) = 3*4*Cov(X,Y) (2a) As per the properties of Covariance between two variables X and Y, Cov(3X,4Y) = 3*4*Cov(X,Y) (2
points). This comes out to be 12 * 2 =24 (1 point)points). This comes out to be 12 * 2 =24 (1 point)
b) Cov(X+3, Y+4) = Cov(X,Y) = 2 (2 points)b) Cov(X+3, Y+4) = Cov(X,Y) = 2 (2 points)
c) Cov(2X + 3Y, 4X + 5Y) = 2*4*Var(X) + 3 * 5 * Var(Y) + (2*5 + 3*4)*(Cov(X,Y) (2 points). Substitutingc) Cov(2X + 3Y, 4X + 5Y) = 2*4*Var(X) + 3 * 5 * Var(Y) + (2*5 + 3*4)*(Cov(X,Y) (2 points). Substituting
the values = 2*4*1 + 3*5*3 + (10+12)*2 =8 + 45 + 44 = 97 (3 points)the values = 2*4*1 + 3*5*3 + (10+12)*2 =8 + 45 + 44 = 97 (3 points)
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Two dice are rolled.Two dice are rolled.
What’s the conditional probability that both dice are 4’s if it’s known that the sum of points isWhat’s the conditional probability that both dice are 4’s if it’s known that the sum of points is
divisible by 4?divisible by 4?

1. A∩B represents the event that both dice are 4's. Then there is only one element in sample space A∩B1. A∩B represents the event that both dice are 4's. Then there is only one element in sample space A∩B
= {4,4). (2 points). 2. If B represents the event that the sum of points is divisible by 4, then the event= {4,4). (2 points). 2. If B represents the event that the sum of points is divisible by 4, then the event
space a corresponding to B is {(1,3),(3,1),(2,2),(4,4),(6,6)}. ( 2 points). 3. Conditional probability P(A/B) =space a corresponding to B is {(1,3),(3,1),(2,2),(4,4),(6,6)}. ( 2 points). 3. Conditional probability P(A/B) =
1/5 ( 2 points)1/5 ( 2 points)

QUESTION 50 OF 312
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If A and B are two events such that P(A) = 0.4 and P(B) = 0.8, and P(BIA) = 0.6, then what isIf A and B are two events such that P(A) = 0.4 and P(B) = 0.8, and P(BIA) = 0.6, then what is
the conditional probability P(AIB)?the conditional probability P(AIB)?

Given P(BIA) = P(A∩B)/ P(A). Substituting the values, we get P(A∩B) = 0.6 * 0.4 = 0.24 (3 points). WeGiven P(BIA) = P(A∩B)/ P(A). Substituting the values, we get P(A∩B) = 0.6 * 0.4 = 0.24 (3 points). We
know that P(A∩B) = P(B) * P(AIB). This means P(AIB = P(A∩B)/ P(B) = 0.24/0.80 = 0.30 (3 points)know that P(A∩B) = P(B) * P(AIB). This means P(AIB = P(A∩B)/ P(B) = 0.24/0.80 = 0.30 (3 points)

QUESTION 51 OF 312
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According to the survey, the probability that a family owns two houses if its annual income isAccording to the survey, the probability that a family owns two houses if its annual income is
greater than $60000 is 0.7. Of the households surveyed, 60% had income over $60000 andgreater than $60000 is 0.7. Of the households surveyed, 60% had income over $60000 and
50% had two houses. What is the probability that the family has two houses and an annual50% had two houses. What is the probability that the family has two houses and an annual
income over $60000?income over $60000?
Round the answer to two decimal places.Round the answer to two decimal places.

1. let I represent event that family annual income is greater than $60000. and H represents the event it1. let I represent event that family annual income is greater than $60000. and H represents the event it
has two houses. Then P(I) = 0.60 and P(H/I) = 0.70 (3 points). 2. We have to find the probability thathas two houses. Then P(I) = 0.60 and P(H/I) = 0.70 (3 points). 2. We have to find the probability that
P(I∩H) which is given as P(I) * P(H/I) = 0.6 * 0.7 = 0.42 (3 points)P(I∩H) which is given as P(I) * P(H/I) = 0.6 * 0.7 = 0.42 (3 points)
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The P(A) represent the probability that an employee of the university has a PHD degree isThe P(A) represent the probability that an employee of the university has a PHD degree is
60%. Let B represent the event that employee is in sales. The probability that given the60%. Let B represent the event that employee is in sales. The probability that given the
employee has a PHD degree, the employee is in sales is 10%. Of the employees without theemployee has a PHD degree, the employee is in sales is 10%. Of the employees without the
PHD degree, 80% are in sales.PHD degree, 80% are in sales.
What is the probability that the employee selected at random is in sales?What is the probability that the employee selected at random is in sales?
(Note Ac represents the complimentary event of A) Round the answer to two decimal places.(Note Ac represents the complimentary event of A) Round the answer to two decimal places.

From the details given, we infer that P(A) = 0.60. P(B/A) = 0.10 and P(B/Ac) = 0.80. ( 2 points). TheFrom the details given, we infer that P(A) = 0.60. P(B/A) = 0.10 and P(B/Ac) = 0.80. ( 2 points). The
probability that a randomly selected employee is in sales is given by P(B) = P(A ∩ B) + P(Ac ∩ B) = P(A) *probability that a randomly selected employee is in sales is given by P(B) = P(A ∩ B) + P(Ac ∩ B) = P(A) *
P(B/A) + P(Ac) * P(B/Ac) = 0.6 * 0.1 + (1-0.6)*0.80 = 0.38 (4 points)P(B/A) + P(Ac) * P(B/Ac) = 0.6 * 0.1 + (1-0.6)*0.80 = 0.38 (4 points)

QUESTION 53 OF 312
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Name the three categories to classify priors? Also, considering a likelihood Bernoulli(∏),Name the three categories to classify priors? Also, considering a likelihood Bernoulli(∏),
where does the value of the parameter most likely fall in each of these priors?where does the value of the parameter most likely fall in each of these priors?

The three categories are:The three categories are:
1) Objective Priors: The parameter value lies between 0 and 1. (2 points)1) Objective Priors: The parameter value lies between 0 and 1. (2 points)
2) Weakly informative priors: The parameter value lies between 0 and 1 (2 points)2) Weakly informative priors: The parameter value lies between 0 and 1 (2 points)
3) Subjective (highly informative) prior: The parameter value mostly lies near 1/2. (2 points)3) Subjective (highly informative) prior: The parameter value mostly lies near 1/2. (2 points)
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For the Poisson, Geometric and Exponential likelihood, write the target parameter and theFor the Poisson, Geometric and Exponential likelihood, write the target parameter and the
conjugate priors?conjugate priors?

1. Poisson: Target Parameter: λ(rate), Conjugate Prior: Gamma (2 points).1. Poisson: Target Parameter: λ(rate), Conjugate Prior: Gamma (2 points).
2. Geometric: Target Parameter: ∏(probability), Conjugate Prior: Beta (2 points).2. Geometric: Target Parameter: ∏(probability), Conjugate Prior: Beta (2 points).
3. Exponential: Target Parameter: &lambda(rate), Conjugate Prior: Gamma (2 points)3. Exponential: Target Parameter: &lambda(rate), Conjugate Prior: Gamma (2 points)
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Briefly explain how the window size 'h' affects the variability of the estimated density functionBriefly explain how the window size 'h' affects the variability of the estimated density function
in Parzen window?in Parzen window?

When the window size is small, the density function has more variability (3 points). When the window sizeWhen the window size is small, the density function has more variability (3 points). When the window size
is large, the density function is smoother and has less variability. (3 points)is large, the density function is smoother and has less variability. (3 points)

QUESTION 56 OF 312
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In kernel density estimation, given x belongs to random sample {x1,x2,…xn}, write theIn kernel density estimation, given x belongs to random sample {x1,x2,…xn}, write the
function for exponential, linear and cosine kernels?function for exponential, linear and cosine kernels?

Function for Exponential kernel: exp(-x), x>=0 (2 points). Function for Linear kernel: 1-IxI, where -1=Function for Exponential kernel: exp(-x), x>=0 (2 points). Function for Linear kernel: 1-IxI, where -1=
<x<=1 (2 points). Function for Cosine kernel: (∏/4) * cos(∏ * x/2), -1=<x<=1 (2 points).<x<=1 (2 points). Function for Cosine kernel: (∏/4) * cos(∏ * x/2), -1=<x<=1 (2 points).
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A fair dice is rolled twice. What is the probability of getting 2 on the first roll and 5 in theA fair dice is rolled twice. What is the probability of getting 2 on the first roll and 5 in the
second roll?second roll?
Also state if the events are independent or not?Also state if the events are independent or not?

1. The roll of the two dices are independent of each other. (2 points). 2. Probability of getting 2 on the first1. The roll of the two dices are independent of each other. (2 points). 2. Probability of getting 2 on the first
roll = 1/6. (2 points) . 3. Probability of getting 5 on the second roll = 1/6. (2 points). 4. Since both theroll = 1/6. (2 points) . 3. Probability of getting 5 on the second roll = 1/6. (2 points). 4. Since both the
events are independent, Probability of getting 2 on the first roll and 5 on the second roll = 1/6 * 1/6 = 1/36events are independent, Probability of getting 2 on the first roll and 5 on the second roll = 1/6 * 1/6 = 1/36
(2 points)(2 points)
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A bag contains 20 tickets numbered from 1 to 20. Two tickets are drawn one after anotherA bag contains 20 tickets numbered from 1 to 20. Two tickets are drawn one after another
without replacement.without replacement.
Find the probability that both tickets will show even numbers?Find the probability that both tickets will show even numbers?

There are 10 even numbers from 1 to 20. Let A represent event that first draw has an even number, andThere are 10 even numbers from 1 to 20. Let A represent event that first draw has an even number, and
B represent event that the second draw has even number. Then P(A) = 10/20 (2.5 points) and P(B) = 9/19B represent event that the second draw has even number. Then P(A) = 10/20 (2.5 points) and P(B) = 9/19
(2.5 points). Required probability is given by P(A∩B) = P(A) * P(BIA) = 10/20 * 9/19 = 1/2 * 9/19 = 1/38 (3(2.5 points). Required probability is given by P(A∩B) = P(A) * P(BIA) = 10/20 * 9/19 = 1/2 * 9/19 = 1/38 (3
points)points)
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The bank has analyzed the gender of loan defaulters and also whether the defaulter was firstThe bank has analyzed the gender of loan defaulters and also whether the defaulter was first
time or repeated offender. The table is shown in image below. Assuming that an apprehendedtime or repeated offender. The table is shown in image below. Assuming that an apprehended
defaulter is chosen at random, find the probability that a) the defaulter is the first timedefaulter is chosen at random, find the probability that a) the defaulter is the first time
defaulter given it is a male, and b) the defaulter is female given that it is a repeat offender.defaulter given it is a male, and b) the defaulter is female given that it is a repeat offender.
Round the answer to two decimal places.Round the answer to two decimal places.

a) Probability (First time offender / Male) = Probability (First time offender ∩ Male) / Probability (Male) (1a) Probability (First time offender / Male) = Probability (First time offender ∩ Male) / Probability (Male) (1
point) = (60/250)/(130/250) = 0.46. (3 points)point) = (60/250)/(130/250) = 0.46. (3 points)
b) Probability (Female / Repeat offender) = Probability (Female ∩ Repeat offender) / Probability (Repeatb) Probability (Female / Repeat offender) = Probability (Female ∩ Repeat offender) / Probability (Repeat
offender) (1 point) = (76/250)/(146/250) = 0.52. (3 points)offender) (1 point) = (76/250)/(146/250) = 0.52. (3 points)
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The P(A) represent the probability that an employee of the university has a PHD degree isThe P(A) represent the probability that an employee of the university has a PHD degree is
60%. Let B represent the event that employee is in sales. The probability that given the60%. Let B represent the event that employee is in sales. The probability that given the
employee has a PHD degree, the employee is in sales is 10%. Of the employees without theemployee has a PHD degree, the employee is in sales is 10%. Of the employees without the
PHD degree, 80% are in sales. What is the probability that an employee selected at random isPHD degree, 80% are in sales. What is the probability that an employee selected at random is
neither in sales nor has a PHD degree? (Note Ac represents the complimentary event of A)neither in sales nor has a PHD degree? (Note Ac represents the complimentary event of A)
Round the answer to two decimal places.Round the answer to two decimal places.

The required probability is given by P(Ac ∩ Bc) = 1-P(AUB) (2 points) = 1 -(P(A) + P(B) - P(A ∩ B) (3The required probability is given by P(Ac ∩ Bc) = 1-P(AUB) (2 points) = 1 -(P(A) + P(B) - P(A ∩ B) (3
points). Substituting the values in the above formula, we get P(Ac ∩ Bc) = 1 -(0.60 + 0.38 - 0.60*0.10) =points). Substituting the values in the above formula, we get P(Ac ∩ Bc) = 1 -(0.60 + 0.38 - 0.60*0.10) =
0.08 (3 points)0.08 (3 points)

QUESTION 61 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 03

Give the kernel density estimate of the sample data {1,3,5,7,5} using the Gaussian kernel withGive the kernel density estimate of the sample data {1,3,5,7,5} using the Gaussian kernel with
window size h=1.window size h=1.

The formula for kernel density estimate is: (1/nh) * ∑(1/sqrt(2∏) * exp(-)((x-xi)^2/2*h^2)) (2 points), whereThe formula for kernel density estimate is: (1/nh) * ∑(1/sqrt(2∏) * exp(-)((x-xi)^2/2*h^2)) (2 points), where
n represents the number of samples, h represents the bandwidth or window-size. (3 points). Substitutingn represents the number of samples, h represents the bandwidth or window-size. (3 points). Substituting
the values in the formula, we get, (1/5*1) * (1/sqrt(2∏)) [(exp(-)((x-1)*2)/2) + (exp(-)((x-3)*2)/3) + (exp(-)the values in the formula, we get, (1/5*1) * (1/sqrt(2∏)) [(exp(-)((x-1)*2)/2) + (exp(-)((x-3)*2)/3) + (exp(-)
((x-5)*2)/5) + (exp(-)((x-7)*2)/7) + (exp(-)((x-5)*2)/5)] (3 points)((x-5)*2)/5) + (exp(-)((x-7)*2)/7) + (exp(-)((x-5)*2)/5)] (3 points)
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The image below shows ten data points and their respective classes. A new point x=-1 isThe image below shows ten data points and their respective classes. A new point x=-1 is
given. Classify the point to any of the three classes A, B or C?given. Classify the point to any of the three classes A, B or C?

The distance between the new point x= -1 and the ten given points is calculated as x-xi, where xis are theThe distance between the new point x= -1 and the ten given points is calculated as x-xi, where xis are the
points given (1 point). These distances comes out to be : (1.7, 0.7, -0.4, -1, -2, -3, -3.6, -3.9, -4.5,-6) (3points given (1 point). These distances comes out to be : (1.7, 0.7, -0.4, -1, -2, -3, -3.6, -3.9, -4.5,-6) (3
points). Arranging the distances in ascending order, the smallest distance is -0.4, which attributes to thepoints). Arranging the distances in ascending order, the smallest distance is -0.4, which attributes to the
point -0.6 in the data. (2 points). This point belongs to class B, so the new point will be classified as Classpoint -0.6 in the data. (2 points). This point belongs to class B, so the new point will be classified as Class
B. (2 points)B. (2 points)

QUESTION 63 OF 312
DLBDSSIS01_Offen_mittel_F1/Lektion 03

The image below shows ten data points and their respective classes. A new point x=1.4 isThe image below shows ten data points and their respective classes. A new point x=1.4 is
given. Classify the point to any of the three classes A, B or C?given. Classify the point to any of the three classes A, B or C?

The distance between the new point x= 1.4 and the ten given points is calculated as x-xi, where x is areThe distance between the new point x= 1.4 and the ten given points is calculated as x-xi, where x is are
the points given. (1 point) These distances comes out to be : (4.1, 3.1, 2, 1.4, 0.4, -0.6, -1.2, -1.5, -2.1, -the points given. (1 point) These distances comes out to be : (4.1, 3.1, 2, 1.4, 0.4, -0.6, -1.2, -1.5, -2.1, -
3.6) (3 points). Arranging the distances in ascending order, the smallest distance is -0.4, which attributes3.6) (3 points). Arranging the distances in ascending order, the smallest distance is -0.4, which attributes
to the point 1 in the data. (2 points).This point belongs to class B, so the new point will be classified asto the point 1 in the data. (2 points).This point belongs to class B, so the new point will be classified as
Class B. (2 points).Class B. (2 points).
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The image below shows ten data points and their respective classes. A new point x=0.7 isThe image below shows ten data points and their respective classes. A new point x=0.7 is
given. Classify the point to any of the three classes A, B or C?given. Classify the point to any of the three classes A, B or C?

The distance between the new point x= 0.7 and the ten given points is calculated as x-xi, where xis areThe distance between the new point x= 0.7 and the ten given points is calculated as x-xi, where xis are
the points given. (1 point) These distances comes out to be : (3.4, 2.4, 1.3, 0.7, -0.3, -1.3, -1.9, -2.2, -2.8,the points given. (1 point) These distances comes out to be : (3.4, 2.4, 1.3, 0.7, -0.3, -1.3, -1.9, -2.2, -2.8,
-4.3) (3 points). Arranging the distances in ascending order, the smallest distance is -0.3, which attributes-4.3) (3 points). Arranging the distances in ascending order, the smallest distance is -0.3, which attributes
to the point 1 in the data. (2 points) . This point belongs to class B, so the new point will be classified asto the point 1 in the data. (2 points) . This point belongs to class B, so the new point will be classified as
Class B. (2 points)Class B. (2 points)

QUESTION 65 OF 312
DLBDSSIS01_Offen_schwer_F1/Lektion 03

A fair dice is rolled twice. What is the probability of getting 2 on the first roll and not getting 5A fair dice is rolled twice. What is the probability of getting 2 on the first roll and not getting 5
in the second roll? Also state if the events are independent or not?in the second roll? Also state if the events are independent or not?

1. The roll of the two dices are independent of each other. (2 points) . 2 Probability of getting 2 on the first1. The roll of the two dices are independent of each other. (2 points) . 2 Probability of getting 2 on the first
roll = 1/6. (2 points) . 3. Probability of getting 5 on the second roll = 1/6. (2 points). 4. 3. Probability of notroll = 1/6. (2 points) . 3. Probability of getting 5 on the second roll = 1/6. (2 points). 4. 3. Probability of not
getting 5 on the second roll = 1- 1/6 = 5/6. (2 points). 5. Since both the events are independent,getting 5 on the second roll = 1- 1/6 = 5/6. (2 points). 5. Since both the events are independent,
Probability of getting 2 on the first roll and not getting 5 on the second roll = 1/6 * 5/6 = 5/36 ( 2points)Probability of getting 2 on the first roll and not getting 5 on the second roll = 1/6 * 5/6 = 5/36 ( 2points)
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The probability that the engineer will use good quality construction material for a bridge is 0.6.The probability that the engineer will use good quality construction material for a bridge is 0.6.
The probability that the bridge will collapse even after engineer uses quality constructionThe probability that the bridge will collapse even after engineer uses quality construction
material is 0.4. Also, the probability of bridge collapse by use of poor quality constructionmaterial is 0.4. Also, the probability of bridge collapse by use of poor quality construction
material is 0.7. one of the bridge made by this engineer collapsed.material is 0.7. one of the bridge made by this engineer collapsed.
Using Baye's theorem, find the probability that the engineer used good quality constructionUsing Baye's theorem, find the probability that the engineer used good quality construction
material?material?

1. Let E1 = event that engineer used good quality construction material. Let E2 = event that engineer1. Let E1 = event that engineer used good quality construction material. Let E2 = event that engineer
does not use good quality construction material. E = the bridge collapsed. Then we are given P(E1) = 0.6.does not use good quality construction material. E = the bridge collapsed. Then we are given P(E1) = 0.6.
(1 point) . P(E/E1) = 0.4. (1 point) . P(E2) = 1 - P(E1) = 1 - 0.6 = 0.4. (1 point) P(E/E2) = 0.7. (1 point).(1 point) . P(E/E1) = 0.4. (1 point) . P(E2) = 1 - P(E1) = 1 - 0.6 = 0.4. (1 point) P(E/E2) = 0.7. (1 point).
2. P(E) = P(E1)*P(E/E1) + P(E2)*P(E/E2) = 0.6 * 0.4 + 0.4 * 0.7 = 0.52. (3 points).2. P(E) = P(E1)*P(E/E1) + P(E2)*P(E/E2) = 0.6 * 0.4 + 0.4 * 0.7 = 0.52. (3 points).
3. Using the Baye's theorem, the required probability is given as P(E1/E) = P(E1) * P(E/E1) / P(E) = 0.6 *3. Using the Baye's theorem, the required probability is given as P(E1/E) = P(E1) * P(E/E1) / P(E) = 0.6 *
0.4 / 0.52 = 6/13 (3 points)0.4 / 0.52 = 6/13 (3 points)

QUESTION 67 OF 312
DLBDSSIS01_Offen_schwer_F1/Lektion 03

A bag contains 21 tickets numbered from 1 to 21. A ticket is drawn with replacement, and thenA bag contains 21 tickets numbered from 1 to 21. A ticket is drawn with replacement, and then
a second drawn is made.a second drawn is made.
What is the probability that a) first ticket drawn is even and the second is odd, b) the first ticketWhat is the probability that a) first ticket drawn is even and the second is odd, b) the first ticket
is odd and the second is even. Also for each of a) and b) above, calculate how will youris odd and the second is even. Also for each of a) and b) above, calculate how will your
results be effected if the first ticket drawn is not replaced?results be effected if the first ticket drawn is not replaced?

Let A denote event of getting even numbered ticket on the first draw and B denote event of getting oddLet A denote event of getting even numbered ticket on the first draw and B denote event of getting odd
numbered ticket on the second draw. Since the ticket drawn is replaced, the events A and B arenumbered ticket on the second draw. Since the ticket drawn is replaced, the events A and B are
independent. P(A) = 10/21 and P(B) = 11/21. (2 points). Using the above information a) P(A ∩ B) = P(A) *independent. P(A) = 10/21 and P(B) = 11/21. (2 points). Using the above information a) P(A ∩ B) = P(A) *
P(B) = 10/21 * 11/21 = 110/441. (2 points). If the first ticket drawn is not replaced, then the events are notP(B) = 10/21 * 11/21 = 110/441. (2 points). If the first ticket drawn is not replaced, then the events are not
independent. In that case P(A ∩ B) = P(A) * P(B/A) = 10/21 * 11/20 = 110/420 = 11/42. (2 points).independent. In that case P(A ∩ B) = P(A) * P(B/A) = 10/21 * 11/20 = 110/420 = 11/42. (2 points).
b) P(B ∩ A) = P(B) * P(A) = 11/21 * 10/21 = 110/441. (2 points). If the first ticket drawn is not replaced,b) P(B ∩ A) = P(B) * P(A) = 11/21 * 10/21 = 110/441. (2 points). If the first ticket drawn is not replaced,
then the events are not independent. In that case P(B ∩ A) = P(B) * P(A/B) = 11/21 * 10/20 = 110/420 =then the events are not independent. In that case P(B ∩ A) = P(B) * P(A/B) = 11/21 * 10/20 = 110/420 =
11/42.(2 points).11/42.(2 points).
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A speaks truth three out of five times. A die is tossed and A reports that it is a six. What is theA speaks truth three out of five times. A die is tossed and A reports that it is a six. What is the
probability that it was actually a six. (Note: events are defined as E1: A speaks truth, E2: Aprobability that it was actually a six. (Note: events are defined as E1: A speaks truth, E2: A
tells a lie, E = A reports a six.)tells a lie, E = A reports a six.)

From the given information, P(E1) = 3/5, (1 point). P(E2) = 2/5 (1 point). P(E/E1) = 1/6 (1 point). P(E/E2)From the given information, P(E1) = 3/5, (1 point). P(E2) = 2/5 (1 point). P(E/E1) = 1/6 (1 point). P(E/E2)
= 5/6 (1 point). The required probability that actually it was a six, using Baye's theorem, is given by == 5/6 (1 point). The required probability that actually it was a six, using Baye's theorem, is given by =
P(E1/E) = (P(E1) * P(E/E1)) / ((P(E1) * P(E/E1) + P(E2) * P(E/E2)) (3 points). Substituting the values, weP(E1/E) = (P(E1) * P(E/E1)) / ((P(E1) * P(E/E1) + P(E2) * P(E/E2)) (3 points). Substituting the values, we
get P(E1/E) = (3/5 *1/6) / ((3/5 * 1/6) + (2/5 * 5/6)) = 0.23 (3 points)get P(E1/E) = (3/5 *1/6) / ((3/5 * 1/6) + (2/5 * 5/6)) = 0.23 (3 points)

QUESTION 69 OF 312
DLBDSSIS01_Offen_schwer_F1/Lektion 03

In answering a question in multiple choice question, the probability that a student knows theIn answering a question in multiple choice question, the probability that a student knows the
answer is 0.6 and the remaining time he guesses. Assume that a student who guesses theanswer is 0.6 and the remaining time he guesses. Assume that a student who guesses the
answer will be correct 1 out of every five time, where 5 is the number of choices in multipleanswer will be correct 1 out of every five time, where 5 is the number of choices in multiple
choice questions. What is the conditional probability that a student knows the answer to achoice questions. What is the conditional probability that a student knows the answer to a
question given that he answered the question correctly?question given that he answered the question correctly?
(Note: events are defined as E1: student knows the right answer, E2: student guesses the(Note: events are defined as E1: student knows the right answer, E2: student guesses the
right answer, A= student gets the right answer.)right answer, A= student gets the right answer.)
Round the answer to two decimal places.Round the answer to two decimal places.

From the data given, P(E1) = 0.6 (1 point), P(E2) = 1-0.6 =0.4 (1 point) and P(A/E2) = 1/5 (1 point).From the data given, P(E1) = 0.6 (1 point), P(E2) = 1-0.6 =0.4 (1 point) and P(A/E2) = 1/5 (1 point).
P(A/E1) = probability that student gets the right answer given that he knows the right answer = 1 (2P(A/E1) = probability that student gets the right answer given that he knows the right answer = 1 (2
points). We want to calculate P(E1/A) . Using Baye's rule P(E1/A) = = (P(E1) * P(A/E1)) / ((P(E1) *points). We want to calculate P(E1/A) . Using Baye's rule P(E1/A) = = (P(E1) * P(A/E1)) / ((P(E1) *
P(A/E1) + P(E2) * P(A/E2)) (2 points). Substituting the values, we get P(E1/A) = (0.6 *1) / ((0.6 * 1) + (0.4P(A/E1) + P(E2) * P(A/E2)) (2 points). Substituting the values, we get P(E1/A) = (0.6 *1) / ((0.6 * 1) + (0.4
* 1/5)) = 0.88 (3 points)* 1/5)) = 0.88 (3 points)
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It is estimated that 30% of emails are spam emails. A certain brand of software claims that itIt is estimated that 30% of emails are spam emails. A certain brand of software claims that it
can detect 99% of spam emails, and probability for a false positive (a non spam emailcan detect 99% of spam emails, and probability for a false positive (a non spam email
detected as spam is 5%). Now if an email is detected as spam, then what is the probabilitydetected as spam is 5%). Now if an email is detected as spam, then what is the probability
that it is in fact a non spam email? (Note: events are defined as A = event that an email isthat it is in fact a non spam email? (Note: events are defined as A = event that an email is
detected as spam, B = event that an email is spam, Bc = event that an email is not spam.)detected as spam, B = event that an email is spam, Bc = event that an email is not spam.)
Round the answer to two decimal places.Round the answer to two decimal places.

From the data given, we know that P(B) = 0.3 (1 point),. So P(Bc) = 1-0.3 = 0.7 (1 point),. P(A/B) = 0.99From the data given, we know that P(B) = 0.3 (1 point),. So P(Bc) = 1-0.3 = 0.7 (1 point),. P(A/B) = 0.99
(1 point), P(A/Bc) = 0.05 (1 point). Using Baye's theorem, we get P(Bc/A) = (P(Bc) * (P(A/Bc)) / ((P(Bc) *(1 point), P(A/Bc) = 0.05 (1 point). Using Baye's theorem, we get P(Bc/A) = (P(Bc) * (P(A/Bc)) / ((P(Bc) *
(P(A/Bc)) + (P(B) * (P(A/B))) (3 points). Substituting the values we get, P(Bc/A) = (0.05 * 0.7) / (0.05 * 0.7(P(A/Bc)) + (P(B) * (P(A/B))) (3 points). Substituting the values we get, P(Bc/A) = (0.05 * 0.7) / (0.05 * 0.7
+ 0.99 * 0.3) = 0.11 (3 points)+ 0.99 * 0.3) = 0.11 (3 points)

QUESTION 71 OF 312
DLBDSSIS01_Offen_schwer_F1/Lektion 03

The image below shows ten data points and their respective classes. A new point x=-1 isThe image below shows ten data points and their respective classes. A new point x=-1 is
given.given.
Classify the point to any of the three classes A, B or C using 3 nearest neighbors?Classify the point to any of the three classes A, B or C using 3 nearest neighbors?

The distance between the new point x= -1 and the ten given points is calculated as x-xi, where xis are theThe distance between the new point x= -1 and the ten given points is calculated as x-xi, where xis are the
points given (1 point). These distances comes out to be : (1.7, 0.7, -0.4, -1, -2, -3, -3.6, -3.9, -4.5,-6) (3points given (1 point). These distances comes out to be : (1.7, 0.7, -0.4, -1, -2, -3, -3.6, -3.9, -4.5,-6) (3
points). Arranging the distances in ascending order, we find that the three closest points comes out to bepoints). Arranging the distances in ascending order, we find that the three closest points comes out to be
{-1.7, -0.6, 0} (2 points). Two of these points belong to Class A and one point belong to Class B (2 points).{-1.7, -0.6, 0} (2 points). Two of these points belong to Class A and one point belong to Class B (2 points).
Considering the majority vote, we conclude that the data point x = -1 will correspond to Class A (2 points)Considering the majority vote, we conclude that the data point x = -1 will correspond to Class A (2 points)
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The image below shows ten data points and their respective classes. A new point x=1.4 isThe image below shows ten data points and their respective classes. A new point x=1.4 is
given. Classify the point to any of the three classes A, B or C using 3 nearest neighbors?given. Classify the point to any of the three classes A, B or C using 3 nearest neighbors?

The distance between the new point x= 1.4 and the ten given points is calculated as x-xi, where xis areThe distance between the new point x= 1.4 and the ten given points is calculated as x-xi, where xis are
the points given (1 point). These distances comes out to be : (4.1, 3.1, 2, 1.4, 0.4, -0.6, -1.2, -1.5, -2.1, -the points given (1 point). These distances comes out to be : (4.1, 3.1, 2, 1.4, 0.4, -0.6, -1.2, -1.5, -2.1, -
3.6) (3 points). Arranging the distances in ascending order, we find that the three closest points comes3.6) (3 points). Arranging the distances in ascending order, we find that the three closest points comes
out to be {1, 2, 2.6}. (2 point). Two of these points belong to Class B and one point belong to Class C (2out to be {1, 2, 2.6}. (2 point). Two of these points belong to Class B and one point belong to Class C (2
points). Considering the majority vote, we conclude that the data point x = 1.4 will correspond to Class Bpoints). Considering the majority vote, we conclude that the data point x = 1.4 will correspond to Class B
(2 points)(2 points)

QUESTION 73 OF 312
DLBDSSIS01_Offen_leicht_F2/Lektion 04

A random sample of 25 observations produced a sample mean of 95 and sample standardA random sample of 25 observations produced a sample mean of 95 and sample standard
deviation of 30.deviation of 30.
a) What is the formula to calculate the standard error of sample mean?a) What is the formula to calculate the standard error of sample mean?
b) Also, compute the standard error?b) Also, compute the standard error?

a) Standard error (SE) is given by the formula, SE = Standard deviation / sqrt(sample size). (3 points)a) Standard error (SE) is given by the formula, SE = Standard deviation / sqrt(sample size). (3 points)
b) Substituting the values given in the above formula we get, SE = 30 / sqrt(25), which comes out to be 6.b) Substituting the values given in the above formula we get, SE = 30 / sqrt(25), which comes out to be 6.
(3 points)(3 points)
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What is the formula for one sample t-test test statistic? Assuming all conditions are satisfied,What is the formula for one sample t-test test statistic? Assuming all conditions are satisfied,
what will be the test statistic value for a sample size of 16, sample standard deviation of 2,what will be the test statistic value for a sample size of 16, sample standard deviation of 2,
sample mean of 28 and hypothesized mean of 25?sample mean of 28 and hypothesized mean of 25?

The test statistic value is given by the formula, test statistic = (Sample mean - hypothesized populationThe test statistic value is given by the formula, test statistic = (Sample mean - hypothesized population
mean) / (Standard deviation / sqrt(sample size)). (3 points)mean) / (Standard deviation / sqrt(sample size)). (3 points)
Substituting the values given in the above formula we get, test statistic = (28 - 25) / (2 / sqrt(16)), whichSubstituting the values given in the above formula we get, test statistic = (28 - 25) / (2 / sqrt(16)), which
comes out to be 6. (3 points)comes out to be 6. (3 points)

QUESTION 75 OF 312
DLBDSSIS01_Offen_leicht_F2/Lektion 04

State and explain the components of the test statistic for chi-square goodness of fit test?State and explain the components of the test statistic for chi-square goodness of fit test?

The test statistic is defined as ∑ ((Oi - Ei)^2 / Ei) for all i=1, 2, 3…up to n. (2 points). Here, Oi and EiThe test statistic is defined as ∑ ((Oi - Ei)^2 / Ei) for all i=1, 2, 3…up to n. (2 points). Here, Oi and Ei
represents the observed and expected count, respectively, for the ith record. (3 points) The number ofrepresents the observed and expected count, respectively, for the ith record. (3 points) The number of
records is represented by 'n'. (1 point)records is represented by 'n'. (1 point)

QUESTION 76 OF 312
DLBDSSIS01_Offen_leicht_F2/Lektion 04

The distribution for the number of customers that came to a retail store from Monday throughThe distribution for the number of customers that came to a retail store from Monday through
Saturday is given below. There are two columns, one representing day of the week, while theSaturday is given below. There are two columns, one representing day of the week, while the
other represents number of customers. The data is as below: Monday: 1200; Tuesday: 1230;other represents number of customers. The data is as below: Monday: 1200; Tuesday: 1230;
Wednesday: 1180; Thursday: 1220; Friday: 1290; Saturday: 1300.Wednesday: 1180; Thursday: 1220; Friday: 1290; Saturday: 1300.
You have been asked to perform Chi-square goodness of fit test to check if the distribution isYou have been asked to perform Chi-square goodness of fit test to check if the distribution is
uniform.uniform.
Compute the degree of freedom for this case?Compute the degree of freedom for this case?

Degree of freedom for a chi-square test is given by the formula, (number of columns -1)* (number of rows-Degree of freedom for a chi-square test is given by the formula, (number of columns -1)* (number of rows-
1). (2 points). In this data there are two columns and six rows. (1 point). S the degree of freedom will be1). (2 points). In this data there are two columns and six rows. (1 point). S the degree of freedom will be
(2-1)*(6-1), which is equal to 5. (3 points)(2-1)*(6-1), which is equal to 5. (3 points)
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You have been asked to test the hypothesis that the same proportion of teens and adults areYou have been asked to test the hypothesis that the same proportion of teens and adults are
getting affected by Covid. You have obtained a random sample of people from each group togetting affected by Covid. You have obtained a random sample of people from each group to
test if there is a significant difference between the proportion of teens (p1) and adults (p2) thattest if there is a significant difference between the proportion of teens (p1) and adults (p2) that
are getting Covid infected.are getting Covid infected.
Write and explain an appropriate set of null and alternative hypotheses for your significanceWrite and explain an appropriate set of null and alternative hypotheses for your significance
test?test?

1. Null Hypothesis Ho: The null hypothesis has a statement of equality, so it will be that there is no1. Null Hypothesis Ho: The null hypothesis has a statement of equality, so it will be that there is no
difference between the two proportions. So Ho: p1-p2=0. (3 points)difference between the two proportions. So Ho: p1-p2=0. (3 points)
2. Alternative Hypothesis H1 will be that the proportion is significantly different between the two groups.2. Alternative Hypothesis H1 will be that the proportion is significantly different between the two groups.
So H1: p1-p2≠0. (3 points)So H1: p1-p2≠0. (3 points)
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You have been asked to test the hypothesis that the website design A leads to betterYou have been asked to test the hypothesis that the website design A leads to better
conversion for an ecommerce company compared to design B. You want to test yourconversion for an ecommerce company compared to design B. You want to test your
hypothesis by randomly assigning each user one of the two designs over the course of ahypothesis by randomly assigning each user one of the two designs over the course of a
month and test if there is a significant difference between the proportion of users of design Amonth and test if there is a significant difference between the proportion of users of design A
(Pa) and design B (Pb).(Pa) and design B (Pb).
Write and explain an appropriate set of null and alternative hypotheses for your significanceWrite and explain an appropriate set of null and alternative hypotheses for your significance
test?test?

1. Null Hypothesis Ho: The null hypothesis has a statement of equality, so it will be that there is no1. Null Hypothesis Ho: The null hypothesis has a statement of equality, so it will be that there is no
difference between the two designs A and Bs. So Ho: p1-p2=0. (3 points)difference between the two designs A and Bs. So Ho: p1-p2=0. (3 points)
2. Alternative Hypothesis, 'H1', will be that the proportion is significantly higher for design A. So H1: p1-2. Alternative Hypothesis, 'H1', will be that the proportion is significantly higher for design A. So H1: p1-
p2>0. (3 points)p2>0. (3 points)
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A company X wants to test the hypothesis that there is no significant difference in the meanA company X wants to test the hypothesis that there is no significant difference in the mean
customer ratings of the two products A and B. It collects 20 random samples of ratings forcustomer ratings of the two products A and B. It collects 20 random samples of ratings for
product A and 24 for product B, and the sample mean comes out to be 4.5 and 4.3 for A andproduct A and 24 for product B, and the sample mean comes out to be 4.5 and 4.3 for A and
B respectively. The standard deviation is 0.3 and 0.6 for A and B respectively. You want toB respectively. The standard deviation is 0.3 and 0.6 for A and B respectively. You want to
conduct t a two-sample Z- test to determine if the mean ratings are significantly different forconduct t a two-sample Z- test to determine if the mean ratings are significantly different for
the two managers.the two managers.
Calculate the test statistic for this test?Calculate the test statistic for this test?

From the information provided, we get 1) Sample Mean of Product A = 4.5, 2) Sample Mean of Product BFrom the information provided, we get 1) Sample Mean of Product A = 4.5, 2) Sample Mean of Product B
= 4.3, 3) Sample size of Product A = 20, 4) Sample size of Product B = 24, 5) Variance of Product A == 4.3, 3) Sample size of Product A = 20, 4) Sample size of Product B = 24, 5) Variance of Product A =
0.3, 6) Variance of Product B = 0.6. (3 points).0.3, 6) Variance of Product B = 0.6. (3 points).
Putting the values in the test statistic, we get (4.5-4.3)/sqrt(0.3/20 + 0.6/24). This comes out to bePutting the values in the test statistic, we get (4.5-4.3)/sqrt(0.3/20 + 0.6/24). This comes out to be
0.2/sqrt(0.04) which is equal to 1. (3 points).0.2/sqrt(0.04) which is equal to 1. (3 points).
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A sample of 12 players in UEFA champions league give a mean goal scored per game of 2.3A sample of 12 players in UEFA champions league give a mean goal scored per game of 2.3
goals and a standard deviation of 1. Construct a 99 percent confidence interval for the truegoals and a standard deviation of 1. Construct a 99 percent confidence interval for the true
mean of the players. (Given the critical value for t for 11 degrees of freedom is 3.11).mean of the players. (Given the critical value for t for 11 degrees of freedom is 3.11).
Round the answer to one decimal place.Round the answer to one decimal place.

The confidence interval for true mean is given by: (2.3 - 3.11*(1/sqrt(12))) < True population Mean < (2.3 -The confidence interval for true mean is given by: (2.3 - 3.11*(1/sqrt(12))) < True population Mean < (2.3 -
3.11*(1/sqrt(12))). (4 points). This comes out to be 1.4 < True population Mean < 3.7 (2 points).3.11*(1/sqrt(12))). (4 points). This comes out to be 1.4 < True population Mean < 3.7 (2 points).
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The weight (in kgs) of Indian females is assumed to follow normal distribution. RandomThe weight (in kgs) of Indian females is assumed to follow normal distribution. Random
sample of 25 women is reported to have mean weight (μ) of 56 kgs, with standard deviation ofsample of 25 women is reported to have mean weight (μ) of 56 kgs, with standard deviation of
3.6.3.6.
What will be the margin of error at 90% confidence interval?What will be the margin of error at 90% confidence interval?
Round the answer to two decimal places.Round the answer to two decimal places.

Number of degree of freedom = 25-1 = 24. The critical value for t-statistic at 24 degrees of freedom atNumber of degree of freedom = 25-1 = 24. The critical value for t-statistic at 24 degrees of freedom at
90% Confidence interval is 1.71. (3 points). The Margin of error is given by the formula = ME = (critical90% Confidence interval is 1.71. (3 points). The Margin of error is given by the formula = ME = (critical
value) * (standard deviation) / (sqrt(sample size)). Substituting the values in the formula, we get, ME =value) * (standard deviation) / (sqrt(sample size)). Substituting the values in the formula, we get, ME =
(1.711) * (3.6) / sqrt(25) = 1.23 (3 points)(1.711) * (3.6) / sqrt(25) = 1.23 (3 points)
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An economist measured the annual salary levels (in US$) from sample of data scientists andAn economist measured the annual salary levels (in US$) from sample of data scientists and
data engineers. The details of the two samples is given in the image below. The economistdata engineers. The details of the two samples is given in the image below. The economist
wants to use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0wants to use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0
versus μ(data scientist) - μ(data engineers) > 0.versus μ(data scientist) - μ(data engineers) > 0.
Assuming all inference conditions are met, what would be an appropriate test statistic for theAssuming all inference conditions are met, what would be an appropriate test statistic for the
economist's test?economist's test?
Round the answer to two decimal places.Round the answer to two decimal places.

Formula for the test statistic is given as = test statistic = (sample difference - hypothesized difference) /Formula for the test statistic is given as = test statistic = (sample difference - hypothesized difference) /
(standard error of the difference). Using the information given, sample difference = 80000 - 72000 = 8000(standard error of the difference). Using the information given, sample difference = 80000 - 72000 = 8000
(1 point). Hypothesized difference = 0 (1 point). Standard error of the difference = sqrt(100^2/50 +(1 point). Hypothesized difference = 0 (1 point). Standard error of the difference = sqrt(100^2/50 +
400^2/60) = sqrt(200 + 2667) = sqrt (2867) = 53.54. (2 points). Substituting the values in the above400^2/60) = sqrt(200 + 2667) = sqrt (2867) = 53.54. (2 points). Substituting the values in the above
equation, we get the test statistic value as = 8000/53.54 = 149.42 (2 points)equation, we get the test statistic value as = 8000/53.54 = 149.42 (2 points)
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An analyst wants to analyze and compare the proportion of customer churn for a company forAn analyst wants to analyze and compare the proportion of customer churn for a company for
its two brands A and B. He observes 300 customer churn for a sample of 600 for brand A, andits two brands A and B. He observes 300 customer churn for a sample of 600 for brand A, and
200 churn for a sample of 1000 for brand B. The analyst wants to use these results to test the200 churn for a sample of 1000 for brand B. The analyst wants to use these results to test the
hypothesis proportion(design A) - proportion(design B) = 0 versus proportion(design A) -hypothesis proportion(design A) - proportion(design B) = 0 versus proportion(design A) -
proportion(design B) > 0.proportion(design B) > 0.
Assuming all inference conditions are met, what would be an appropriate test statistic for theAssuming all inference conditions are met, what would be an appropriate test statistic for the
analyst's hypothesis test?analyst's hypothesis test?
Round the answer to one decimal place.Round the answer to one decimal place.

Formula for the test statistic is given as = test statistic = (sample proportion difference) / (standard error ofFormula for the test statistic is given as = test statistic = (sample proportion difference) / (standard error of
the difference in proportion). Using the information given, proportion(design A) = 300/600 = 0.5 (1 point);the difference in proportion). Using the information given, proportion(design A) = 300/600 = 0.5 (1 point);
and proportion(design B) = 200/1000 = 0.2 (1 point). So sample difference in proportion = 0.5 - 0.2 = 0.3and proportion(design B) = 200/1000 = 0.2 (1 point). So sample difference in proportion = 0.5 - 0.2 = 0.3
(1 point). Hypothesized difference = 0. Standard error of the difference = sqrt(0.5 * 0.5/600 + 0.2 *(1 point). Hypothesized difference = 0. Standard error of the difference = sqrt(0.5 * 0.5/600 + 0.2 *
0.8/1000) = 0.024. (2 points). Substituting the values in the above equation, we get the test statistic value0.8/1000) = 0.024. (2 points). Substituting the values in the above equation, we get the test statistic value
as = 0.3/0.024 = 12.5 (1 point)as = 0.3/0.024 = 12.5 (1 point)
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An economist measured the annual salary levels (in US$) from sample of data scientists andAn economist measured the annual salary levels (in US$) from sample of data scientists and
data engineers. The details of the two samples is given in the image below. The economistdata engineers. The details of the two samples is given in the image below. The economist
wants to use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0wants to use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0
versus μ(data scientist) - μ(data engineers) > 0. The variances of the populations areversus μ(data scientist) - μ(data engineers) > 0. The variances of the populations are
unknown but assumed to be equal.unknown but assumed to be equal.
Assuming all inference conditions are met, compute the pooled variance for this data?Assuming all inference conditions are met, compute the pooled variance for this data?

The pooled variance is given by the equation = variance pooled = ((sample size for datascientist-The pooled variance is given by the equation = variance pooled = ((sample size for datascientist-
1)*variance(data scientist) + (sample size for dataengineer-1)*variance(data engineer))/(sample size for1)*variance(data scientist) + (sample size for dataengineer-1)*variance(data engineer))/(sample size for
data scientist + sample size for data engineer - 2). From the data given, we get the following information,data scientist + sample size for data engineer - 2). From the data given, we get the following information,
sample size for data scientist = 16, sample size for data engineer = 16, variance(data scientist) = 100^2 =sample size for data scientist = 16, sample size for data engineer = 16, variance(data scientist) = 100^2 =
10000, and variance(data engineer) = 121^2 = 14641. (3 points). Substituting these values in the formula,10000, and variance(data engineer) = 121^2 = 14641. (3 points). Substituting these values in the formula,
we get pooled variance = (15*10000 + 15*14641)/(16+16-2) = 12320.5 (3 points)we get pooled variance = (15*10000 + 15*14641)/(16+16-2) = 12320.5 (3 points)
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You want to test the hypothesis the average salary of employees in a function is $50000. YouYou want to test the hypothesis the average salary of employees in a function is $50000. You
select a random sample of 10 employees. At 99% level of significance what is the rejectionselect a random sample of 10 employees. At 99% level of significance what is the rejection
region corresponding to alternative hypothesis that Hi: μ > 50000. (Note: the null hypothesis isregion corresponding to alternative hypothesis that Hi: μ > 50000. (Note: the null hypothesis is
Ho: μ = 50000.)Ho: μ = 50000.)
Round the answer to two decimal places.Round the answer to two decimal places.

The cutoff value 'Uc' must satisfy P(U>Uc) = alpha = 1-99% = 0.01. (2 points). The degree of freedom = nThe cutoff value 'Uc' must satisfy P(U>Uc) = alpha = 1-99% = 0.01. (2 points). The degree of freedom = n
-1 = 10 - 1 =9. (2 points). The t statistic value for 9 degrees of freedom at 99% level of significance comes-1 = 10 - 1 =9. (2 points). The t statistic value for 9 degrees of freedom at 99% level of significance comes
out to be 2.82. (2 points). So the rejection region is (2.82, infinity) ( 2 points)out to be 2.82. (2 points). So the rejection region is (2.82, infinity) ( 2 points)

QUESTION 86 OF 312
DLBDSSIS01_Offen_mittel_F2/Lektion 04

Name and describe the four paradigms of hypothesis testing used to evaluate the statisticalName and describe the four paradigms of hypothesis testing used to evaluate the statistical
significance of observed data with respect to pair of competing hypothesis?significance of observed data with respect to pair of competing hypothesis?

1. The first part is to establish the hypothesis. (2 points)1. The first part is to establish the hypothesis. (2 points)
2. Set the significance level and the test statistic. ( 2 points)2. Set the significance level and the test statistic. ( 2 points)
3. Compute the observed value of the test statistic from the sample data. (2 points)3. Compute the observed value of the test statistic from the sample data. (2 points)
4. Evaluate the hypothesis by comparing the observed value of the test statistic with the rejection region.4. Evaluate the hypothesis by comparing the observed value of the test statistic with the rejection region.
(2 points)(2 points)
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The distribution for the number of customers that came to a retail store from Monday throughThe distribution for the number of customers that came to a retail store from Monday through
Saturday varies from day to day. There are two columns, one representing day of the week,Saturday varies from day to day. There are two columns, one representing day of the week,
while the other represents number of customers. The data is as below: Monday: 1200;while the other represents number of customers. The data is as below: Monday: 1200;
Tuesday: 1230; Wednesday: 1180; Thursday: 1220; Friday: 1290; Saturday: 1320.You haveTuesday: 1230; Wednesday: 1180; Thursday: 1220; Friday: 1290; Saturday: 1320.You have
been asked to perform Chi-square goodness of fit test to check if the distribution is uniform.been asked to perform Chi-square goodness of fit test to check if the distribution is uniform.
Formulate the a) null hypothesis, b) alternate hypothesis, c) Degree of freedom, and d) theFormulate the a) null hypothesis, b) alternate hypothesis, c) Degree of freedom, and d) the
expected frequencies of the customer visits on each of the six days?expected frequencies of the customer visits on each of the six days?

a) Null Hypothesis: Distribution of customer visits is uniform across days of the week. (2 points)a) Null Hypothesis: Distribution of customer visits is uniform across days of the week. (2 points)
b) Alternative Hypothesis: Distribution of customer visits is different across days. (2 points)b) Alternative Hypothesis: Distribution of customer visits is different across days. (2 points)
c) Degrees of freedom = (2-1)*(6-1) = 5 (1 point), andc) Degrees of freedom = (2-1)*(6-1) = 5 (1 point), and
d) Expected frequencies on each day is given as (1200+1230+1180+1220+1290+1300)/6. This comesd) Expected frequencies on each day is given as (1200+1230+1180+1220+1290+1300)/6. This comes
out to be 7440/6, which is equal to 1240 (3 points)out to be 7440/6, which is equal to 1240 (3 points)
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In a school, the percentage of students with favorite subjects History, Mathematics, English,In a school, the percentage of students with favorite subjects History, Mathematics, English,
and Hindi are 10, 20,30, and 40 percent, respectively. 300 randomly selected studentsand Hindi are 10, 20,30, and 40 percent, respectively. 300 randomly selected students
reported their favorite subject type. The data is below: History: 40; Mathematics: 50; English:reported their favorite subject type. The data is below: History: 40; Mathematics: 50; English:
100, and Hindi: 110. You have been asked to perform Chi-square goodness of fit test to check100, and Hindi: 110. You have been asked to perform Chi-square goodness of fit test to check
if the distribution is uniform.if the distribution is uniform.
Formulate the a) null hypothesis, b) alternate hypothesis, c) Degree of freedom, and d) theFormulate the a) null hypothesis, b) alternate hypothesis, c) Degree of freedom, and d) the
expected count of each of the subjects for these students?expected count of each of the subjects for these students?

a) Null Hypothesis: Distribution of the subject preference is same across students. (2 points)a) Null Hypothesis: Distribution of the subject preference is same across students. (2 points)
b) Alternative Hypothesis: Distribution of the subject preference is different across students. (2 points)b) Alternative Hypothesis: Distribution of the subject preference is different across students. (2 points)
c) Degrees of freedom = (2-1)*(41-1) = 3 (1 point), andc) Degrees of freedom = (2-1)*(41-1) = 3 (1 point), and
c) Expected frequency for History: 10% * 300 = 30; Expected frequency for Mathematics: 20% * 300 = 60;c) Expected frequency for History: 10% * 300 = 30; Expected frequency for Mathematics: 20% * 300 = 60;
Expected frequency for English 30% * 300 = 90; and Expected frequency for Hindi: 40% * 300 = 120 (3Expected frequency for English 30% * 300 = 90; and Expected frequency for Hindi: 40% * 300 = 120 (3
points)points)
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Two sample polls of votes for two candidates A and B for a college post was taken, one eachTwo sample polls of votes for two candidates A and B for a college post was taken, one each
from two streams - Science and Commerce. The results are given in the image below.from two streams - Science and Commerce. The results are given in the image below.
Calculate the expected frequencies of each cell.Calculate the expected frequencies of each cell.

1. Expected Frequency for cell (Science, Candidate A) = (900 * 1000/2000) = 450 (2 points) = .1. Expected Frequency for cell (Science, Candidate A) = (900 * 1000/2000) = 450 (2 points) = .
2. Expected Frequency for cell (Science, Candidate B) = (1100 * 1000/2000) = 550 (2 points).2. Expected Frequency for cell (Science, Candidate B) = (1100 * 1000/2000) = 550 (2 points).
3. Expected Frequency for cell (Commerce, Candidate A) = (900 * 1000/2000) = 450 (2 points).3. Expected Frequency for cell (Commerce, Candidate A) = (900 * 1000/2000) = 450 (2 points).
4. Expected Frequency for cell (Commerce, Candidate B) = (1100 * 1000/2000) = 550. (2 points).4. Expected Frequency for cell (Commerce, Candidate B) = (1100 * 1000/2000) = 550. (2 points).
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Two sample polls of votes for two candidates A and B for a college post was taken, one eachTwo sample polls of votes for two candidates A and B for a college post was taken, one each
from two streams - Science and Commerce. The results are given in the image below. Youfrom two streams - Science and Commerce. The results are given in the image below. You
want to apply the chi-square test for independence.want to apply the chi-square test for independence.
Formulate the a) Null Hypothesis b) Alternative Hypothesis and c) degree of freedomFormulate the a) Null Hypothesis b) Alternative Hypothesis and c) degree of freedom

a) Null Hypothesis: There is no association between the frequency of each stream and the attribution toa) Null Hypothesis: There is no association between the frequency of each stream and the attribution to
two candidates. (2.5 points).two candidates. (2.5 points).
b) Alternative Hypothesis: There is statistical dependence between the frequency of each stream and theb) Alternative Hypothesis: There is statistical dependence between the frequency of each stream and the
attribution to two candidates. (2.5 points).attribution to two candidates. (2.5 points).
c) the degree of freedom for chi-square test of independence is given as (number of columns -1 )*c) the degree of freedom for chi-square test of independence is given as (number of columns -1 )*
(number of rows -1) = (2-1)*(2-1) = 1 degree of freedom. (3 points).(number of rows -1) = (2-1)*(2-1) = 1 degree of freedom. (3 points).
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A company X wants to test the hypothesis that there is no significant difference in the meanA company X wants to test the hypothesis that there is no significant difference in the mean
customer ratings of the two products A and B. It collects 20 random samples of ratings forcustomer ratings of the two products A and B. It collects 20 random samples of ratings for
product A and 24 for product B, and the sample mean comes out to be 4.5 and 4.3 for A andproduct A and 24 for product B, and the sample mean comes out to be 4.5 and 4.3 for A and
B respectively. The sample variance comes out to be 4 and 9 for A and B respectively.B respectively. The sample variance comes out to be 4 and 9 for A and B respectively.
Assuming the population variance is unknown but assumed to be equal, calculate the pooledAssuming the population variance is unknown but assumed to be equal, calculate the pooled
variance for t-test?variance for t-test?

From the information provided, we get 1) Sample Mean of Product A = 4.5 (1 point), 2) Sample Mean ofFrom the information provided, we get 1) Sample Mean of Product A = 4.5 (1 point), 2) Sample Mean of
Product B = 4.3 (1 point), 3) Sample size of Product A = 20 (1 point), 4) Sample size of Product B = 24 (1Product B = 4.3 (1 point), 3) Sample size of Product A = 20 (1 point), 4) Sample size of Product B = 24 (1
point), 5) Variance of Product A = 4 (1 point), 6) Variance of Product B = 9 (1 point).point), 5) Variance of Product A = 4 (1 point), 6) Variance of Product B = 9 (1 point).
Using the above information, we calculate the i) Pooled Variance = ((20-1)*4+(24-1)*9)/(20+24-2) = 283/Using the above information, we calculate the i) Pooled Variance = ((20-1)*4+(24-1)*9)/(20+24-2) = 283/
6.7381 = 42. (2 points)6.7381 = 42. (2 points)
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A company wants to test the hypothesis that there is no significant difference in the meanA company wants to test the hypothesis that there is no significant difference in the mean
customer ratings of the two products A and B. It collects 20 random samples of ratings forcustomer ratings of the two products A and B. It collects 20 random samples of ratings for
product A and 24 for product B, and the sample mean comes out to be 4.5 and 4.3 for A andproduct A and 24 for product B, and the sample mean comes out to be 4.5 and 4.3 for A and
B respectively. The sample variance comes out to be 4 and 9 for A and B respectively. TheB respectively. The sample variance comes out to be 4 and 9 for A and B respectively. The
pooled variance is 42.pooled variance is 42.
Assuming the population variance is unknown but assumed to be equal, calculate the testAssuming the population variance is unknown but assumed to be equal, calculate the test
statistic for t-test?statistic for t-test?

From the information provided, we get 1) Sample Mean of Product A = 4.50 (0.5 points), 2) Sample MeanFrom the information provided, we get 1) Sample Mean of Product A = 4.50 (0.5 points), 2) Sample Mean
of Product B = 4.30 (0.5 points), 3) Sample size of Product A = 20 (0.5 points), 4) Sample size of Productof Product B = 4.30 (0.5 points), 3) Sample size of Product A = 20 (0.5 points), 4) Sample size of Product
B = 24 (0.5 points), 5) Variance of Product A = 4 (0.5 points), 6) Variance of Product B = 9 (0.5 points). 7)B = 24 (0.5 points), 5) Variance of Product A = 4 (0.5 points), 6) Variance of Product B = 9 (0.5 points). 7)
The pooled variance comes out to be 42. (2 points).The pooled variance comes out to be 42. (2 points).
Using the above information, we calculate the i) test statistic = ( .Using the above information, we calculate the i) test statistic = ( .
Putting the values in the test statistic, we get (4.5-4.3)/(sqrt(42)*sqrt(1/20 + 1/24)). This comes out to bePutting the values in the test statistic, we get (4.5-4.3)/(sqrt(42)*sqrt(1/20 + 1/24)). This comes out to be
0.2/ 0.5940 which is equal to 0.34. (3 points).0.2/ 0.5940 which is equal to 0.34. (3 points).
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An economist measured the annual salary levels (in US$) from sample of data scientists andAn economist measured the annual salary levels (in US$) from sample of data scientists and
data engineers. The details of the two samples is given in image below. The economist wantsdata engineers. The details of the two samples is given in image below. The economist wants
to use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0 versusto use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0 versus
μ(data scientist) - μ(data engineers) > 0. The variances of the populations are unknown butμ(data scientist) - μ(data engineers) > 0. The variances of the populations are unknown but
assumed to be equal. Assuming all inference conditions are met, compute the margin of errorassumed to be equal. Assuming all inference conditions are met, compute the margin of error
for 99 percent confidence interval? (Given: critical value for 30 degree of freedom is 2.75).for 99 percent confidence interval? (Given: critical value for 30 degree of freedom is 2.75).
Round the answer to two decimal places.Round the answer to two decimal places.

The pooled variance is given by the equation = variance pooled = ((sample size for datascientist-The pooled variance is given by the equation = variance pooled = ((sample size for datascientist-
1)*variance(data scientist) + (sample size for dataengineer-1)*variance(data engineer))/(sample size for1)*variance(data scientist) + (sample size for dataengineer-1)*variance(data engineer))/(sample size for
data scientist + sample size for data engineer (2 points) - 2). From the data given, we get the followingdata scientist + sample size for data engineer (2 points) - 2). From the data given, we get the following
information, sample size for data scientist = 16, sample size for data engineer = 16, variance(datainformation, sample size for data scientist = 16, sample size for data engineer = 16, variance(data
scientist) = 100^2 = 10000, and variance(data engineer) = 121^2 = 14641. (2 points). Substituting thesescientist) = 100^2 = 10000, and variance(data engineer) = 121^2 = 14641. (2 points). Substituting these
values in the formula, we get pooled variance = (15*10000 + 15*14641)/(16+16-2) = 12320.5 (2 points)values in the formula, we get pooled variance = (15*10000 + 15*14641)/(16+16-2) = 12320.5 (2 points)
Pooled Standard deviation = 110.99. Margin of error is given by the formula = (critical value) * PooledPooled Standard deviation = 110.99. Margin of error is given by the formula = (critical value) * Pooled
Standard deviation * sqrt(1/(sample size for data scientist) + 1/((sample size for data engineer)).Standard deviation * sqrt(1/(sample size for data scientist) + 1/((sample size for data engineer)).
Substituting the values, we get ME = 2.75 * 110.99 *(1/16 + 1/16) = 38.15 (2 points)Substituting the values, we get ME = 2.75 * 110.99 *(1/16 + 1/16) = 38.15 (2 points)
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Perform a one sample t-test using the following information. Sample size = n = 5. SamplePerform a one sample t-test using the following information. Sample size = n = 5. Sample
mean = sm = 4, and sample standard deviation = s = 0.67.mean = sm = 4, and sample standard deviation = s = 0.67.
Construct a 95% Confidence Interval and test the null hypothesis that μ = population mean =Construct a 95% Confidence Interval and test the null hypothesis that μ = population mean =
5. (Critical value for 95% CI = 2.776, and for 99% CI = 4.596)5. (Critical value for 95% CI = 2.776, and for 99% CI = 4.596)

The Margin of Error (ME) is given by the formula = ME = (critical value) * (sample standard deviation) /The Margin of Error (ME) is given by the formula = ME = (critical value) * (sample standard deviation) /
(sqrt(sample size)). ME at 95% CI is 2.776 * 0.67 / sqrt(5) = 0.83. (3 points). 95% Confidence Interval(sqrt(sample size)). ME at 95% CI is 2.776 * 0.67 / sqrt(5) = 0.83. (3 points). 95% Confidence Interval
comes out to be (4 - 0.83, 4 + 0.83), which is (3.17,4.83). (3 points) Since the CI does not contain thecomes out to be (4 - 0.83, 4 + 0.83), which is (3.17,4.83). (3 points) Since the CI does not contain the
hypothesized value μ = 5, the null hypothesis is rejected at 95% confidence interval (2 points)hypothesized value μ = 5, the null hypothesis is rejected at 95% confidence interval (2 points)
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Perform a one sample t-test using the following information. Sample size = n = 5. SamplePerform a one sample t-test using the following information. Sample size = n = 5. Sample
mean = sm = 4, and sample standard deviation = s = 0.67.mean = sm = 4, and sample standard deviation = s = 0.67.
Construct a 99% Confidence Interval and test the null hypothesis that μ = population mean =Construct a 99% Confidence Interval and test the null hypothesis that μ = population mean =
5. (Critical value for 99% CI = 4.596)5. (Critical value for 99% CI = 4.596)

The Margin of Error (ME) is given by the formula = ME = (critical value) * (sample standard deviation) /The Margin of Error (ME) is given by the formula = ME = (critical value) * (sample standard deviation) /
(sqrt(sample size)). ME at 99% CI is 4.596 * 0.67 / sqrt(5) = 1.38. (3 points). 99% Confidence Interval(sqrt(sample size)). ME at 99% CI is 4.596 * 0.67 / sqrt(5) = 1.38. (3 points). 99% Confidence Interval
comes out to be (4 - 01.38, 4 + 1.38), which is (2.62,5.38). (3 points) Since the CI contains thecomes out to be (4 - 01.38, 4 + 1.38), which is (2.62,5.38). (3 points) Since the CI contains the
hypothesized value μ = 5, we fail to reject the null hypothesis at 99% confidence interval (2 points)hypothesized value μ = 5, we fail to reject the null hypothesis at 99% confidence interval (2 points)
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A company wants to know what percentage of its customers support its decision for strategyA company wants to know what percentage of its customers support its decision for strategy
A. The company claims that in 19 of 20 cases, its sampling results should be no more thanA. The company claims that in 19 of 20 cases, its sampling results should be no more than
four percentage points off in either direction.four percentage points off in either direction.
What's the confidence level the company is working with, and what's the sample size theyWhat's the confidence level the company is working with, and what's the sample size they
should obtain? (Given: Critical value = 1.96 and standard deviation is 1 )should obtain? (Given: Critical value = 1.96 and standard deviation is 1 )

The proportion of customers who approve of the company's strategy is = 19/20 = 95%. So the company isThe proportion of customers who approve of the company's strategy is = 19/20 = 95%. So the company is
working with 95% confidence level. (3 points). The sample size can be obtained with the formula = 1.96 *working with 95% confidence level. (3 points). The sample size can be obtained with the formula = 1.96 *
(1/sqrt(n)) <= 4%. Solving the same, we get sqrt(n) >= 49. (2 points) . This means n >= 49 ^ 2 >= 2401.(1/sqrt(n)) <= 4%. Solving the same, we get sqrt(n) >= 49. (2 points) . This means n >= 49 ^ 2 >= 2401.
So they should have obtained a sample size of at least 2041. (3 points)So they should have obtained a sample size of at least 2041. (3 points)
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The distribution for the number of customers that came to a retail store from Monday throughThe distribution for the number of customers that came to a retail store from Monday through
Saturday varies from day to day. There are two columns, one representing day of the week,Saturday varies from day to day. There are two columns, one representing day of the week,
while the other represents number of customers. The data is as below: Monday: 1200;while the other represents number of customers. The data is as below: Monday: 1200;
Tuesday: 1230; Wednesday: 1180; Thursday: 1220; Friday: 1290; Saturday: 1320.Tuesday: 1230; Wednesday: 1180; Thursday: 1220; Friday: 1290; Saturday: 1320.
Test the hypothesis that the number of customer visits doesn't depend on the day of the weekTest the hypothesis that the number of customer visits doesn't depend on the day of the week
at the 5% level of significance? (Note: chi-square significance value is 11.07)at the 5% level of significance? (Note: chi-square significance value is 11.07)

1. Expected Value = (1200+1230+1180+1220+1290+1320)/6 = 1240 (2 points)1. Expected Value = (1200+1230+1180+1220+1290+1320)/6 = 1240 (2 points)
2. Number of degree of freedom = 6-1=5 (1 point).2. Number of degree of freedom = 6-1=5 (1 point).
3. Chi-square calculated = ((1200-1240)^2/1240) + ((1230-1240)^2/1240) + ((1180-1240)^2/1240) +3. Chi-square calculated = ((1200-1240)^2/1240) + ((1230-1240)^2/1240) + ((1180-1240)^2/1240) +
((1220-1240)^2/1240) + ((1290-1240)^2/1240) + ((1320-1240)^2/1240). This comes out to be 11.78. (3((1220-1240)^2/1240) + ((1290-1240)^2/1240) + ((1320-1240)^2/1240). This comes out to be 11.78. (3
points).points).
4. The tabulated value of Chi-square at 5% level of significance for 5 degrees of freedom is 11.07. (14. The tabulated value of Chi-square at 5% level of significance for 5 degrees of freedom is 11.07. (1
points).points).
5. Conclusion: Since the calculated value 11.78 is more than the tabulated value 11.07, it is significant5. Conclusion: Since the calculated value 11.78 is more than the tabulated value 11.07, it is significant
and the null hypothesis may be rejected. Hence we conclude that the number of customer visits dependand the null hypothesis may be rejected. Hence we conclude that the number of customer visits depend
on the day of the week at 5% level of significance (3 points)on the day of the week at 5% level of significance (3 points)
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In a school, the percentage of students with favorite subjects History, Mathematics, English,In a school, the percentage of students with favorite subjects History, Mathematics, English,
and Hindi are 10, 20,30, and 40 percent, respectively. 300 randomly selected studentsand Hindi are 10, 20,30, and 40 percent, respectively. 300 randomly selected students
reported their favorite subject type. The data is below: History: 40; Mathematics: 50; English:reported their favorite subject type. The data is below: History: 40; Mathematics: 50; English:
100, and Hindi: 110.100, and Hindi: 110.
You have been asked to perform Chi-square goodness of fit test to check if the distribution isYou have been asked to perform Chi-square goodness of fit test to check if the distribution is
uniform at the 5% level of significance? (Note: chi-square significance value is 7.815)uniform at the 5% level of significance? (Note: chi-square significance value is 7.815)

1. Expected frequency for History: 10% * 300 = 30; Expected frequency for Mathematics: 20% * 300 = 60;1. Expected frequency for History: 10% * 300 = 30; Expected frequency for Mathematics: 20% * 300 = 60;
Expected frequency for English 30% * 300 = 90; and Expected frequency for Hindi: 40% * 300 = 120 (3Expected frequency for English 30% * 300 = 90; and Expected frequency for Hindi: 40% * 300 = 120 (3
points)points)
2. Number of degree of freedom = 4-1=3 (1 point).2. Number of degree of freedom = 4-1=3 (1 point).
3. Chi-square calculated = ((40-30)^2/30) + ((50-60)^2/60) + ((100-90)^2/90) + ((110-120)^2/120). This3. Chi-square calculated = ((40-30)^2/30) + ((50-60)^2/60) + ((100-90)^2/90) + ((110-120)^2/120). This
comes out to be 6.99. (3 points).comes out to be 6.99. (3 points).
4. The tabulated value of Chi-square at 5% level of significance for 3 degrees of freedom is 7.82. (14. The tabulated value of Chi-square at 5% level of significance for 3 degrees of freedom is 7.82. (1
points).points).
5. Conclusion: Since the calculated value 6.99 is less than the tabulated value 7.82, it is not significant5. Conclusion: Since the calculated value 6.99 is less than the tabulated value 7.82, it is not significant
and the null hypothesis is accepted. Hence we conclude that the distribution of subject choice amongstand the null hypothesis is accepted. Hence we conclude that the distribution of subject choice amongst
school students is uniform. (2 points)school students is uniform. (2 points)
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Two sample polls of votes for two candidates A and B for a college post was taken, one eachTwo sample polls of votes for two candidates A and B for a college post was taken, one each
from two streams - Science and Commerce. The results are given in the image below. Youfrom two streams - Science and Commerce. The results are given in the image below. You
want to apply the chi-square test for independence to estimate whether the nature of stream iswant to apply the chi-square test for independence to estimate whether the nature of stream is
related to the voting preference in this polls. (Note: tabulated value of chi-square statistic forrelated to the voting preference in this polls. (Note: tabulated value of chi-square statistic for
5% alpha is 3.841)5% alpha is 3.841)

1. Expected Frequency for cell (Science, Candidate A) = (900 * 1000/2000) = 450 (1 point).1. Expected Frequency for cell (Science, Candidate A) = (900 * 1000/2000) = 450 (1 point).
2. Expected Frequency for cell (Science, Candidate B) = (1100 * 1000/2000) = 550 (1 point).2. Expected Frequency for cell (Science, Candidate B) = (1100 * 1000/2000) = 550 (1 point).
3. Expected Frequency for cell (Commerce, Candidate A) = (900 * 1000/2000) = 450 (1 point).3. Expected Frequency for cell (Commerce, Candidate A) = (900 * 1000/2000) = 450 (1 point).
4. Expected Frequency for cell (Commerce, Candidate B) = (1100 * 1000/2000) = 550 (1 point).4. Expected Frequency for cell (Commerce, Candidate B) = (1100 * 1000/2000) = 550 (1 point).
5. The calculated value of chi-square statistic comes out to be = ((600-450)^2/450) + ((400-550)^2/550) +5. The calculated value of chi-square statistic comes out to be = ((600-450)^2/450) + ((400-550)^2/550) +
((300-450)^2/450) + ((700-450)^2/550) (2 points). Solving this gives the value = 181.82. (2 points).((300-450)^2/450) + ((700-450)^2/550) (2 points). Solving this gives the value = 181.82. (2 points).
Since calculated value is much greater than the tabulated value, it is highly significant and the nullSince calculated value is much greater than the tabulated value, it is highly significant and the null
hypothesis is rejected at 5% level of significance. (2 points)hypothesis is rejected at 5% level of significance. (2 points)
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A company X wants to test the hypothesis that there is no significant difference in the meanA company X wants to test the hypothesis that there is no significant difference in the mean
customer ratings of the two products A and B. It collects 18 random samples of ratings forcustomer ratings of the two products A and B. It collects 18 random samples of ratings for
product A and 14 for product B, and the sample mean comes out to be 4.5 and 4.3 for A andproduct A and 14 for product B, and the sample mean comes out to be 4.5 and 4.3 for A and
B respectively. The sample variance comes out to be 4 and 9 for A and B respectively.B respectively. The sample variance comes out to be 4 and 9 for A and B respectively.
Assuming the population variance is unknown but assumed to be equal, test the hypothesisAssuming the population variance is unknown but assumed to be equal, test the hypothesis
that the mean rating for Product A is higher than that of Product B?that the mean rating for Product A is higher than that of Product B?

From the information provided, we get 1) Sample Mean of Product A = 4.5, 2) Sample Mean of Product BFrom the information provided, we get 1) Sample Mean of Product A = 4.5, 2) Sample Mean of Product B
= 4.3, 3) Sample size of Product A = 20, 4) Sample size of Product B = 24, 5) Variance of Product A = 4,= 4.3, 3) Sample size of Product A = 20, 4) Sample size of Product B = 24, 5) Variance of Product A = 4,
6) Variance of Product B = 9. (2 points). Using the above information, we calculate the i) Pooled Variance6) Variance of Product B = 9. (2 points). Using the above information, we calculate the i) Pooled Variance
= ((18-1)*4+(14-1)*9)/(18+14-2) = 185/ 30 = 6.16. (3 points)= ((18-1)*4+(14-1)*9)/(18+14-2) = 185/ 30 = 6.16. (3 points)
The test statistic is given as = (4.5-4.3)/(sqrt(30)*sqrt(1/18 + 1/14)). This comes out to be 0.2/1.95 whichThe test statistic is given as = (4.5-4.3)/(sqrt(30)*sqrt(1/18 + 1/14)). This comes out to be 0.2/1.95 which
is equal to 0.10.is equal to 0.10.
Degrees of freedom = 18 + 14 -2 = 30. (3 points)Degrees of freedom = 18 + 14 -2 = 30. (3 points)
The cutoff value for 30 degree of freedom at 1% level of significance is 2.46.The cutoff value for 30 degree of freedom at 1% level of significance is 2.46.
Conclusion: since the observed value is less than the tabulated value, the null hypothesis holds. (2Conclusion: since the observed value is less than the tabulated value, the null hypothesis holds. (2
points)points)
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You want to test if the scores of students, per hundred marks, in two schools A and B areYou want to test if the scores of students, per hundred marks, in two schools A and B are
different at 1% level of significance. The following data is given: 16 Samples each of school Adifferent at 1% level of significance. The following data is given: 16 Samples each of school A
and B were selected randomly. The mean sample score is 78 for A and 71 for B. Sampleand B were selected randomly. The mean sample score is 78 for A and 71 for B. Sample
variance for A and B are 16 and 9. (Note: the cutoff value is 2.5)variance for A and B are 16 and 9. (Note: the cutoff value is 2.5)
Round the answer to one decimal place.Round the answer to one decimal place.

From the information provided, we get 1) Sample Mean of School A = 78, 2) Sample Mean of School B =From the information provided, we get 1) Sample Mean of School A = 78, 2) Sample Mean of School B =
71, 3) Sample size of School A = 16, 4) Sample size of School B = 16, 5) Variance of School A = 16, 6)71, 3) Sample size of School A = 16, 4) Sample size of School B = 16, 5) Variance of School A = 16, 6)
Variance of School B = 9. (2 points).Variance of School B = 9. (2 points).
Using the above information, we calculate the Pooled Variance = ((16-1)*16+(16-1)*9)/(16+16-2) = 12.5Using the above information, we calculate the Pooled Variance = ((16-1)*16+(16-1)*9)/(16+16-2) = 12.5
(3 points)(3 points)
The test statistic is given as = (78-71)/(sqrt(12.5)*sqrt(1/16 + 1/16)). This comes out to be 5.6.The test statistic is given as = (78-71)/(sqrt(12.5)*sqrt(1/16 + 1/16)). This comes out to be 5.6.
Degrees of freedom = 16 + 16 -2 = 30. (3 points)Degrees of freedom = 16 + 16 -2 = 30. (3 points)
The cutoff value for 30 degree of freedom at 1% level of significance is 2.5.The cutoff value for 30 degree of freedom at 1% level of significance is 2.5.
Conclusion: since the observed value is significantly more than the tabulated value, we reject the nullConclusion: since the observed value is significantly more than the tabulated value, we reject the null
hypothesis at 1% level of significance. (2 points)hypothesis at 1% level of significance. (2 points)
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A telecom company wanted to understand if the customer churn was significantly differentA telecom company wanted to understand if the customer churn was significantly different
between men and women. The company surveyed a random sample of voters. Here are thebetween men and women. The company surveyed a random sample of voters. Here are the
results:. Out of 80 women customers, 20 have churned. Out of 100 men customers, 30 haveresults:. Out of 80 women customers, 20 have churned. Out of 100 men customers, 30 have
churned. The company wants to test if the results suggest a significant difference in churnchurned. The company wants to test if the results suggest a significant difference in churn
between man and women. If Pw represents proportion of women customers who churn, andbetween man and women. If Pw represents proportion of women customers who churn, and
Pm represents proportion of men customers who churn. They will test Ho: Pw = Pm versusPm represents proportion of men customers who churn. They will test Ho: Pw = Pm versus
H1: Pw ≠ Pm. Assume all test conditions are met. What's the P-value associated with theseH1: Pw ≠ Pm. Assume all test conditions are met. What's the P-value associated with these
sample results? (The standard normal table and z-scores value is 0.22965)sample results? (The standard normal table and z-scores value is 0.22965)

Pooled proportion of churn = (30 + 20)/ (100 + 80) = 50/180 = 0.28. Pw = 20/80 = 0.25. Pm = 30/100 =Pooled proportion of churn = (30 + 20)/ (100 + 80) = 50/180 = 0.28. Pw = 20/80 = 0.25. Pm = 30/100 =
0.30 (3 points). The test statistic is calculated as = test statistic = (0.25 - 0.3)/ sqrt((0.278*(1-0.278)/80) +0.30 (3 points). The test statistic is calculated as = test statistic = (0.25 - 0.3)/ sqrt((0.278*(1-0.278)/80) +
(0.278*(1-0.278)/100)) = -0.74. (3 points). The standard normal table and z-scores value for the observed(0.278*(1-0.278)/100)) = -0.74. (3 points). The standard normal table and z-scores value for the observed
t-statistic value of 0.74 is 0.22965 (1 point). Since this is a two tailed test, the corresponding p-value ist-statistic value of 0.74 is 0.22965 (1 point). Since this is a two tailed test, the corresponding p-value is
2*0.22965=0.45. (3 points)2*0.22965=0.45. (3 points)
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A university offers a certain course that students can take on-campus or online. the universityA university offers a certain course that students can take on-campus or online. the university
wanted to test if there was a difference in the passing rate between the two settings. Samplewanted to test if there was a difference in the passing rate between the two settings. Sample
data showed that 80% percent of students passed the on-campus setting, and 75% passeddata showed that 80% percent of students passed the on-campus setting, and 75% passed
the online setting.the online setting.
The teachers used those results to make a 95% percent confidence interval to estimate theThe teachers used those results to make a 95% percent confidence interval to estimate the
difference between the proportion of students who pass in each setting of the coursedifference between the proportion of students who pass in each setting of the course
(Pcampus-Ponline). The resulting interval was approximately (-0.04,0.14). They want to use(Pcampus-Ponline). The resulting interval was approximately (-0.04,0.14). They want to use
this interval to test Ho: Pcampus=Ponline versus H1: Pcampus≠Ponline. Assume that allthis interval to test Ho: Pcampus=Ponline versus H1: Pcampus≠Ponline. Assume that all
conditions for inference have been met.conditions for inference have been met.
Based on the interval, what is the corresponding P-value and also explain briefly theBased on the interval, what is the corresponding P-value and also explain briefly the
conclusion at 5% level of significance?conclusion at 5% level of significance?

In this problem, we're asked to use a 95%, percent confidence interval in a two-sided test with aIn this problem, we're asked to use a 95%, percent confidence interval in a two-sided test with a
significance level of α=0.05, which is fine. We look to see if the interval that estimates the differencesignificance level of α=0.05, which is fine. We look to see if the interval that estimates the difference
contains 0 or not. If the interval excludes 0, we reject the null hypothesis, and vice versa (3 points). Thecontains 0 or not. If the interval excludes 0, we reject the null hypothesis, and vice versa (3 points). The
interval estimating Pcampus-Ponline was (-0.04,0.14) (1 point). Since this interval contains zero, it'sinterval estimating Pcampus-Ponline was (-0.04,0.14) (1 point). Since this interval contains zero, it's
possible that that there's no difference between the proportion of students who pass in-person settingpossible that that there's no difference between the proportion of students who pass in-person setting
versus the online setting. So we can't say that there is a difference in the proportion of students who passversus the online setting. So we can't say that there is a difference in the proportion of students who pass
in each setting ( 3 points). Based on this interval, we know the P-value is greater than α=0.05, and hencein each setting ( 3 points). Based on this interval, we know the P-value is greater than α=0.05, and hence
we can not conclude that there is a difference between the proportions. (3 points)we can not conclude that there is a difference between the proportions. (3 points)
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The weight (in kgs) of Indian men is assumed to follow normal distribution. Random sample ofThe weight (in kgs) of Indian men is assumed to follow normal distribution. Random sample of
16 men is reported to have mean weight (μ) of 70 kgs, with standard deviation of 4. Calculate16 men is reported to have mean weight (μ) of 70 kgs, with standard deviation of 4. Calculate
the margin of error and construct the 90% confidence interval for μ ? (critical value for 15the margin of error and construct the 90% confidence interval for μ ? (critical value for 15
degree of freedom= 1.753, critical value for 16 degree of freedom= 1.746, critical value for 17degree of freedom= 1.753, critical value for 16 degree of freedom= 1.746, critical value for 17
degree of freedom= 1.74)degree of freedom= 1.74)
Round the answer to two decimal places.Round the answer to two decimal places.

Number of degree of freedom = 16-1 = 15 (1 point). The critical value for t-statistic at 15 degrees ofNumber of degree of freedom = 16-1 = 15 (1 point). The critical value for t-statistic at 15 degrees of
freedom at 90% Confidence interval is 1.753. (2 points). The Margin of error is given by the formula = MEfreedom at 90% Confidence interval is 1.753. (2 points). The Margin of error is given by the formula = ME
= (critical value) * (standard deviation) / (sqrt(sample size)) (1 point). Substituting the values in the= (critical value) * (standard deviation) / (sqrt(sample size)) (1 point). Substituting the values in the
formula, we get, ME = (1.753) * (4) / sqrt(16) = 1.75 (3 points). The 90% Confidence Interval is given byformula, we get, ME = (1.753) * (4) / sqrt(16) = 1.75 (3 points). The 90% Confidence Interval is given by
the formula = (70 - 1.753, 70 + 1.753). This comes out to be (68.25, 71.75). (3 points)the formula = (70 - 1.753, 70 + 1.753). This comes out to be (68.25, 71.75). (3 points)
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An economist measured the annual salary levels (in US$) from sample of data scientists andAn economist measured the annual salary levels (in US$) from sample of data scientists and
data engineers. The details of the two samples is given in image below. The economist wantsdata engineers. The details of the two samples is given in image below. The economist wants
to use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0 versusto use these results to test the hypothesis μ(data scientist) - μ(data engineers) = 0 versus
μ(data scientist) - μ(data engineers) > 0. The variances of the populations are unknown butμ(data scientist) - μ(data engineers) > 0. The variances of the populations are unknown but
assumed to be equal. Assuming all inference conditions are met, find the 99 percentassumed to be equal. Assuming all inference conditions are met, find the 99 percent
confidence interval for difference in means? (Given: critical value for 30 degree of freedom isconfidence interval for difference in means? (Given: critical value for 30 degree of freedom is
2.75)2.75)

The pooled variance is given by the equation = variance pooled = ((sample size for datascientist-The pooled variance is given by the equation = variance pooled = ((sample size for datascientist-
1)*variance(data scientist) + (sample size for dataengineer-1)*variance(data engineer))/(sample size for1)*variance(data scientist) + (sample size for dataengineer-1)*variance(data engineer))/(sample size for
data scientist + sample size for data engineer - 2). From the data given, we get the following information,data scientist + sample size for data engineer - 2). From the data given, we get the following information,
sample size for data scientist = 16, sample size for data engineer = 16, variance(data scientist) = 100^2 =sample size for data scientist = 16, sample size for data engineer = 16, variance(data scientist) = 100^2 =
10000, and variance(data engineer) = 121^2 = 14641. Sample mean for data scientists = 80000, sample10000, and variance(data engineer) = 121^2 = 14641. Sample mean for data scientists = 80000, sample
mean for data engineers = 72000. Difference in mean = 80000 - 72000 = 8000 (4 points). Substitutingmean for data engineers = 72000. Difference in mean = 80000 - 72000 = 8000 (4 points). Substituting
these values in the formula, we get pooled variance = (15*10000 + 15*14641)/(16+16-2) = 12320.5 (2these values in the formula, we get pooled variance = (15*10000 + 15*14641)/(16+16-2) = 12320.5 (2
points) Pooled Standard deviation = 110.99. Margin of error is given by the formula = (critical value) *points) Pooled Standard deviation = 110.99. Margin of error is given by the formula = (critical value) *
Pooled Standard deviation * sqrt(1/(sample size for data scientist) + 1/((sample size for data engineer)).Pooled Standard deviation * sqrt(1/(sample size for data scientist) + 1/((sample size for data engineer)).
Substituting the values, we get ME = 2.75 * 110.99 *(1/16 + 1/16) = 38.15 (2 points). Confidence IntervalSubstituting the values, we get ME = 2.75 * 110.99 *(1/16 + 1/16) = 38.15 (2 points). Confidence Interval
is given by the range (8000 - 38.15, 8000 + 38.15). This comes out to be (7961.85, 8038.15) (2 points)is given by the range (8000 - 38.15, 8000 + 38.15). This comes out to be (7961.85, 8038.15) (2 points)

12.06.2023 51/155 (c) IU



QUESTION 106 OF 312
DLBDSSIS01_Offen_schwer_F2/Lektion 04

The national average annual salary in Country A is $50000. The sample of 12 professionalsThe national average annual salary in Country A is $50000. The sample of 12 professionals
was conducted which gave a mean annual salary of $ 48000 with standard deviation of 500.was conducted which gave a mean annual salary of $ 48000 with standard deviation of 500.
Construct a 99 percent confidence interval for the true mean of income levels. (t statistic valueConstruct a 99 percent confidence interval for the true mean of income levels. (t statistic value
for 12 degrees of freedom 3.055, for 11 degrees of freedom 3.106).for 12 degrees of freedom 3.055, for 11 degrees of freedom 3.106).
Test the hypothesis that the sample mean is less than the national average income levelsTest the hypothesis that the sample mean is less than the national average income levels
using the confidence interval.using the confidence interval.

The Margin of Error (ME) is given by the formula = ME = (critical value) * (sample standard deviation) /The Margin of Error (ME) is given by the formula = ME = (critical value) * (sample standard deviation) /
(sqrt(sample size)). Degrees of freedom = 12-1 = 11. So critical value to be considered = 3.106 (2 points).(sqrt(sample size)). Degrees of freedom = 12-1 = 11. So critical value to be considered = 3.106 (2 points).
Substituting the values in the formula, we get, ME = (3.106) * (500) / sqrt(12) = 448.31 (2 points).Substituting the values in the formula, we get, ME = (3.106) * (500) / sqrt(12) = 448.31 (2 points).
The 99% Confidence Interval is = (48000 - 448.31, 48000 + 448.31). This comes out to be (47551.70,The 99% Confidence Interval is = (48000 - 448.31, 48000 + 448.31). This comes out to be (47551.70,
48448.31). (3 points)48448.31). (3 points)
We are testing the hypothesis that sample mean < 50000. Since this is a left tailed test, we reject the nullWe are testing the hypothesis that sample mean < 50000. Since this is a left tailed test, we reject the null
hypothesis if $50000 > upper bound of the confidence interval, i.e., 48448.31. So we reject the nullhypothesis if $50000 > upper bound of the confidence interval, i.e., 48448.31. So we reject the null
hypothesis that the sample mean income is equal to the national average income levels. (3 points)hypothesis that the sample mean income is equal to the national average income levels. (3 points)
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A telecom company build a machine learning application to predict customer churn. The lossA telecom company build a machine learning application to predict customer churn. The loss
matrix is given in the image below. If y is the true state that takes the value 1 for customermatrix is given in the image below. If y is the true state that takes the value 1 for customer
churn and 0 for non churn; and δ is the decision of machine learning application which takeschurn and 0 for non churn; and δ is the decision of machine learning application which takes
the value 0 when it predicts not churn, and 1 when it predicts churn.the value 0 when it predicts not churn, and 1 when it predicts churn.
Construct the loss function L(y,δ) and using the loss matrix, report the possible L(y,δ) lossConstruct the loss function L(y,δ) and using the loss matrix, report the possible L(y,δ) loss
values?values?

Loss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct theLoss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct the
loss function as L(y,δ) = 0, when y = δ (2 points), and L(y,δ) = 1, when y ≠ δ (2 points). Using this lossloss function as L(y,δ) = 0, when y = δ (2 points), and L(y,δ) = 1, when y ≠ δ (2 points). Using this loss
function and the loss matrix given, the loss values are L(0,0) = L(1,1) = 0; and L(0,1) = L(1,0) = 1. (2function and the loss matrix given, the loss values are L(0,0) = L(1,1) = 0; and L(0,1) = L(1,0) = 1. (2
points).points).
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A telecom company build a machine learning application to predict customer churn. The lossA telecom company build a machine learning application to predict customer churn. The loss
matrix is given in the image below. If y is the true state that takes the value 1 for customermatrix is given in the image below. If y is the true state that takes the value 1 for customer
churn and 0 for non churn; and δ is the decision function which takes the value 0 when itchurn and 0 for non churn; and δ is the decision function which takes the value 0 when it
predicts not churn, and 1 when it predicts churn. Construct the loss function L(y,δ) and reportpredicts not churn, and 1 when it predicts churn. Construct the loss function L(y,δ) and report
the possible L(y,δ) loss values?the possible L(y,δ) loss values?

Loss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct theLoss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct the
loss function as a) L(y,δ) = 0, when y = δ (1 point), b) L(y,δ) = 1, when 0 = y ≠ δ = 1 (1 point), and c) L(y,δ)loss function as a) L(y,δ) = 0, when y = δ (1 point), b) L(y,δ) = 1, when 0 = y ≠ δ = 1 (1 point), and c) L(y,δ)
= 5, when 1 = y ≠ δ = 0 (2 points). Using this loss function and the loss matrix given, the loss values are= 5, when 1 = y ≠ δ = 0 (2 points). Using this loss function and the loss matrix given, the loss values are
L(0,0) = L(1,1) = 0; and L(0,1) = 1, and L(1,0) = 5. (2 points).L(0,0) = L(1,1) = 0; and L(0,1) = 1, and L(1,0) = 5. (2 points).

QUESTION 109 OF 312
DLBDSSIS01_Offen_leicht_F2/Lektion 05

The loss function under a decision problem is given in the image below. Here d1 and d2 areThe loss function under a decision problem is given in the image below. Here d1 and d2 are
possible decisions and s1 and s2 are possible scenarios. Determine the Baye's criteriapossible decisions and s1 and s2 are possible scenarios. Determine the Baye's criteria
solution to the problem given P(s1) = 0.6 and P(s2) = 0.4?solution to the problem given P(s1) = 0.6 and P(s2) = 0.4?

Under Baye's Risk criteria, the expected loss for decision d1 = E(L(d1) = 0.6 * 20 + 0.4 * 10 = 16. (2Under Baye's Risk criteria, the expected loss for decision d1 = E(L(d1) = 0.6 * 20 + 0.4 * 10 = 16. (2
points). Similarly, the expected loss for decision d2 = E(L(d2) = 0.6 * 10 + 0.4 * 30 = 18. (2 points).points). Similarly, the expected loss for decision d2 = E(L(d2) = 0.6 * 10 + 0.4 * 30 = 18. (2 points).
Comparing the two expected losses from d1 and d2, we see that the risk is lower for decision d1, henceComparing the two expected losses from d1 and d2, we see that the risk is lower for decision d1, hence
as per Baye's rule, d1 is the preferred decision. (2 points)as per Baye's rule, d1 is the preferred decision. (2 points)
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The regret table in terms of loss is given in the image below. Here d1 and d2 are possibleThe regret table in terms of loss is given in the image below. Here d1 and d2 are possible
decisions and s1 and s2 are possible scenarios. Explain briefly which decision is preferreddecisions and s1 and s2 are possible scenarios. Explain briefly which decision is preferred
using the minimax criterion?using the minimax criterion?

For decision d1, the maximum regret from the values of s1 and s2 is 10. Similarly for decision d2, theFor decision d1, the maximum regret from the values of s1 and s2 is 10. Similarly for decision d2, the
maximum regret from the values of s1 and s2 is 12. (3 points). Under the minimax regret approach, wemaximum regret from the values of s1 and s2 is 12. (3 points). Under the minimax regret approach, we
select the minimum from the maximum regrets. In this case, the minim from maximum regrets for d1 andselect the minimum from the maximum regrets. In this case, the minim from maximum regrets for d1 and
d2 is 10. So decision d1 is preferable as per minimax criterion. (3 points)d2 is 10. So decision d1 is preferable as per minimax criterion. (3 points)
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A telecom company build a machine learning application to predict customer churn. The lossA telecom company build a machine learning application to predict customer churn. The loss
matrix is given in the image below. If y is the true state that takes the value 1 for customermatrix is given in the image below. If y is the true state that takes the value 1 for customer
churn and 0 for non churn; and δ is the decision of machine learning application which takeschurn and 0 for non churn; and δ is the decision of machine learning application which takes
the value 0 when it predicts not churn, and 1 when it predicts churn. Randomly 100 customersthe value 0 when it predicts not churn, and 1 when it predicts churn. Randomly 100 customers
were selected and there were 10 customers who were incorrectly identified as not churn,were selected and there were 10 customers who were incorrectly identified as not churn,
while there were 20 customers who were incorrectly identified as churn. Remaining 70while there were 20 customers who were incorrectly identified as churn. Remaining 70
customers were correctly classified. Construct the loss function L(y,δ) and report the total losscustomers were correctly classified. Construct the loss function L(y,δ) and report the total loss
of incorrect classification for the 100 sample?of incorrect classification for the 100 sample?

Loss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct theLoss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct the
loss function as L(y,δ) = 0, when y = δ, and L(y,δ) = 1, when y ≠ δ (3 points). Using this loss function andloss function as L(y,δ) = 0, when y = δ, and L(y,δ) = 1, when y ≠ δ (3 points). Using this loss function and
the loss matrix given, the loss values are L(0,0) = L(1,1) = 0; and L(0,1) = L(1,0) = 1. (2 points). Sincethe loss matrix given, the loss values are L(0,0) = L(1,1) = 0; and L(0,1) = L(1,0) = 1. (2 points). Since
there were 30 customers who were incorrectly identified, the total loss for these 30 customers will bethere were 30 customers who were incorrectly identified, the total loss for these 30 customers will be
L(1,0) * 10 + L(0,1) * 20 = 1 * 10 + 1 * 20 = 30. (3 points).L(1,0) * 10 + L(0,1) * 20 = 1 * 10 + 1 * 20 = 30. (3 points).
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A telecom company build a machine learning application to predict customer churn. The lossA telecom company build a machine learning application to predict customer churn. The loss
matrix is given in the image below. If y is the true state that takes the value 1 for customermatrix is given in the image below. If y is the true state that takes the value 1 for customer
churn and 0 for non churn; and δ is the decision function which takes the value 0 when itchurn and 0 for non churn; and δ is the decision function which takes the value 0 when it
predicts not churn, and 1 when it predicts churn. Randomly 100 customers were selected andpredicts not churn, and 1 when it predicts churn. Randomly 100 customers were selected and
there were 10 customers who were incorrectly identified as not churn, while there were 20there were 10 customers who were incorrectly identified as not churn, while there were 20
customers who were incorrectly identified as churn. Remaining 70 customers were correctlycustomers who were incorrectly identified as churn. Remaining 70 customers were correctly
classified. Construct the loss function L(y,δ) and report the total loss of incorrect classificationclassified. Construct the loss function L(y,δ) and report the total loss of incorrect classification
for the 100 sample?for the 100 sample?

Loss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct theLoss function takes the pair of true state 'y' and decision 'δ'. Given the loss matrix, we can construct the
loss function as a) L(y,δ) = 0, when y = δ, b) L(y,δ) = 1, when 0 = y ≠ δ = 1, and c) L(y,δ) = 5, when 1 = y ≠loss function as a) L(y,δ) = 0, when y = δ, b) L(y,δ) = 1, when 0 = y ≠ δ = 1, and c) L(y,δ) = 5, when 1 = y ≠
δ = 0 (3 points). Using this loss function and the loss matrix given, the loss values are L(0,0) = L(1,1) = 0;δ = 0 (3 points). Using this loss function and the loss matrix given, the loss values are L(0,0) = L(1,1) = 0;
and L(0,1) = 1, and L(1,0) = 5. (2 points). Since there were 30 customers who were incorrectly identified,and L(0,1) = 1, and L(1,0) = 5. (2 points). Since there were 30 customers who were incorrectly identified,
the total loss for these 30 customers will be L(1,0) * 10 + L(0,1) * 20 = 5 * 10 + 1 * 20 = 70. (3 points).the total loss for these 30 customers will be L(1,0) * 10 + L(0,1) * 20 = 5 * 10 + 1 * 20 = 70. (3 points).
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When the decision δ does not match the true mean μ, it can either be because ofWhen the decision δ does not match the true mean μ, it can either be because of
underestimation and overestimation. Report the inequality for underestimation andunderestimation and overestimation. Report the inequality for underestimation and
overestimation of μ. The following loss function is given for underestimation = L(μ, δ) = 100*(overestimation of μ. The following loss function is given for underestimation = L(μ, δ) = 100*(
μ - δ)^2. In case of overestimation, the loss function is ( μ - δ)^2. Five observations are takenμ - δ)^2. In case of overestimation, the loss function is ( μ - δ)^2. Five observations are taken
which has values 25, 30, 35, 40, 45.which has values 25, 30, 35, 40, 45.
Calculate the estimate of risk value if the true mean value is 33?Calculate the estimate of risk value if the true mean value is 33?

The inequality for overestimation is (μ - δ)^2, where μ <= δ.The inequality for underestimation is 100*(μ -The inequality for overestimation is (μ - δ)^2, where μ <= δ.The inequality for underestimation is 100*(μ -
δ)^2, where μ >= δ. (2 points). Out of the five observations, there are two records 25 and 30 which areδ)^2, where μ >= δ. (2 points). Out of the five observations, there are two records 25 and 30 which are
underestimation, while the remaining three records 35,40,45 are over estimation. Using the above lossunderestimation, while the remaining three records 35,40,45 are over estimation. Using the above loss
function we get the risk estimate value as = 100*(33-25)^2 + 100*(33-30)^2 + (33-35)^2 + (33-40)^2 + (33-function we get the risk estimate value as = 100*(33-25)^2 + 100*(33-30)^2 + (33-35)^2 + (33-40)^2 + (33-
45)^2 . (3 points). The loss value comes out to be 7497. (3 points)45)^2 . (3 points). The loss value comes out to be 7497. (3 points)
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When the decision δ does not match the true mean μ, it can either be because ofWhen the decision δ does not match the true mean μ, it can either be because of
underestimation and overestimation. Report the inequality for underestimation andunderestimation and overestimation. Report the inequality for underestimation and
overestimation of μ. The following loss function is given for underestimation = L(μ, δ) = 100*(overestimation of μ. The following loss function is given for underestimation = L(μ, δ) = 100*(
μ - δ)^2 / (μ^2 + 1). In case of overestimation, the loss function is (μ - δ)^2/ (μ^2 + 1). Fiveμ - δ)^2 / (μ^2 + 1). In case of overestimation, the loss function is (μ - δ)^2/ (μ^2 + 1). Five
observations are taken which has values 25, 30, 35, 40, 45.observations are taken which has values 25, 30, 35, 40, 45.
Calculate the estimate of risk value if the true mean value is 33?Calculate the estimate of risk value if the true mean value is 33?

The inequality for overestimation is (μ - δ)^2, where μ <= δ. The inequality for underestimation is 100*(μ -The inequality for overestimation is (μ - δ)^2, where μ <= δ. The inequality for underestimation is 100*(μ -
δ)^2, where μ >= δ. (3 points). Out of the five observations, there are two records 25 and 30 which areδ)^2, where μ >= δ. (3 points). Out of the five observations, there are two records 25 and 30 which are
underestimation, while the remaining three records 35,40,45 are over estimation. Using the above lossunderestimation, while the remaining three records 35,40,45 are over estimation. Using the above loss
function we get the risk estimate value as = (100*(33-25)^2/(33^2 + 1)) + (100*(33-30)^2/(33^2 + 1)) +function we get the risk estimate value as = (100*(33-25)^2/(33^2 + 1)) + (100*(33-30)^2/(33^2 + 1)) +
((33-35)^2/(33^2 + 1)) + ((33-40)^2/(33^2 + 1)) + ((33-45)^2/(33^2 + 1)) . (3 points) .The loss value comes((33-35)^2/(33^2 + 1)) + ((33-40)^2/(33^2 + 1)) + ((33-45)^2/(33^2 + 1)) . (3 points) .The loss value comes
out to be 6.88 (2 points)out to be 6.88 (2 points)
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The loss function under a decision problem is given in the image below. Here d1, d2, d3 andThe loss function under a decision problem is given in the image below. Here d1, d2, d3 and
d4 are possible decisions and s1, s2, s3 and s4 are possible scenarios. The values in thed4 are possible decisions and s1, s2, s3 and s4 are possible scenarios. The values in the
table represent cost.table represent cost.
Explain briefly which decisions can be immediately removed from consideration?Explain briefly which decisions can be immediately removed from consideration?

Comparing the cost for decisions d1 and d3 across scenarios, we see that for s1, decision d3 has cost ofComparing the cost for decisions d1 and d3 across scenarios, we see that for s1, decision d3 has cost of
13 which is greater than cost of d1 i.e., 10. (2 points). Similarly, for s2, decision d3 has cost of 17 which is13 which is greater than cost of d1 i.e., 10. (2 points). Similarly, for s2, decision d3 has cost of 17 which is
greater than cost of d1 i.e., 16. (2 points). Finally, for scenario s3, decision d3 has cost of 13 which isgreater than cost of d1 i.e., 16. (2 points). Finally, for scenario s3, decision d3 has cost of 13 which is
greater than cost of d1 i.e., 6. (2 points). We see that for every scenario, cost for decision d3 is greatergreater than cost of d1 i.e., 6. (2 points). We see that for every scenario, cost for decision d3 is greater
than decision d1 (2 points). This means decision d3 is an inferior choice compared to decision d1. Sothan decision d1 (2 points). This means decision d3 is an inferior choice compared to decision d1. So
decision d3 can be removed from consideration. (2 points)decision d3 can be removed from consideration. (2 points)
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The loss function under a decision problem is given in the image below. Here d1, d2, and d3The loss function under a decision problem is given in the image below. Here d1, d2, and d3
are possible decisions and s1, s2, and s3 are possible scenarios. The values in the tableare possible decisions and s1, s2, and s3 are possible scenarios. The values in the table
represent cost.represent cost.
Determine the minimax solution to the problem?Determine the minimax solution to the problem?

For the minimax risk approach, the first step is to find the maximum regret (cost) for every decision acrossFor the minimax risk approach, the first step is to find the maximum regret (cost) for every decision across
the possible scenarios. For decision d1, the maximum cost is max(10,16,6) which is 16. (2 points). Forthe possible scenarios. For decision d1, the maximum cost is max(10,16,6) which is 16. (2 points). For
decision d2, the maximum cost is max(9,19,14) which is 19. (2 points). For decision d3, the maximumdecision d2, the maximum cost is max(9,19,14) which is 19. (2 points). For decision d3, the maximum
cost is max(5,23,9) which is 23. (2 points). The minimax approach solution deals with selecting thecost is max(5,23,9) which is 23. (2 points). The minimax approach solution deals with selecting the
minimum cost from amongst the maximum of decisions d1, d2 and d3. (2 points) In this case theminimum cost from amongst the maximum of decisions d1, d2 and d3. (2 points) In this case the
minimum(16, 19, 23) is 16. So the minimax approach solution is to choose the decision d1. (2 points)minimum(16, 19, 23) is 16. So the minimax approach solution is to choose the decision d1. (2 points)
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The loss function under a decision problem is given in the image below. Here d1, d2, and d3The loss function under a decision problem is given in the image below. Here d1, d2, and d3
are possible decisions and s1, s2, and s3 are possible scenarios. The values in the tableare possible decisions and s1, s2, and s3 are possible scenarios. The values in the table
represent cost.represent cost.
Determine the Bayes criterion solution to the problem given that P(s1) = 0.5, P(s2) = 0.3 andDetermine the Bayes criterion solution to the problem given that P(s1) = 0.5, P(s2) = 0.3 and
P(s3) = 0.2?P(s3) = 0.2?

Under Baye's Risk criteria, the expected loss for decision d1 = E(L(d1) = 0.5 * 10 + 0.3 * 16 + 0.2 * 6 =Under Baye's Risk criteria, the expected loss for decision d1 = E(L(d1) = 0.5 * 10 + 0.3 * 16 + 0.2 * 6 =
11. (2.5 points). Similarly, the expected loss for decision d2 = E(L(d2) = 0.5 * 9 + 0.3 * 19 + 0.2 * 14 = 13.11. (2.5 points). Similarly, the expected loss for decision d2 = E(L(d2) = 0.5 * 9 + 0.3 * 19 + 0.2 * 14 = 13.
(2.5 points). Similarly, the expected loss for decision d3 = E(L(d3) = 0.5 * 5 + 0.3 * 23 + 0.2 * 9 = 11.2.(2.5 points). Similarly, the expected loss for decision d3 = E(L(d3) = 0.5 * 5 + 0.3 * 23 + 0.2 * 9 = 11.2.
(2.5 points). Comparing the Bayes' expected losses from d1, d2 and d3, we see that the risk is lower for(2.5 points). Comparing the Bayes' expected losses from d1, d2 and d3, we see that the risk is lower for
decision d1, hence as per Baye's rule, d1 is the preferred decision. (2.5 points)decision d1, hence as per Baye's rule, d1 is the preferred decision. (2.5 points)
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Calculate the first and second sample moments, m1, and m2, respectively, of the data setCalculate the first and second sample moments, m1, and m2, respectively, of the data set
{1,3,3,4}. Round your answer to one decimal place.{1,3,3,4}. Round your answer to one decimal place.

Select one:Select one:

m1=2.8m1=2.8
m2=8.8m2=8.8
m1=8.8m1=8.8
m2=3m2=3
m1=3m1=3
m2=8.8m2=8.8
m1=3m1=3
m2=9m2=9

The correct answer is: m1=2.8The correct answer is: m1=2.8
m2=8.8m2=8.8
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If X follows an exponential distribution with rate r, its mean is 1/r. Suppose that we observeIf X follows an exponential distribution with rate r, its mean is 1/r. Suppose that we observe
{3.4,5.5,3.4,0.1} for this distribution.{3.4,5.5,3.4,0.1} for this distribution.
What is the method-of-moments estimate for r?What is the method-of-moments estimate for r?
Round your answer to one decimal place.Round your answer to one decimal place.

Select one:Select one:

0,20,2
0,10,1
0,40,4
0,30,3

The correct answer is: 0,3The correct answer is: 0,3
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If X follows a beta distribution with parameters a=2, and unknown b, its mean is a/(a+b).If X follows a beta distribution with parameters a=2, and unknown b, its mean is a/(a+b).
Suppose that we observe {0.5,0.3,0.2,0.3} from this distribution.Suppose that we observe {0.5,0.3,0.2,0.3} from this distribution.
What is the method-of-moments estimate for b?What is the method-of-moments estimate for b?
Round your answer to the nearest tenth.Round your answer to the nearest tenth.

Select one:Select one:

0,40,4
4,24,2
0,30,3
3,13,1

The correct answer is: 4,2The correct answer is: 4,2
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If X follows a T distribution with v degrees of freedom, then its mean is zero and its variance isIf X follows a T distribution with v degrees of freedom, then its mean is zero and its variance is
v/(v-2) for v>2. Suppose that we observe {-2.1,0.8,0.7,-0.1} from this distribution.v/(v-2) for v>2. Suppose that we observe {-2.1,0.8,0.7,-0.1} from this distribution.
What is the method-of-moments estimate for v?What is the method-of-moments estimate for v?
Round your answer to the nearest tenth.Round your answer to the nearest tenth.

Select one:Select one:

0,70,7
8,18,1
7,27,2
5,75,7

The correct answer is: 7,2The correct answer is: 7,2
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QUESTION 122 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let X1, X2,X3 be a random sample (iid) from a Bernoulli(p) distribution with unknown p.Let X1, X2,X3 be a random sample (iid) from a Bernoulli(p) distribution with unknown p.
Which of the following statistics are sufficient for estimating p?Which of the following statistics are sufficient for estimating p?
1. U=(X1+X2)/21. U=(X1+X2)/2
2. U=(X1+X2+X3)/32. U=(X1+X2+X3)/3

Select one:Select one:

2. only2. only
1. only1. only
Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.

The correct answer is: 2. onlyThe correct answer is: 2. only

QUESTION 123 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {3,4} be an observed sample from Exp(r ), an exponential distribution with unknown rate r.Let {3,4} be an observed sample from Exp(r ), an exponential distribution with unknown rate r.
What is the likelihood function, L(r)?What is the likelihood function, L(r)?

Select one:Select one:

12exp(-7r)12exp(-7r)
-3rlog(3)-4rlog(4)-3rlog(3)-4rlog(4)
12exp(-12r)12exp(-12r)
3exp(-3)+4exp(-4)3exp(-3)+4exp(-4)

The correct answer is: 12exp(-7r)The correct answer is: 12exp(-7r)
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QUESTION 124 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {-1,1} be an observed sample from N(m,1), a Gaussian distribution with unknown mean mLet {-1,1} be an observed sample from N(m,1), a Gaussian distribution with unknown mean m
and standard deviation 1.and standard deviation 1.
What is the likelihood function L(m)?What is the likelihood function L(m)?

Select one:Select one:

1/(2pi) * exp(-0.5m^2)1/(2pi) * exp(-0.5m^2)
1/sqrt(2pi) * exp(-0.5m^2)1/sqrt(2pi) * exp(-0.5m^2)
1/(2pi) * exp(-0.5*(m-1)^2-0.5(m+1)^2)1/(2pi) * exp(-0.5*(m-1)^2-0.5(m+1)^2)
1/sqrt(2pi) * exp(-0.5(x-1)^2)+1/sqrt(2pi) * exp(-0.5(x+1)^2)1/sqrt(2pi) * exp(-0.5(x-1)^2)+1/sqrt(2pi) * exp(-0.5(x+1)^2)

The correct answer is: 1/(2pi) * exp(-0.5*(m-1)^2-0.5(m+1)^2)The correct answer is: 1/(2pi) * exp(-0.5*(m-1)^2-0.5(m+1)^2)

QUESTION 125 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {-1,1} be an observed sample from N(m,1), a Gaussian distribution with unknown mean mLet {-1,1} be an observed sample from N(m,1), a Gaussian distribution with unknown mean m
and standard deviation 1.and standard deviation 1.
What is the log-likelihood function L(m)?What is the log-likelihood function L(m)?

Select one:Select one:

log(1/sqrt(2pi))*(-0.5m^2)log(1/sqrt(2pi))*(-0.5m^2)
log(1/(2pi)*(-0.5(m-1)^2-0.5(m+1)^2)log(1/(2pi)*(-0.5(m-1)^2-0.5(m+1)^2)
log(1/sqrt(2pi))*(-0.5(m-1)^2)+log(1/sqrt(2pi))*(-0.5(m+1)^2)log(1/sqrt(2pi))*(-0.5(m-1)^2)+log(1/sqrt(2pi))*(-0.5(m+1)^2)
log(1/(2pi))*(-0.5m^2)log(1/(2pi))*(-0.5m^2)

The correct answer is: log(1/(2pi)*(-0.5(m-1)^2-0.5(m+1)^2)The correct answer is: log(1/(2pi)*(-0.5(m-1)^2-0.5(m+1)^2)
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QUESTION 126 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {0,1,1} be an observed sample from Bernoulli(p), a Bernoulli distribution with unknownLet {0,1,1} be an observed sample from Bernoulli(p), a Bernoulli distribution with unknown
probability p.probability p.
What is the log-likelihood function L(p)?What is the log-likelihood function L(p)?

Select one:Select one:

2log(p)+log(1-p)2log(p)+log(1-p)
log(2p)+log(1-p)log(2p)+log(1-p)
log(p)log(p)
log(1+p)log(1+p)

The correct answer is: 2log(p)+log(1-p)The correct answer is: 2log(p)+log(1-p)

QUESTION 127 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {(1,2.5),(2,3),(2,3.5)} be an observed sample of (x,y).Let {(1,2.5),(2,3),(2,3.5)} be an observed sample of (x,y).
Assuming we estimate the relationship as f(x)=2x, what is the sum of squared residuals underAssuming we estimate the relationship as f(x)=2x, what is the sum of squared residuals under
f?f?

Select one:Select one:

1,251,25
1,51,5
22
11

The correct answer is: 1,5The correct answer is: 1,5
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QUESTION 128 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y). Assuming we estimate theLet {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y). Assuming we estimate the
relationship as f(x)=c, where c is a constant.relationship as f(x)=c, where c is a constant.
What is the sum of squared residuals under f?What is the sum of squared residuals under f?

Select one:Select one:

(2.5+3+3.5)^2-3c^2(2.5+3+3.5)^2-3c^2
2.5^2+3^2+3.5^2-c^22.5^2+3^2+3.5^2-c^2
(2.5^2+3^2+3.5^2)-3c^2(2.5^2+3^2+3.5^2)-3c^2
(2.5-c)^2+(3-c)^2+(3.5-c)^2(2.5-c)^2+(3-c)^2+(3.5-c)^2

The correct answer is: (2.5-c)^2+(3-c)^2+(3.5-c)^2The correct answer is: (2.5-c)^2+(3-c)^2+(3.5-c)^2

QUESTION 129 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y).Let {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y).
Suppose we have a model that predicts {(1,2.5),(2,4.5),(3,3)}, what is the sum of squaredSuppose we have a model that predicts {(1,2.5),(2,4.5),(3,3)}, what is the sum of squared
residuals?residuals?

Select one:Select one:

2.32.3
2.02.0
2,52,5
1.81.8

The correct answer is: 2,5The correct answer is: 2,5
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QUESTION 130 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y). Suppose we have a model thatLet {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y). Suppose we have a model that
predicts {(1,2.5),(2,4.5),(3,c)}, find the OLS estimate of c.predicts {(1,2.5),(2,4.5),(3,c)}, find the OLS estimate of c.

Select one:Select one:

33
3.33.3
3,53,5
3.83.8

The correct answer is: 3,5The correct answer is: 3,5

QUESTION 131 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y). Assuming we estimate theLet {(1,2.5),(2,3),(3,3.5)} be an observed sample of (x,y). Assuming we estimate the
relationship as f(x)=c, where c can be one of the values {1,2,3,4}.relationship as f(x)=c, where c can be one of the values {1,2,3,4}.
Find the OLS estimate of c.Find the OLS estimate of c.

Select one:Select one:

11
44
33
22

The correct answer is: 3The correct answer is: 3
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QUESTION 132 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {1,2,4} be an observed sample.Let {1,2,4} be an observed sample.
Find the delete-1 jackknife mean.Find the delete-1 jackknife mean.

Select one:Select one:

33
2.32.3
22
2,52,5

The correct answer is: 2.3The correct answer is: 2.3

QUESTION 133 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {x1,x2,..,xn} be an observed sample of size n.Let {x1,x2,..,xn} be an observed sample of size n.
How many delete-1 jackknife replicates are there?How many delete-1 jackknife replicates are there?

Select one:Select one:

nn
n(n-1)/2n(n-1)/2
n-1n-1
n(n-1)(n-3)/3n(n-1)(n-3)/3

The correct answer is: nThe correct answer is: n
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QUESTION 134 OF 312
DLBDSSIS01_MC_leicht/Lektion 01

Let {1,2,4} be an observed sample.Let {1,2,4} be an observed sample.
Find the delete-1 jackknife estimate of the max.Find the delete-1 jackknife estimate of the max.

Select one:Select one:

44
22
14/314/3
33

The correct answer is: 14/3The correct answer is: 14/3

QUESTION 135 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

An observed sample {0.2,0.4,0.6} is drawn from Beta(1,b) distribution.An observed sample {0.2,0.4,0.6} is drawn from Beta(1,b) distribution.
What is the method-of-moments estimate for b?What is the method-of-moments estimate for b?
Note: The mean of Beta(a,b) is a/(a+b).Note: The mean of Beta(a,b) is a/(a+b).

Select one:Select one:

1,31,3
1,41,4
1,51,5
1,21,2

The correct answer is: 1,5The correct answer is: 1,5
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QUESTION 136 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

An observed sample {1,2,3} is drawn from Exp(r) distribution, an exponential distribution withAn observed sample {1,2,3} is drawn from Exp(r) distribution, an exponential distribution with
rate r.rate r.
What is the method-of-moment estimate for r?What is the method-of-moment estimate for r?
Note: The mean of Exp(r) is 1/r.Note: The mean of Exp(r) is 1/r.

Select one:Select one:

11
22
1/31/3
1/21/2

The correct answer is: 1/2The correct answer is: 1/2

QUESTION 137 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

Suppose that the sample {0.2,0.4,0.6} is drawn from a distribution with PDF f(x)=2x if 0<=x<=1Suppose that the sample {0.2,0.4,0.6} is drawn from a distribution with PDF f(x)=2x if 0<=x<=1
and zero otherwise.and zero otherwise.
What is the value of the likelihood function for this sample?What is the value of the likelihood function for this sample?

Select one:Select one:

0,30,3
0,320,32
0,330,33
0,310,31

The correct answer is: 0,32The correct answer is: 0,32
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QUESTION 138 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

Suppose that the observed sample {1,1,2} is from Exp(r), an exponential distribution with rateSuppose that the observed sample {1,1,2} is from Exp(r), an exponential distribution with rate
r.r.
What is the log-likelihood function for this sample?What is the log-likelihood function for this sample?

Select one:Select one:

-4r+3log(r)-4r+3log(r)
-3log®-3log®
-3r+4log(r)-3r+4log(r)
4r4r

The correct answer is: -4r+3log(r)The correct answer is: -4r+3log(r)

QUESTION 139 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

A sample of ten numbers is observed. The sum of the values in this sample is 5.A sample of ten numbers is observed. The sum of the values in this sample is 5.
Assuming the sample comes from Exp(r), an exponential distribution with rate r, what is theAssuming the sample comes from Exp(r), an exponential distribution with rate r, what is the
log-likelihood of this sample?log-likelihood of this sample?

Select one:Select one:

5log(r)5log(r)
-10r+5log(r)-10r+5log(r)
-5r-5r
-5r+10log(r)-5r+10log(r)

The correct answer is: -5r+10log(r)The correct answer is: -5r+10log(r)
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QUESTION 140 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

Given a sample of size 10, four bootstrap samples were created having means 2,3,3,1. TheGiven a sample of size 10, four bootstrap samples were created having means 2,3,3,1. The
sample mean of the original sample is 3.sample mean of the original sample is 3.
What is the bootstrap standard error of the mean?What is the bootstrap standard error of the mean?

Select one:Select one:

0.40.4
0.60.6
0.50.5
0.30.3

The correct answer is: 0.6The correct answer is: 0.6

QUESTION 141 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

Suppose that 3.1,3,3.2 are jackknife estimates for a particular parameter.Suppose that 3.1,3,3.2 are jackknife estimates for a particular parameter.
What is the jacknife standard error? (round to four decimal places)What is the jacknife standard error? (round to four decimal places)

Select one:Select one:

0.01010.0101
0,00670,0067
0.03010.0301
0.01330.0133

The correct answer is: 0.0133The correct answer is: 0.0133
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QUESTION 142 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

Given the observed data {(1,2.5),(1,3),(2,4)}, and assumed model f(x)=cx, what is the OLSGiven the observed data {(1,2.5),(1,3),(2,4)}, and assumed model f(x)=cx, what is the OLS
estimate of c?estimate of c?

Select one:Select one:

2.62.6
1.91.9
2.32.3
1.81.8

The correct answer is: 2.3The correct answer is: 2.3

QUESTION 143 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

Given the observed data ({1,2.3),(2,4),(3,6)}, and assumed model f(x)=2x+a, what is the OLSGiven the observed data ({1,2.3),(2,4),(3,6)}, and assumed model f(x)=2x+a, what is the OLS
estimate of a?estimate of a?

Select one:Select one:

-0,2-0,2
0,10,1
0,20,2
-0,1-0,1

The correct answer is: 0,1The correct answer is: 0,1
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QUESTION 144 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

A sample of 10 numbers are observed. The sum of the numbers is 31, and the sum ofA sample of 10 numbers are observed. The sum of the numbers is 31, and the sum of
squares is 108.squares is 108.
Find the method of moments estimate of the variance, s^2.Find the method of moments estimate of the variance, s^2.

Select one:Select one:

m=1.1m=1.1
s^2=1.2s^2=1.2
s^2=2.4s^2=2.4
s^2=1.6s^2=1.6

The correct answer is: s^2=1.2The correct answer is: s^2=1.2

QUESTION 145 OF 312
DLBDSSIS01_MC_mittel/Lektion 01

The sum of a sample of 10 numbers is 16. Assuming that they come from a PoissonThe sum of a sample of 10 numbers is 16. Assuming that they come from a Poisson
distribution with unknown mean r, which of the following forms is the likelihood functiondistribution with unknown mean r, which of the following forms is the likelihood function
proportionalproportional to? to?

Select one:Select one:

exp(-10r) r^(16)exp(-10r) r^(16)
exp(-16t)r^(10)exp(-16t)r^(10)
exp(-10r)r^(-16)exp(-10r)r^(-16)
exp(-16r)r^(16)exp(-16r)r^(16)

The correct answer is: exp(-10r) r^(16)The correct answer is: exp(-10r) r^(16)
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QUESTION 146 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

The likelihood function of a Poisson(r) sample is given by L(r) = (1/12)*exp(-3r)*r^6. What theThe likelihood function of a Poisson(r) sample is given by L(r) = (1/12)*exp(-3r)*r^6. What the
MLE estimate of r?MLE estimate of r?

Select one:Select one:

66
33
1212
22

The correct answer is: 2The correct answer is: 2

QUESTION 147 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

A sample of 10 numbers is drawn from a Beta(a,b) distribution with unknown a and b. TheA sample of 10 numbers is drawn from a Beta(a,b) distribution with unknown a and b. The
individual numbers in the sample are not given, but we know that the sum of the numbers is 4individual numbers in the sample are not given, but we know that the sum of the numbers is 4
and the sum of squares of the numbers is 2.and the sum of squares of the numbers is 2.
Find the method of moments estimates for a and b.Find the method of moments estimates for a and b.
Note: if X~Beta(a,b), then its variance is Var[X]=ab/((a+b)^2*(1+a+b))Note: if X~Beta(a,b), then its variance is Var[X]=ab/((a+b)^2*(1+a+b))

Select one:Select one:

a=36a=36
b=54b=54
a=4a=4
b=6b=6
a=4a=4
b=10b=10
a=2a=2
b=3b=3

The correct answer is: a=2The correct answer is: a=2
b=3b=3
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QUESTION 148 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

Given the observed data {(1,1.5),(1,3),(2,4)}, we consider two models: f(x)=cx and g(x)=2x+a.Given the observed data {(1,1.5),(1,3),(2,4)}, we consider two models: f(x)=cx and g(x)=2x+a.
Find the OLS estimates of c and a and determine which of the two, f or g, is a better model.Find the OLS estimates of c and a and determine which of the two, f or g, is a better model.

Select one:Select one:

c=2.6c=2.6
a=0.4a=0.4
g is betterg is better
c=2.1c=2.1
a=0.3a=0.3
f is betterf is better
c=2.1c=2.1
a=0.2a=0.2
g is betterg is better
c=2.9c=2.9
a=0.6a=0.6
f is betterf is better

The correct answer is: c=2.1The correct answer is: c=2.1
a=0.2a=0.2
g is betterg is better
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QUESTION 149 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

Given the observed data {(1,1.5),(1,3),(2,4)}, we consider two models: f(x)=cx+0.5 andGiven the observed data {(1,1.5),(1,3),(2,4)}, we consider two models: f(x)=cx+0.5 and
g(x)=dx-0.5.g(x)=dx-0.5.
Find the OLS estimates of c and d and determine which of the two, f or g, is a better model.Find the OLS estimates of c and d and determine which of the two, f or g, is a better model.

Select one:Select one:

c=1.8c=1.8
d=2.4d=2.4
f is betterf is better
c=2.4c=2.4
d=2.7d=2.7
f is betterf is better
c=2.1c=2.1
d=2.9d=2.9
g is betterg is better
c=2.4c=2.4
d=1.3d=1.3
g is betterg is better

The correct answer is: c=1.8The correct answer is: c=1.8
d=2.4d=2.4
f is betterf is better

QUESTION 150 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

An observed sample of 100 numbers {x1,x2,…,x100} comes from Gaussian distribution withAn observed sample of 100 numbers {x1,x2,…,x100} comes from Gaussian distribution with
zero mean and unknown precision t (precision is the reciprocal of variance). The sum of thezero mean and unknown precision t (precision is the reciprocal of variance). The sum of the
squares of the numbers in the sample is ss.squares of the numbers in the sample is ss.

Which of the following is the negative log-likelihood function of this sample in terms of t?Which of the following is the negative log-likelihood function of this sample in terms of t?
Note that K is a constant which doesn't depend on t.Note that K is a constant which doesn't depend on t.

Select one:Select one:

ss*t^2+Kss*t^2+K
ss*t/2+100/t+Kss*t/2+100/t+K
-ss*t/2-50t+K-ss*t/2-50t+K
ss*t/2-50t+Kss*t/2-50t+K

The correct answer is: ss*t/2-50t+KThe correct answer is: ss*t/2-50t+K
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QUESTION 151 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

An observed data set of three pairs is given {(1,2),(2,4),(3,7)}.An observed data set of three pairs is given {(1,2),(2,4),(3,7)}.
There are two models to choose from: (i) f(x)=cx and (ii) g(x)=2x+a.There are two models to choose from: (i) f(x)=cx and (ii) g(x)=2x+a.
Compute the OLS value for c from model (i) and the OLS value for a from model (ii). RoundCompute the OLS value for c from model (i) and the OLS value for a from model (ii). Round
your answers to two decimal places.your answers to two decimal places.

Select one:Select one:

c=2.21c=2.21
a=0.45a=0.45
c=1.89c=1.89
a=0.45a=0.45
c=2.21c=2.21
a=0.33a=0.33
c=1.89c=1.89
a=0.33a=0.33

The correct answer is: c=2.21The correct answer is: c=2.21
a=0.33a=0.33

QUESTION 152 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

Let X and Y be two random variables with conditional distribution Y|X~Poisson(b*X). In otherLet X and Y be two random variables with conditional distribution Y|X~Poisson(b*X). In other
words, the conditional distribution of Y given X is Poisson with mean b*X and b is unknown.words, the conditional distribution of Y given X is Poisson with mean b*X and b is unknown.
Two pairs of numbers is observed ((1,1),(2,4)).Two pairs of numbers is observed ((1,1),(2,4)).
What is the MLE estimate for b?What is the MLE estimate for b?

Select one:Select one:

5/35/3
11
2/32/3
4/34/3

The correct answer is: 5/3The correct answer is: 5/3
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QUESTION 153 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

An observed data set of three pairs have one missing value: {(1,1),(2,5/2), (3,z)}. YourAn observed data set of three pairs have one missing value: {(1,1),(2,5/2), (3,z)}. Your
classmate has used the model f(x)=c*x and the minimum sum of squares was calculated to beclassmate has used the model f(x)=c*x and the minimum sum of squares was calculated to be
5/72. Your classmate also tells you that her OLS value of c is less than 1.2.5/72. Your classmate also tells you that her OLS value of c is less than 1.2.
Using this information, find the value of z and the OLS value of c.Using this information, find the value of z and the OLS value of c.
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

1,171,17
1,151,15
1,161,16
1,141,14

The correct answer is: 1,15The correct answer is: 1,15

QUESTION 154 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

Consider a distribution with PMF f(0)=p, f(1)=f(2)=sqrt(p), f(2)=1-p-2sqrt(p) and zero otherwiseConsider a distribution with PMF f(0)=p, f(1)=f(2)=sqrt(p), f(2)=1-p-2sqrt(p) and zero otherwise
and p is unknown. An independent observed sample is {0,1,2,3}.and p is unknown. An independent observed sample is {0,1,2,3}.
What is the MLE estimate for p?What is the MLE estimate for p?

Select one:Select one:

1/31/3
4/94/9
2/92/9
1/91/9

The correct answer is: 1/9The correct answer is: 1/9
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QUESTION 155 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

Consider the observed sample {1.20,1.00,1.59,1.04,1.79}.Consider the observed sample {1.20,1.00,1.59,1.04,1.79}.
What is the standard error of the jackknife estimate of the maximum?What is the standard error of the jackknife estimate of the maximum?
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

0.180.18
0.160.16
0.110.11
0.200.20

The correct answer is: 0.16The correct answer is: 0.16

QUESTION 156 OF 312
DLBDSSIS01_MC_schwer/Lektion 01

Consider the observed sample {1.20,1.00,1.59,1.04,1.79}.Consider the observed sample {1.20,1.00,1.59,1.04,1.79}.
What is the standard error of the jackknife estimate of the minimum?What is the standard error of the jackknife estimate of the minimum?
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

0.060.06
0.010.01
0.030.03
0.050.05

The correct answer is: 0.03The correct answer is: 0.03
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QUESTION 157 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Which type of uncertainty is decreased by collecting more data?Which type of uncertainty is decreased by collecting more data?
1. Systematic1. Systematic
2. Statistical2. Statistical

Select one:Select one:

Both 1. and 2.Both 1. and 2.
1. only1. only
2. only2. only
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: 1. onlyThe correct answer is: 1. only

QUESTION 158 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

How is the dependence between two random variables, X and Y, measured?How is the dependence between two random variables, X and Y, measured?

Select one:Select one:

Cov(X,Y)Cov(X,Y)
Var[X+Y]Var[X+Y]
SD[X+Y]SD[X+Y]
Var[X]+Var[Y]Var[X]+Var[Y]

The correct answer is: Cov(X,Y)The correct answer is: Cov(X,Y)
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QUESTION 159 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

A device, calibrated to be used between 20 and 30 degrees Celsius, is used in a room whereA device, calibrated to be used between 20 and 30 degrees Celsius, is used in a room where
the temperature is between 0 and 10 degrees Celsius. The researcher ignores the effect ofthe temperature is between 0 and 10 degrees Celsius. The researcher ignores the effect of
the temperature on the device.the temperature on the device.
The resulting measurements will suffer from which of the following?The resulting measurements will suffer from which of the following?
1. Systematic Uncertainty1. Systematic Uncertainty
2. Systematic Error2. Systematic Error

Select one:Select one:

1. only1. only
2. only2. only
Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.

The correct answer is: 2. onlyThe correct answer is: 2. only

QUESTION 160 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Which of the following are correct formulas for the variance of a random variable X?Which of the following are correct formulas for the variance of a random variable X?
1. V[X]=E[(X-E[X])^2]1. V[X]=E[(X-E[X])^2]
2. V[X]=E[X^2]-E[X]^22. V[X]=E[X^2]-E[X]^2

Select one:Select one:

2. only2. only
1. only1. only
Both 1. and 2.Both 1. and 2.
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.
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QUESTION 161 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Which of the following are correct formulas for the standard deviation of a random variable X?Which of the following are correct formulas for the standard deviation of a random variable X?
1. SD[X]=E[(X-E[X])^2]1. SD[X]=E[(X-E[X])^2]
2. SD[X]=SQRT(E[X^2]-E[X]^2)2. SD[X]=SQRT(E[X^2]-E[X]^2)

Select one:Select one:

Both 1. and 2.Both 1. and 2.
2. only2. only
Neither 1. nor 2.Neither 1. nor 2.
1. only1. only

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.

QUESTION 162 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Let X and Y be two random variables.Let X and Y be two random variables.
Which of the following are true statements about the covariance, Cov(X,Y)?Which of the following are true statements about the covariance, Cov(X,Y)?
1. Cov(X,Y)=E[(X-E[X])(Y-E[Y])]1. Cov(X,Y)=E[(X-E[X])(Y-E[Y])]
2. Cov(X,Y)=E[XY]-E[X]E[Y]2. Cov(X,Y)=E[XY]-E[X]E[Y]

Select one:Select one:

1. only1. only
Neither 1. nor 2.Neither 1. nor 2.
2. only2. only
Both 1. and 2.Both 1. and 2.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.
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QUESTION 163 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that X and Y are independent random variables.Suppose that X and Y are independent random variables.
Which of the following are true? V[..] denotes variance and SD[..] denotes standard deviation.Which of the following are true? V[..] denotes variance and SD[..] denotes standard deviation.
1. V[X+Y]=V[X]+V[Y]1. V[X+Y]=V[X]+V[Y]
2. SD[X+Y]=SD[X]+SD[Y]2. SD[X+Y]=SD[X]+SD[Y]

Select one:Select one:

1. only1. only
Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.
2. only2. only

The correct answer is: 1. onlyThe correct answer is: 1. only

QUESTION 164 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that X and Y are independent random variables.Suppose that X and Y are independent random variables.
Which of the following are true? V[..] denotes variance and SD[..] denotes standard deviation.Which of the following are true? V[..] denotes variance and SD[..] denotes standard deviation.
1. V[X-Y]=V[X]+V[Y]1. V[X-Y]=V[X]+V[Y]
2. SD[X-Y]=SD[X]-SD[Y]2. SD[X-Y]=SD[X]-SD[Y]

Select one:Select one:

1. only1. only
Both 1. and 2.Both 1. and 2.
2. only2. only
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: 1. onlyThe correct answer is: 1. only
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QUESTION 165 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that X and Y are random variables.Suppose that X and Y are random variables.
Which of the following are true? V[..] denotes variance, Cov(..) denotes covariance.Which of the following are true? V[..] denotes variance, Cov(..) denotes covariance.
1. V[X+Y]=V[X]+V[Y]+2Cov(X,Y)1. V[X+Y]=V[X]+V[Y]+2Cov(X,Y)
2. V[X-Y]=V[X]-V[Y]-2Cov(X,Y)2. V[X-Y]=V[X]-V[Y]-2Cov(X,Y)

Select one:Select one:

Both 1. and 2.Both 1. and 2.
Neither 1. nor 2.Neither 1. nor 2.
1. only1. only
2. only2. only

The correct answer is: 1. onlyThe correct answer is: 1. only

QUESTION 166 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that X is a random variable with variance V[X]=5.Suppose that X is a random variable with variance V[X]=5.
What is the Variance of V[3X]?What is the Variance of V[3X]?

Select one:Select one:

55
99
1515
4545

The correct answer is: 45The correct answer is: 45
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QUESTION 167 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that X and Y are independent random variables with V[X]=V[Y]=1, what is V[X+2Y]?Suppose that X and Y are independent random variables with V[X]=V[Y]=1, what is V[X+2Y]?

Select one:Select one:

55
22
44
33

The correct answer is: 5The correct answer is: 5

QUESTION 168 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that X and Y are random variables with V[X]=1, V[Y]=2, Cov(X,Y)=-1.Suppose that X and Y are random variables with V[X]=1, V[Y]=2, Cov(X,Y)=-1.
What is V[2X-Y]?What is V[2X-Y]?

Select one:Select one:

44
11
22
88

The correct answer is: 8The correct answer is: 8
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QUESTION 169 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that X1, X2, and X3 are mutually independent random variables with variancesSuppose that X1, X2, and X3 are mutually independent random variables with variances
V[X1]=1, V[X2]=2, V[X3]=3.V[X1]=1, V[X2]=2, V[X3]=3.
What is the variance of the sample mean Y=(X1+X2+X3)/3?What is the variance of the sample mean Y=(X1+X2+X3)/3?

Select one:Select one:

22
14/314/3
1/31/3
2/32/3

The correct answer is: 2/3The correct answer is: 2/3

QUESTION 170 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Let X1 and X2 be independent random variables with E[X1]=E[X2]=10, V[X1]=1, and V[X2]=2.Let X1 and X2 be independent random variables with E[X1]=E[X2]=10, V[X1]=1, and V[X2]=2.
Using the linearization formula, what is the approximate variance V[Y] for Y=X1*X2?Using the linearization formula, what is the approximate variance V[Y] for Y=X1*X2?

Select one:Select one:

400400
100100
300300
200200

The correct answer is: 300The correct answer is: 300
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QUESTION 171 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Suppose that the random variable X has mean E[X]=100 and variance V[X]=225.Suppose that the random variable X has mean E[X]=100 and variance V[X]=225.
Using linearization, what is the approximate variance of Y=log X?Using linearization, what is the approximate variance of Y=log X?
Hint: The derivative, d/du(log u) = 1/u.Hint: The derivative, d/du(log u) = 1/u.
Round your answer to three decimal places.Round your answer to three decimal places.

Select one:Select one:

0,2250,225
2,2252,225
0,0230,023
22,22522,225

The correct answer is: 0,023The correct answer is: 0,023

QUESTION 172 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Let X,Y,Z be independent random variables with variances V[X]=1, V[Y]=2, and V[Z]=3.Let X,Y,Z be independent random variables with variances V[X]=1, V[Y]=2, and V[Z]=3.
What is the variance V[3X+2Y+Z]?What is the variance V[3X+2Y+Z]?

Select one:Select one:

1010
66
2020
3535

The correct answer is: 20The correct answer is: 20
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QUESTION 173 OF 312
DLBDSSIS01_MC_leicht/Lektion 02

Let X and Y be two random variables with Cov(X,Y)=2.Let X and Y be two random variables with Cov(X,Y)=2.
What is Cov(2X,-3Y)?What is Cov(2X,-3Y)?

Select one:Select one:

1212
-12-12
-72-72
7272

The correct answer is: -12The correct answer is: -12

QUESTION 174 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

Let X and Y be random variables with V[X]=1, V[Y]=2, and V[X+Y]=4.Let X and Y be random variables with V[X]=1, V[Y]=2, and V[X+Y]=4.
What is Cov(X,Y)?What is Cov(X,Y)?

Select one:Select one:

11
0,50,5
-1-1
-0,5-0,5

The correct answer is: 0,5The correct answer is: 0,5
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QUESTION 175 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

Let X and Y be random variables with E[X]=1, E[Y]=2, and Cov(X,Y)=-2.Let X and Y be random variables with E[X]=1, E[Y]=2, and Cov(X,Y)=-2.
What is E[XY]?What is E[XY]?

Select one:Select one:

-1-1
11
22
00

The correct answer is: 0The correct answer is: 0

QUESTION 176 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

Let X and Y be two independent random variables with V[X+Y]=2 and V[X-2Y]=1.Let X and Y be two independent random variables with V[X+Y]=2 and V[X-2Y]=1.
What is V[X]?What is V[X]?

Select one:Select one:

3/73/7
33
1/31/3
7/37/3

The correct answer is: 7/3The correct answer is: 7/3
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QUESTION 177 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

Let X1, X2, and X3, be three random variables. The variance-covariance matrix of X=Let X1, X2, and X3, be three random variables. The variance-covariance matrix of X=
(X1,X2,X3) is denoted by S.(X1,X2,X3) is denoted by S.
Where in S will you find Cov(X2,X3)?Where in S will you find Cov(X2,X3)?

Select one:Select one:

Second row third column onlySecond row third column only
Third row second column onlyThird row second column only
Second row third column and third row second columnSecond row third column and third row second column
Second row third column and second row second columnSecond row third column and second row second column

The correct answer is: Second row third column and third row second columnThe correct answer is: Second row third column and third row second column

QUESTION 178 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

Let X1, X2, and X3, be three random variables. The variance-covariance matrix of X=Let X1, X2, and X3, be three random variables. The variance-covariance matrix of X=
(X1,X2,X3) is denoted by S.(X1,X2,X3) is denoted by S.
Where in S will you find V[X2], the variance of X2?Where in S will you find V[X2], the variance of X2?

Select one:Select one:

Second row second column onlySecond row second column only
Second row first column onlySecond row first column only
First row second column onlyFirst row second column only
Second row second column and second row first columnSecond row second column and second row first column

The correct answer is: Second row second column onlyThe correct answer is: Second row second column only
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QUESTION 179 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

Let X1, X2, and X3 be independent random variables with variances V[X1]=2, Var[X2]=2, andLet X1, X2, and X3 be independent random variables with variances V[X1]=2, Var[X2]=2, and
Var[X3]=4.Var[X3]=4.
Which of the following are equal to Var[2X1]?Which of the following are equal to Var[2X1]?
1. Var[X1+X2]1. Var[X1+X2]
2. Var[2X2]2. Var[2X2]

Select one:Select one:

2. only2. only
1. and 2. only1. and 2. only
1. only1. only
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: 1. and 2. onlyThe correct answer is: 1. and 2. only

QUESTION 180 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

Let X1 and X2 be two random variables with V[X1+X2]=V[X1]+V[X2].Let X1 and X2 be two random variables with V[X1+X2]=V[X1]+V[X2].
Which of the following are necessarily true?Which of the following are necessarily true?
1. Cov(X1,X2)=01. Cov(X1,X2)=0
2. X1 and X2 are independent.2. X1 and X2 are independent.

Select one:Select one:

Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.
2. only2. only
1. only1. only

The correct answer is: 1. onlyThe correct answer is: 1. only
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QUESTION 181 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

X and Y are two random variables with Var[X]=1, Var[Y]=2 and Cov(X,Y)=-1.X and Y are two random variables with Var[X]=1, Var[Y]=2 and Cov(X,Y)=-1.
What is the correct ordering of V[X+Y], V[X-Y], V[2X+Y] from least to greatest?What is the correct ordering of V[X+Y], V[X-Y], V[2X+Y] from least to greatest?

Select one:Select one:

V[X+Y], V[2X+Y], V[X-Y]V[X+Y], V[2X+Y], V[X-Y]
V[X-Y], V[X+Y], V[2X+Y]V[X-Y], V[X+Y], V[2X+Y]
V[X+Y], V[X-Y], V[2X+Y]V[X+Y], V[X-Y], V[2X+Y]
V[2X+Y], V[X+Y], V[X-Y]V[2X+Y], V[X+Y], V[X-Y]

The correct answer is: V[X+Y], V[2X+Y], V[X-Y]The correct answer is: V[X+Y], V[2X+Y], V[X-Y]

QUESTION 182 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

X and Y are two random variables with Var[X]=1, Var[Y]=2 and Cov(X,Y)=-1.X and Y are two random variables with Var[X]=1, Var[Y]=2 and Cov(X,Y)=-1.
What is the correct ordering of V[X+Y], V[4X+Y], V[X+3Y] from least to greatest?What is the correct ordering of V[X+Y], V[4X+Y], V[X+3Y] from least to greatest?

Select one:Select one:

V[X+Y], V[4X+Y], V[X+3Y]V[X+Y], V[4X+Y], V[X+3Y]
V[4X+Y], V[X+3Y], V[X+Y]V[4X+Y], V[X+3Y], V[X+Y]
V[X+Y], V[X+3Y], V[4X+Y]V[X+Y], V[X+3Y], V[4X+Y]
V[4X+Y], V[X+Y], V[X+3Y]V[4X+Y], V[X+Y], V[X+3Y]

The correct answer is: V[X+Y], V[X+3Y], V[4X+Y]The correct answer is: V[X+Y], V[X+3Y], V[4X+Y]
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QUESTION 183 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

X and Y are two random variables with Var[X]=1, Var[Y]=2 and Cov(X,Y)=-1.X and Y are two random variables with Var[X]=1, Var[Y]=2 and Cov(X,Y)=-1.
What is the correct ordering of V[(X+Y)/2], V[(2X+Y)/3], V[(3X+Y)/4] from least to greatest?What is the correct ordering of V[(X+Y)/2], V[(2X+Y)/3], V[(3X+Y)/4] from least to greatest?

Select one:Select one:

V[(X+Y)/2, V[(3X+Y)/4], V[(2X+Y)/3]V[(X+Y)/2, V[(3X+Y)/4], V[(2X+Y)/3]
V[(X+Y)/2, V[(2X+Y)/3], V[(3X+Y)/4],V[(X+Y)/2, V[(2X+Y)/3], V[(3X+Y)/4],
V[(2X+Y)/3], V[(X+Y)/2, V[(3X+Y)/4]V[(2X+Y)/3], V[(X+Y)/2, V[(3X+Y)/4]
V[(2X+Y)/3], V[(3X+Y)/4], V[(X+Y)/2V[(2X+Y)/3], V[(3X+Y)/4], V[(X+Y)/2

The correct answer is: V[(2X+Y)/3], V[(3X+Y)/4], V[(X+Y)/2The correct answer is: V[(2X+Y)/3], V[(3X+Y)/4], V[(X+Y)/2

QUESTION 184 OF 312
DLBDSSIS01_MC_mittel/Lektion 02

X and Y are two random variables with Var[X]=Var[Y]=1 and Cov(X,Y)=-0.5.X and Y are two random variables with Var[X]=Var[Y]=1 and Cov(X,Y)=-0.5.
Suppose that t is a number between 0 and 1.Suppose that t is a number between 0 and 1.
For which value of t will the variance of tX+(1-t)Y be minimized?For which value of t will the variance of tX+(1-t)Y be minimized?

Select one:Select one:

00
11
0,30,3
0,50,5

The correct answer is: 0,5The correct answer is: 0,5
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QUESTION 185 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

X1 and X2 are two random variables with E[X1]=E[X2]=10, Var[X]=Var[Y]=1 andX1 and X2 are two random variables with E[X1]=E[X2]=10, Var[X]=Var[Y]=1 and
Cov(X1,X2)=0.5. Let Y1=X1*X2 and Y2=X1.Cov(X1,X2)=0.5. Let Y1=X1*X2 and Y2=X1.
Use the linearization method to approximate Cov(Y1,Y2).Use the linearization method to approximate Cov(Y1,Y2).

Select one:Select one:

11
55
1515
00

The correct answer is: 15The correct answer is: 15

QUESTION 186 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

X1 and X2 are two random variables with E[X1]=16,E[X2]=4, Var[X]=Var[Y]=1 andX1 and X2 are two random variables with E[X1]=16,E[X2]=4, Var[X]=Var[Y]=1 and
Cov(X1,X2)=0.5. Let Y1=X1/X2 and Y2=X1.Cov(X1,X2)=0.5. Let Y1=X1/X2 and Y2=X1.
Use the linearization method to approximate Cov(Y1,Y2).Use the linearization method to approximate Cov(Y1,Y2).
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

0,250,25
-0,25-0,25
-0,75-0,75
0,750,75

The correct answer is: -0,25The correct answer is: -0,25
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QUESTION 187 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

X1 and X2 are non-negative random variables with E[X1]=E[X2]=10, Var[X]=Var[Y]=1 andX1 and X2 are non-negative random variables with E[X1]=E[X2]=10, Var[X]=Var[Y]=1 and
Cov(X1,X2)=-0.5. Let Y=log(X1)+log(X2). Use the linearization method to approximate Var(Y).Cov(X1,X2)=-0.5. Let Y=log(X1)+log(X2). Use the linearization method to approximate Var(Y).
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

0,010,01
0,110,11
0,120,12
0,080,08

The correct answer is: 0,01The correct answer is: 0,01

QUESTION 188 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

X1 and X2 are non-negative random variables with E[X1]=E[X2]=10, Var[X]=Var[Y]=1 andX1 and X2 are non-negative random variables with E[X1]=E[X2]=10, Var[X]=Var[Y]=1 and
Cov(X1,X2)=-0.5. Let Y=log(X1+X2). Use the linearization method to approximate Var(Y).Cov(X1,X2)=-0.5. Let Y=log(X1+X2). Use the linearization method to approximate Var(Y).
Round your answer to three decimal places.Round your answer to three decimal places.

Select one:Select one:

2,5122,512
0,0030,003
0,2450,245
0,0250,025

The correct answer is: 0,003The correct answer is: 0,003
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QUESTION 189 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

X is a random variable with E[X]=2 and V[X]=0.1. Use linearization to approximate theX is a random variable with E[X]=2 and V[X]=0.1. Use linearization to approximate the
variance of Y=1/(1+exp(-x)).variance of Y=1/(1+exp(-x)).
Round your answer to three decimal places.Round your answer to three decimal places.

Select one:Select one:

0,0050,005
0,0040,004
0,0060,006
0,0030,003

The correct answer is: 0,004The correct answer is: 0,004

QUESTION 190 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

If X and Y are two random variables, and Cov(X,Y) represents the covariance between theIf X and Y are two random variables, and Cov(X,Y) represents the covariance between the
two variables.two variables.
Given that Cov(X,Y) = 2, what is the value of Cov(2X + 3, 3Y+4)?Given that Cov(X,Y) = 2, what is the value of Cov(2X + 3, 3Y+4)?

Select one:Select one:

66
22
1212
77

The correct answer is: 12The correct answer is: 12
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QUESTION 191 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

Let X1 and X2 be two positive random variables with means E[X1]=10 and E[X2]=20Let X1 and X2 be two positive random variables with means E[X1]=10 and E[X2]=20
respectively and variances V[X1]=V[X2]=2. The covariance of X1, and X2 is Cov(X1,X2)=1.respectively and variances V[X1]=V[X2]=2. The covariance of X1, and X2 is Cov(X1,X2)=1.
Use linearization to approximate the variance of Y=log(X1)+log(X2).Use linearization to approximate the variance of Y=log(X1)+log(X2).
Round your answer to three decimal places.Round your answer to three decimal places.

Select one:Select one:

0,0150,015
0,0450,045
0,0350,035
0,0250,025

The correct answer is: 0,035The correct answer is: 0,035

QUESTION 192 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

Let X1 and X2 be two positive independent random variables with means E[X1]=5 andLet X1 and X2 be two positive independent random variables with means E[X1]=5 and
E[X2]=10 respectively and variances V[X1]=V[X2]=2. Let Y1= log(X1)+log(X2) andE[X2]=10 respectively and variances V[X1]=V[X2]=2. Let Y1= log(X1)+log(X2) and
Y2=log(X1)-log(X2). Use linearization to approximate the covariance of Y1 and Y2,Y2=log(X1)-log(X2). Use linearization to approximate the covariance of Y1 and Y2,
Cov(Y1,Y2).Cov(Y1,Y2).
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

0,050,05
0,060,06
0,070,07
0,080,08

The correct answer is: 0,06The correct answer is: 0,06
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QUESTION 193 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

X1, X2, and X3 are independent positive random variables with means E[X1]=10, E[X2]=20,X1, X2, and X3 are independent positive random variables with means E[X1]=10, E[X2]=20,
E[X3]=30 and variances V[X1]=1, V[X2]=2, V[X3]=3. Use linearization to approximate theE[X3]=30 and variances V[X1]=1, V[X2]=2, V[X3]=3. Use linearization to approximate the
variance of Y=X1*X2/X3.variance of Y=X1*X2/X3.
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

0,950,95
0,750,75
0,810,81
0,910,91

The correct answer is: 0,81The correct answer is: 0,81

QUESTION 194 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

If X and Y are two random variables, and Cov(X,Y) represents the covariance between theIf X and Y are two random variables, and Cov(X,Y) represents the covariance between the
two variables.two variables.
Given that Var(X) = 2, Var(Y)=6, and Cov(X,Y) = 3, what is the value of Cov(2X + 4Y,Given that Var(X) = 2, Var(Y)=6, and Cov(X,Y) = 3, what is the value of Cov(2X + 4Y,
6X+8Y)?6X+8Y)?

Select one:Select one:

296296
312312
280280
200200

The correct answer is: 296The correct answer is: 296
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QUESTION 195 OF 312
DLBDSSIS01_MC_schwer/Lektion 02

X1 and X2 are random variables with unit variances V[X1]=1 and V[X2]=2 respectively. TheirX1 and X2 are random variables with unit variances V[X1]=1 and V[X2]=2 respectively. Their
covariance is Cov(X1,X2)=-1. Their means are E[X1]=40 and E[X2]=10. Use linearization tocovariance is Cov(X1,X2)=-1. Their means are E[X1]=40 and E[X2]=10. Use linearization to
approximate the variance of Y=X1/X2.approximate the variance of Y=X1/X2.
Round your answer to two decimal places.Round your answer to two decimal places.

Select one:Select one:

0,410,41
0,490,49
0,390,39
0,420,42

The correct answer is: 0,41The correct answer is: 0,41

QUESTION 196 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

Which of the following is true about frequentist statistics?Which of the following is true about frequentist statistics?

Select one:Select one:

In frequentist statistics, it is assumed that the parameter of interest is given by prior probability.In frequentist statistics, it is assumed that the parameter of interest is given by prior probability.
In frequentist statistics, it is assumed that the parameter of interest is unknown but deterministic.In frequentist statistics, it is assumed that the parameter of interest is unknown but deterministic.
In frequentist statistics, it is assumed that the parameter of interest is known by deterministic.In frequentist statistics, it is assumed that the parameter of interest is known by deterministic.
In frequentist statistics, it is assumed that the parameter of interest is a random variable.In frequentist statistics, it is assumed that the parameter of interest is a random variable.

The correct answer is: In frequentist statistics, it is assumed that the parameter of interest is unknown butThe correct answer is: In frequentist statistics, it is assumed that the parameter of interest is unknown but
deterministic.deterministic.
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QUESTION 197 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

If A and B are two events, then the conditional probability P(A│B) is read as ...If A and B are two events, then the conditional probability P(A│B) is read as ...

Select one:Select one:

probability of event B given that event A has occurred.probability of event B given that event A has occurred.
probability of event A given that event B has occurred.probability of event A given that event B has occurred.
probability of event A given that B will never occur.probability of event A given that B will never occur.
probability of event A and B to occur together.probability of event A and B to occur together.

The correct answer is: probability of event A given that event B has occurred.The correct answer is: probability of event A given that event B has occurred.

QUESTION 198 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

If A and B are two events, then the joint probability P(A ∩ B) can be represented as ...If A and B are two events, then the joint probability P(A ∩ B) can be represented as ...

Select one:Select one:

P(A│B) + P(B)P(A│B) + P(B)
P(A│B) * P(B)P(A│B) * P(B)
(P(A│B) + P(B))/2(P(A│B) + P(B))/2
P(A│B) / P(B)P(A│B) / P(B)

The correct answer is: P(A│B) * P(B)The correct answer is: P(A│B) * P(B)
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QUESTION 199 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

If Ac denotes the event that is complementary to the event A, then which of the followingIf Ac denotes the event that is complementary to the event A, then which of the following
holds true?holds true?

Select one:Select one:

P(A) + P(Ac) = 1P(A) + P(Ac) = 1
P(A) + P(Ac) < 1P(A) + P(Ac) < 1
P(A) + P(Ac) > 1P(A) + P(Ac) > 1
P(A) + P(Ac) = 0P(A) + P(Ac) = 0

The correct answer is: P(A) + P(Ac) = 1The correct answer is: P(A) + P(Ac) = 1

QUESTION 200 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

If A and B are two events, and Ac is the event complimentary to the event A, which of theIf A and B are two events, and Ac is the event complimentary to the event A, which of the
following expressions is correct?following expressions is correct?

Select one:Select one:

P(B) = P(B ∩ A) + P(BUAC)P(B) = P(B ∩ A) + P(BUAC)
P(B) = P(B ∩ A) - P(B ∩ AC)P(B) = P(B ∩ A) - P(B ∩ AC)
P(B) = P(B ∩ A) + P(B ∩ AC)P(B) = P(B ∩ A) + P(B ∩ AC)
P(B) = P(BUA) + P(B ∩ AC)P(B) = P(BUA) + P(B ∩ AC)

The correct answer is: P(B) = P(B ∩ A) + P(B ∩ AC)The correct answer is: P(B) = P(B ∩ A) + P(B ∩ AC)
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QUESTION 201 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

For two events A and B, the Baye's formula for the probability P(A/B) can be written in whichFor two events A and B, the Baye's formula for the probability P(A/B) can be written in which
of the following ways? (Note: Ac is the compliment event to event A)of the following ways? (Note: Ac is the compliment event to event A)

Select one:Select one:

(P(B│Ac) * P(Ac))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))(P(B│Ac) * P(Ac))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))
(P(A│B) * P(B))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))(P(A│B) * P(B))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))
(P(B│A) * P(A))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))(P(B│A) * P(A))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))
(P(B│A) * P(A│B))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))(P(B│A) * P(A│B))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))

The correct answer is: (P(B│A) * P(A))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))The correct answer is: (P(B│A) * P(A))/(P(B│A) * P(A) + P(B│Ac) * P(Ac))

QUESTION 202 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

If A and B are two events in a sample space S, which of the following represents marginalIf A and B are two events in a sample space S, which of the following represents marginal
probability of event B?probability of event B?

Select one:Select one:

1-P(B)1-P(B)
P(B/A)P(B/A)
P(A/B)P(A/B)
P(B)P(B)

The correct answer is: P(B)The correct answer is: P(B)
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QUESTION 203 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

Which of the following statements is true about prior distribution?Which of the following statements is true about prior distribution?
1. This distribution is the target parameter of interest set after observing any data.1. This distribution is the target parameter of interest set after observing any data.
2. It encodes our belief about the parameter of interest.2. It encodes our belief about the parameter of interest.

Select one:Select one:

Both 1. and 2.Both 1. and 2.
Only 2.Only 2.
Only 1.Only 1.
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: Only 2.The correct answer is: Only 2.

QUESTION 204 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

The probability quantity occurring in the denominator of Baye's formula is called the…The probability quantity occurring in the denominator of Baye's formula is called the…

Select one:Select one:

evidence.evidence.
target.target.
statistic.statistic.
prior.prior.

The correct answer is: evidence.The correct answer is: evidence.
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QUESTION 205 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

The two schools of thoughts, in Bayesian method of estimation, for choice of prior are...The two schools of thoughts, in Bayesian method of estimation, for choice of prior are...

Select one:Select one:

Subjective and Objective Bayesians.Subjective and Objective Bayesians.
Prior and Posterior Bayesians.Prior and Posterior Bayesians.
Simple and Composite Bayesians.Simple and Composite Bayesians.
Composite and Conjugate Bayesians.Composite and Conjugate Bayesians.

The correct answer is: Subjective and Objective Bayesians.The correct answer is: Subjective and Objective Bayesians.

QUESTION 206 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

What is the conjugate prior to a Bernoulli(∏) likelihood?What is the conjugate prior to a Bernoulli(∏) likelihood?

Select one:Select one:

BetaBeta
GaussianGaussian
PoissonPoisson
GammaGamma

The correct answer is: BetaThe correct answer is: Beta
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QUESTION 207 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

What is the target parameter for Geometric(∏) likelihood?What is the target parameter for Geometric(∏) likelihood?

Select one:Select one:

∏ (probability)∏ (probability)
α (probability)α (probability)
λ (rate)λ (rate)
β (rate)β (rate)

The correct answer is: ∏ (probability)The correct answer is: ∏ (probability)

QUESTION 208 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

What is parzen windows method?What is parzen windows method?

Select one:Select one:

It is a method to estimate the probability distribution function of a distribution from a finite sampleIt is a method to estimate the probability distribution function of a distribution from a finite sample
provided you have knowledge of its parameters.provided you have knowledge of its parameters.
It is a method to estimate the probability distribution function of a distribution from a finite sample.It is a method to estimate the probability distribution function of a distribution from a finite sample.
It is a method to estimate the probability distribution function of a distribution from an infiniteIt is a method to estimate the probability distribution function of a distribution from an infinite
sample.sample.
It is a method to estimate the probability distribution function of a distribution from a finite sampleIt is a method to estimate the probability distribution function of a distribution from a finite sample
provided you have knowledge of the distribution.provided you have knowledge of the distribution.

The correct answer is: It is a method to estimate the probability distribution function of a distribution from aThe correct answer is: It is a method to estimate the probability distribution function of a distribution from a
finite sample.finite sample.
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QUESTION 209 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

One of the simplest visual tools we can use to shape of a distribution from a finite sample is…One of the simplest visual tools we can use to shape of a distribution from a finite sample is…

Select one:Select one:

Line plotLine plot
ScatterplotScatterplot
HeatmapHeatmap
HistogramHistogram

The correct answer is: HistogramThe correct answer is: Histogram

QUESTION 210 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

In the parzen window method for approximating the density of the distribution, the kernelIn the parzen window method for approximating the density of the distribution, the kernel
function K…function K…

Select one:Select one:

Lies between 0 and 1Lies between 0 and 1
Is non-negativeIs non-negative
Lies between -1 and 1Lies between -1 and 1
Is negativeIs negative

The correct answer is: Is non-negativeThe correct answer is: Is non-negative
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QUESTION 211 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

Which of the following is an application of K-Nearest-Neighbors?Which of the following is an application of K-Nearest-Neighbors?
1. Classification1. Classification
2. Approximate the probability density directly from the data2. Approximate the probability density directly from the data

Select one:Select one:

Both 1. and 2.Both 1. and 2.
Only 2.Only 2.
Neither 1. nor 2.Neither 1. nor 2.
Only 1.Only 1.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.

QUESTION 212 OF 312
DLBDSSIS01_MC_leicht/Lektion 03

Which of the following is a correct statement about K-Nearest-Neighbors?Which of the following is a correct statement about K-Nearest-Neighbors?

Select one:Select one:

It is a parametric technique.It is a parametric technique.
It can be used only for classification problems.It can be used only for classification problems.
It has a fixed window size.It has a fixed window size.
It is a non-parametric technique.It is a non-parametric technique.

The correct answer is: It is a non-parametric technique.The correct answer is: It is a non-parametric technique.
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QUESTION 213 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

Which of the following is true about Bayesian statistics?Which of the following is true about Bayesian statistics?

Select one:Select one:

In Bayesian statistics, the maximum likelihood approach is selected to estimate parameter ofIn Bayesian statistics, the maximum likelihood approach is selected to estimate parameter of
interest.interest.
In Bayesian statistics, the distribution of parameter of interest is chosen that depends on theIn Bayesian statistics, the distribution of parameter of interest is chosen that depends on the
current observed data. .current observed data. .
In Bayesian statistics, it is assumed that the parameter of interest is a random variable.In Bayesian statistics, it is assumed that the parameter of interest is a random variable.
In Bayesian statistics, it is assumed that the parameter of interest is unknown but deterministic.In Bayesian statistics, it is assumed that the parameter of interest is unknown but deterministic.

The correct answer is: In Bayesian statistics, it is assumed that the parameter of interest is a randomThe correct answer is: In Bayesian statistics, it is assumed that the parameter of interest is a random
variable.variable.

QUESTION 214 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

If A and B are two events associated with the same sample space of a random experiment,If A and B are two events associated with the same sample space of a random experiment,
then the conditional probability P (A|B) is given by…then the conditional probability P (A|B) is given by…

Select one:Select one:

P(A∩B) / P(B), provided P(B) ≠ 0P(A∩B) / P(B), provided P(B) ≠ 0
P(A∩B) * P(B)P(A∩B) * P(B)
P(A∩B) / P(B), provided P(B) = 0P(A∩B) / P(B), provided P(B) = 0
P(A∩B) / P(A)P(A∩B) / P(A)

The correct answer is: P(A∩B) / P(B), provided P(B) ≠ 0The correct answer is: P(A∩B) / P(B), provided P(B) ≠ 0
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QUESTION 215 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

Which of the following statements is true?Which of the following statements is true?
1. Conditional Probability is the joint probability divided by the probability of the conditional1. Conditional Probability is the joint probability divided by the probability of the conditional
event.event.
2. Joint probability is the product of the conditional probability times the marginal probability of2. Joint probability is the product of the conditional probability times the marginal probability of
the conditioned event.the conditioned event.

Select one:Select one:

Only 2.Only 2.
Only 1.Only 1.
Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.

QUESTION 216 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

If the probability of event that it will be a bright day tomorrow is 0.6, what is the complimentaryIf the probability of event that it will be a bright day tomorrow is 0.6, what is the complimentary
probability that it will not be a bright day?probability that it will not be a bright day?
Round the answer to one decimal place.Round the answer to one decimal place.

Select one:Select one:

0,30,3
0,60,6
0,20,2
0,40,4

The correct answer is: 0,4The correct answer is: 0,4

12.06.2023 107/155 (c) IU



QUESTION 217 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

Which of the following is true about conjugate prior?Which of the following is true about conjugate prior?

Select one:Select one:

When a prior distribution results in a posterior distribution of the different functional form with sameWhen a prior distribution results in a posterior distribution of the different functional form with same
parameters, it's called a conjugate prior.parameters, it's called a conjugate prior.
Conjugate priors are essential because they allow us to investigate the posterior analytically, evenConjugate priors are essential because they allow us to investigate the posterior analytically, even
without formulas.without formulas.
When a prior distribution results in a posterior distribution of the same functional form with sameWhen a prior distribution results in a posterior distribution of the same functional form with same
parameters, it's called a conjugate prior.parameters, it's called a conjugate prior.
Conjugate priors are desirable because they allow us to investigate the posterior analytically, withConjugate priors are desirable because they allow us to investigate the posterior analytically, with
formulas.formulas.

The correct answer is: Conjugate priors are desirable because they allow us to investigate the posteriorThe correct answer is: Conjugate priors are desirable because they allow us to investigate the posterior
analytically, with formulas.analytically, with formulas.

QUESTION 218 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

Previous probabilities in Bayes theorem that gets updated with new information is called …Previous probabilities in Bayes theorem that gets updated with new information is called …

Select one:Select one:

prior probabilities.prior probabilities.
independent probabilities.independent probabilities.
posterior probabilities.posterior probabilities.
dependent probabilities.dependent probabilities.

The correct answer is: posterior probabilities.The correct answer is: posterior probabilities.
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QUESTION 219 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

Which of the following statements is correct about the window-size,'h', in Parzen windows?Which of the following statements is correct about the window-size,'h', in Parzen windows?

Select one:Select one:

h=0h=0
h<0h<0
h>0h>0
-1<h<1-1<h<1

The correct answer is: h>0The correct answer is: h>0

QUESTION 220 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

The choice of the kernel and the window size in Parzen window depends on which of theThe choice of the kernel and the window size in Parzen window depends on which of the
following?following?

Select one:Select one:

Sample meanSample mean
Data setData set
Distribution of the dataDistribution of the data
Sample sizeSample size

The correct answer is: Data setThe correct answer is: Data set
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QUESTION 221 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

You have parzen window method to estimate the approximate probability density function.You have parzen window method to estimate the approximate probability density function.
The quality of the resulting probability density is dependent on which of the following?The quality of the resulting probability density is dependent on which of the following?
1. Choice of the kernel1. Choice of the kernel
2. Choice of the window size2. Choice of the window size

Select one:Select one:

Both 1. and 2.Both 1. and 2.
Only 2.Only 2.
Only 1.Only 1.
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.

QUESTION 222 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

Choosing a extreme value of K, such as 1-KNN will result in which of the following?Choosing a extreme value of K, such as 1-KNN will result in which of the following?

Select one:Select one:

It is a good choice as it will reduce the distance between two data points.It is a good choice as it will reduce the distance between two data points.
It will be ideal choice as t will be easier and faster to compute.It will be ideal choice as t will be easier and faster to compute.
It is not ideal since it will use only a small part of the neighborhood of the data points.It is not ideal since it will use only a small part of the neighborhood of the data points.
It will diminish the idea of localized information.It will diminish the idea of localized information.

The correct answer is: It is not ideal since it will use only a small part of the neighborhood of the dataThe correct answer is: It is not ideal since it will use only a small part of the neighborhood of the data
points.points.
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QUESTION 223 OF 312
DLBDSSIS01_MC_mittel/Lektion 03

One of the most challenging steps in K-Nearest Neighbor classifier is …One of the most challenging steps in K-Nearest Neighbor classifier is …

Select one:Select one:

deciding on the evaluation metric.deciding on the evaluation metric.
to subset the data for classification.to subset the data for classification.
selecting between 1-KK and n-KNN classifiers, where n represents the number of records.selecting between 1-KK and n-KNN classifiers, where n represents the number of records.
to find the best possible value of K.to find the best possible value of K.

The correct answer is: to find the best possible value of K.The correct answer is: to find the best possible value of K.

QUESTION 224 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

If A and B are two events such that P(A) = 1/9, and P(B) = 0, then what will be the value ofIf A and B are two events such that P(A) = 1/9, and P(B) = 0, then what will be the value of
P(A|B)?P(A|B)?

Select one:Select one:

1/91/9
11
Not definedNot defined
00

The correct answer is: Not definedThe correct answer is: Not defined
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QUESTION 225 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

The earlier probabilities in Bayes Theorem that are updated with the help of new availableThe earlier probabilities in Bayes Theorem that are updated with the help of new available
information is defined as …information is defined as …

Select one:Select one:

posterior probabilities.posterior probabilities.
independent probabilities.independent probabilities.
conjugate probabilities.conjugate probabilities.
prior probabilities.prior probabilities.

The correct answer is: posterior probabilities.The correct answer is: posterior probabilities.

QUESTION 226 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

You want to use Bayes' Theorem to calculate the probability P(A/B).You want to use Bayes' Theorem to calculate the probability P(A/B).
Which of the following represent the necessary information you'll need to complete this task?Which of the following represent the necessary information you'll need to complete this task?
(Note: Ac represents the eveNt complimentary to event A)(Note: Ac represents the eveNt complimentary to event A)

Select one:Select one:

P(A), P(Ac), and P(B/A)P(A), P(Ac), and P(B/A)
P(A), P(B), and P(B/A)P(A), P(B), and P(B/A)
P(B) and P(B/A)P(B) and P(B/A)
P(A), P(B), and P(B/Ac)P(A), P(B), and P(B/Ac)

The correct answer is: P(A), P(B), and P(B/A)The correct answer is: P(A), P(B), and P(B/A)
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QUESTION 227 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

Given that A and B are events such that P(A) = 0.3, P(B) = 0.6 and P(A∩B) = 0.2, then P(A|B)Given that A and B are events such that P(A) = 0.3, P(B) = 0.6 and P(A∩B) = 0.2, then P(A|B)
??

Select one:Select one:

2/32/3
1/21/2
1/31/3
3/63/6

The correct answer is: 1/3The correct answer is: 1/3

QUESTION 228 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

Given that A and B are two events, which of the following represents the joint probabilityGiven that A and B are two events, which of the following represents the joint probability
P(A∩B)?P(A∩B)?
1. P(B)* P(AIB)1. P(B)* P(AIB)
2. P(A) * P(BIA)2. P(A) * P(BIA)

Select one:Select one:

Only 2.Only 2.
Both 1. and 2.Both 1. and 2.
Only 1.Only 1.
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.
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QUESTION 229 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

Which of the following sequences represents the probability revision sequence using Baye'sWhich of the following sequences represents the probability revision sequence using Baye's
theorem?theorem?

Select one:Select one:

New Information → Prior Probabilities → Application of Baye's theorem → Posterior ProbabilitiesNew Information → Prior Probabilities → Application of Baye's theorem → Posterior Probabilities
Prior Probabilities → New Information → Conjugate Probabilities → Posterior ProbabilitiesPrior Probabilities → New Information → Conjugate Probabilities → Posterior Probabilities
Prior Probabilities → New Information → Application of Baye's theorem → Posterior ProbabilitiesPrior Probabilities → New Information → Application of Baye's theorem → Posterior Probabilities
Conjugate Probabilities → New Information → Application of Baye's theorem → PosteriorConjugate Probabilities → New Information → Application of Baye's theorem → Posterior
ProbabilitiesProbabilities

The correct answer is: Prior Probabilities → New Information → Application of Baye's theorem →The correct answer is: Prior Probabilities → New Information → Application of Baye's theorem →
Posterior ProbabilitiesPosterior Probabilities

QUESTION 230 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

The prior probabilities in Bayesian estimation can be classified into …The prior probabilities in Bayesian estimation can be classified into …

Select one:Select one:

four categories.four categories.
one category.one category.
three categories.three categories.
two categories.two categories.

The correct answer is: three categories.The correct answer is: three categories.
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QUESTION 231 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

Which of the following represents the formula used in the Parzen window method toWhich of the following represents the formula used in the Parzen window method to
approximate the density of the distribution using a finite sample {x1,x2,…xn}? (Note: h is theapproximate the density of the distribution using a finite sample {x1,x2,…xn}? (Note: h is the
bandwidth and K is the kernel)bandwidth and K is the kernel)

Select one:Select one:

(1/nh)*(∑K((x-xi)/h)), where I ranges from 1 to n-1(1/nh)*(∑K((x-xi)/h)), where I ranges from 1 to n-1
(1/h)*(∑K((x-xi)/h)), where I ranges from 1 to n-1(1/h)*(∑K((x-xi)/h)), where I ranges from 1 to n-1
(1/nh)*(∑K((x-xi)/h)), where I ranges from 1 to n(1/nh)*(∑K((x-xi)/h)), where I ranges from 1 to n
(1/h)*(∑K((x-xi)/n)), where I ranges from 1 to n(1/h)*(∑K((x-xi)/n)), where I ranges from 1 to n

The correct answer is: (1/nh)*(∑K((x-xi)/h)), where I ranges from 1 to nThe correct answer is: (1/nh)*(∑K((x-xi)/h)), where I ranges from 1 to n

QUESTION 232 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

Which of the following statements is correct about K-nearest neighbor?Which of the following statements is correct about K-nearest neighbor?
1. Increase the K will lead to improvement in classification.1. Increase the K will lead to improvement in classification.
2. K- stands for number of hyperparameters to be tuned for classification problems?2. K- stands for number of hyperparameters to be tuned for classification problems?

Select one:Select one:

Only 2.Only 2.
Both 1. and 2.Both 1. and 2.
Only 1.Only 1.
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: Neither 1. nor 2.The correct answer is: Neither 1. nor 2.
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QUESTION 233 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

While solving classification problem using K-nearest neighbor, you have 15 data points andWhile solving classification problem using K-nearest neighbor, you have 15 data points and
respective classes.respective classes.
Which of the following is an example of extreme classifier?Which of the following is an example of extreme classifier?

Select one:Select one:

1 KNN1 KNN
3 KNN3 KNN
4 KNN4 KNN
5 KNN5 KNN

The correct answer is: 1 KNNThe correct answer is: 1 KNN

QUESTION 234 OF 312
DLBDSSIS01_MC_schwer/Lektion 03

When applying K-nearest neighbors across series of data points, which of the following is trueWhen applying K-nearest neighbors across series of data points, which of the following is true
for the distance between two points p and q?for the distance between two points p and q?

Select one:Select one:

The distance is always smaller than or equal to zero.The distance is always smaller than or equal to zero.
The distance is always greater than or equal to zero.The distance is always greater than or equal to zero.
The distance always lies between -1 and 1.The distance always lies between -1 and 1.
The distance between p and q is greater than the distance between q and p.The distance between p and q is greater than the distance between q and p.

The correct answer is: The distance is always greater than or equal to zero.The correct answer is: The distance is always greater than or equal to zero.
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QUESTION 235 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Which of the following is considered to be at the core of statistical inference?Which of the following is considered to be at the core of statistical inference?

Select one:Select one:

VisualizationVisualization
Descriptive StatisticsDescriptive Statistics
Standard DeviationStandard Deviation
Hypothesis TestingHypothesis Testing

The correct answer is: Hypothesis TestingThe correct answer is: Hypothesis Testing

QUESTION 236 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

What is type I error?What is type I error?

Select one:Select one:

The decision to reject the null hypothesis when it is true.The decision to reject the null hypothesis when it is true.
The decision to accept the null hypothesis when it is true.The decision to accept the null hypothesis when it is true.
The decision to accept the null hypothesis when it is false.The decision to accept the null hypothesis when it is false.
The decision to not reject the null hypothesis when it is false.The decision to not reject the null hypothesis when it is false.

The correct answer is: The decision to reject the null hypothesis when it is true.The correct answer is: The decision to reject the null hypothesis when it is true.
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QUESTION 237 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

The probability of committing a type I error is represented by…The probability of committing a type I error is represented by…

Select one:Select one:

β.β.
α.α.
1-β.1-β.
μ.μ.

The correct answer is: α.The correct answer is: α.

QUESTION 238 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

The relationship between α and β is…The relationship between α and β is…

Select one:Select one:

exponential.exponential.
inverse.inverse.
linear.linear.
quadratic.quadratic.

The correct answer is: inverse.The correct answer is: inverse.

12.06.2023 118/155 (c) IU



QUESTION 239 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Which of the following is accepted if the null hypothesis is false?Which of the following is accepted if the null hypothesis is false?

Select one:Select one:

Composite HypothesisComposite Hypothesis
Simple HypothesisSimple Hypothesis
Statistical HypothesisStatistical Hypothesis
Alternative HypothesisAlternative Hypothesis

The correct answer is: Alternative HypothesisThe correct answer is: Alternative Hypothesis

QUESTION 240 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Which of the following is true about test statistic?Which of the following is true about test statistic?

Select one:Select one:

Test statistic is a parameter that is used for calculating probability of rejecting the null hypothesis.Test statistic is a parameter that is used for calculating probability of rejecting the null hypothesis.
Test statistic is the random variable that standardizes the quantity measuring departure from theTest statistic is the random variable that standardizes the quantity measuring departure from the
null hypothesis.null hypothesis.
Test statistic is the constant value that standardizes the quantity measuring departure from the nullTest statistic is the constant value that standardizes the quantity measuring departure from the null
hypothesis.hypothesis.
The variable chosen for test statistic, usually, does not have a known distribution.The variable chosen for test statistic, usually, does not have a known distribution.

The correct answer is: Test statistic is the random variable that standardizes the quantity measuringThe correct answer is: Test statistic is the random variable that standardizes the quantity measuring
departure from the null hypothesis.departure from the null hypothesis.
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QUESTION 241 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Which of the following is an example of parametric test?Which of the following is an example of parametric test?

Select one:Select one:

One sample Wilcoxon TestOne sample Wilcoxon Test
Chi-square Test of IndependenceChi-square Test of Independence
Mann-Whitney TestMann-Whitney Test
One sample t-testOne sample t-test

The correct answer is: One sample t-testThe correct answer is: One sample t-test

QUESTION 242 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

What is a non parametric test?What is a non parametric test?

Select one:Select one:

These are tests in which the hypothesis does not involve statements about sample parameter.These are tests in which the hypothesis does not involve statements about sample parameter.
These are tests in which the hypothesis does involve statements about sample parameter.These are tests in which the hypothesis does involve statements about sample parameter.
These are tests in which the hypothesis does not involve statements about population parameter.These are tests in which the hypothesis does not involve statements about population parameter.
These are tests in which the hypothesis does involve statements about population parameter.These are tests in which the hypothesis does involve statements about population parameter.

The correct answer is: These are tests in which the hypothesis does not involve statements aboutThe correct answer is: These are tests in which the hypothesis does not involve statements about
population parameter.population parameter.
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QUESTION 243 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

How many parameters does the chi-square distribution have?How many parameters does the chi-square distribution have?

Select one:Select one:

ThreeThree
ZeroZero
OneOne
TwoTwo

The correct answer is: OneThe correct answer is: One

QUESTION 244 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

The Mean of Chi Squared distribution with n-degree of freedom is…The Mean of Chi Squared distribution with n-degree of freedom is…

Select one:Select one:

2n.2n.
n.n.
n/2.n/2.
n^2.n^2.

The correct answer is: n.The correct answer is: n.
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QUESTION 245 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

The variance of Chi Squared distribution with n-degree of freedom is…The variance of Chi Squared distribution with n-degree of freedom is…

Select one:Select one:

exp(n).exp(n).
2n.2n.
n^2.n^2.
n.n.

The correct answer is: 2n.The correct answer is: 2n.

QUESTION 246 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Which of the following is true about two-sample tests?Which of the following is true about two-sample tests?

Select one:Select one:

These are tests that require two samples, one from each population.These are tests that require two samples, one from each population.
These are tests that assume that two populations are dependent of one another.These are tests that assume that two populations are dependent of one another.
These are tests that require two samples from the same population.These are tests that require two samples from the same population.
These are tests that assume that two samples are dependent of one another.These are tests that assume that two samples are dependent of one another.

The correct answer is: These are tests that require two samples, one from each population.The correct answer is: These are tests that require two samples, one from each population.
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QUESTION 247 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Which of the following statements is correct about A/B testing?Which of the following statements is correct about A/B testing?
1. It is essential that we acquire data from a randomized experiment.1. It is essential that we acquire data from a randomized experiment.
2. The two samples are dependent of one another.2. The two samples are dependent of one another.

Select one:Select one:

Only 1.Only 1.
Neither 1. nor 2.Neither 1. nor 2.
Only 2.Only 2.
Both 1. and 2.Both 1. and 2.

The correct answer is: Only 1.The correct answer is: Only 1.

QUESTION 248 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

While comparing means from independent populations using a t-test, which of the followingWhile comparing means from independent populations using a t-test, which of the following
assumptions is needed?assumptions is needed?

Select one:Select one:

The sample sizes are equal for both the populations.The sample sizes are equal for both the populations.
The mean of the two population is same.The mean of the two population is same.
The underlying distribution from which both samples are drawn are skewed.The underlying distribution from which both samples are drawn are skewed.
The underlying distribution from which both samples are drawn are Gaussian.The underlying distribution from which both samples are drawn are Gaussian.

The correct answer is: The underlying distribution from which both samples are drawn are Gaussian.The correct answer is: The underlying distribution from which both samples are drawn are Gaussian.
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QUESTION 249 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

The probability of committing a type I error where we reject a true null hypothesis isThe probability of committing a type I error where we reject a true null hypothesis is
represented by…represented by…

Select one:Select one:

α.α.
β.β.
1-α.1-α.
1-β.1-β.

The correct answer is: α.The correct answer is: α.

QUESTION 250 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

The power of a hypothesis test is represented as …The power of a hypothesis test is represented as …

Select one:Select one:

1-&beta;1-&beta;
1-&alpha;1-&alpha;
μ.μ.
α.α.

The correct answer is: 1-&beta;The correct answer is: 1-&beta;
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QUESTION 251 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Which of the following is a correct statement about multiple testing?Which of the following is a correct statement about multiple testing?

Select one:Select one:

When we want to test each of the many null hypothesis separately, the probability of type I error isWhen we want to test each of the many null hypothesis separately, the probability of type I error is
reduced.reduced.
When we want to test each of the many null hypothesis separately, the probability of type II error isWhen we want to test each of the many null hypothesis separately, the probability of type II error is
amplified.amplified.
When we want to test each of the many null hypothesis separately, the probability of type I error isWhen we want to test each of the many null hypothesis separately, the probability of type I error is
amplified.amplified.
When we want to test each of the many null hypothesis separately, the probability of type I andWhen we want to test each of the many null hypothesis separately, the probability of type I and
type II error is equal.type II error is equal.

The correct answer is: When we want to test each of the many null hypothesis separately, the probabilityThe correct answer is: When we want to test each of the many null hypothesis separately, the probability
of type I error is amplified.of type I error is amplified.

QUESTION 252 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

Multiple testing is about testing…Multiple testing is about testing…

Select one:Select one:

two or more hypothesis.two or more hypothesis.
two hypothesis.two hypothesis.
confidence level of hypothesis test.confidence level of hypothesis test.
power of a single hypothesis test.power of a single hypothesis test.

The correct answer is: two or more hypothesis.The correct answer is: two or more hypothesis.
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QUESTION 253 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

What is the relationship between type I error and type II error?What is the relationship between type I error and type II error?

Select one:Select one:

DirectDirect
Both are equalBoth are equal
InverseInverse
Type I error = 1 - type II errorType I error = 1 - type II error

The correct answer is: InverseThe correct answer is: Inverse

QUESTION 254 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

When type I error (alpha) is very small, what is the impact on type II error (beta)?When type I error (alpha) is very small, what is the impact on type II error (beta)?

Select one:Select one:

Beta will be equal to alpha.Beta will be equal to alpha.
Beta will be small.Beta will be small.
Beta will be large.Beta will be large.
Beta will be double of alpha.Beta will be double of alpha.

The correct answer is: Beta will be large.The correct answer is: Beta will be large.
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QUESTION 255 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

How does the type II error (beta) affect the power of the test?How does the type II error (beta) affect the power of the test?

Select one:Select one:

When beta is small, power of test is also small.When beta is small, power of test is also small.
When beta is large, power of test is small.When beta is large, power of test is small.
Beta does not affect the power of the test.Beta does not affect the power of the test.
When beta is large, power of test is also large.When beta is large, power of test is also large.

The correct answer is: When beta is large, power of test is small.The correct answer is: When beta is large, power of test is small.

QUESTION 256 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

In multiple testing, if FP and TP represents False and True Positives, respectively; and TNIn multiple testing, if FP and TP represents False and True Positives, respectively; and TN
and FN represents True and False Negatives, respectively; which of the following representsand FN represents True and False Negatives, respectively; which of the following represents
total number of rejected null hypothesis.total number of rejected null hypothesis.

Select one:Select one:

TP + TNTP + TN
FP + TNFP + TN
FP + TPFP + TP
FP + FNFP + FN

The correct answer is: FP + TPThe correct answer is: FP + TP
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QUESTION 257 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

In multiple testing, if FP and TP represents False and True Positives, respectively; and TNIn multiple testing, if FP and TP represents False and True Positives, respectively; and TN
and FN represents True and False Negatives, respectively; which of the following representsand FN represents True and False Negatives, respectively; which of the following represents
total number of true null hypothesis.total number of true null hypothesis.

Select one:Select one:

FP + TNFP + TN
FP + FNFP + FN
TN + TPTN + TP
FP + TPFP + TP

The correct answer is: FP + TNThe correct answer is: FP + TN

QUESTION 258 OF 312
DLBDSSIS01_MC_leicht/Lektion 04

In multiple testing, if FP and TP represents False and True Positives, respectively; and TNIn multiple testing, if FP and TP represents False and True Positives, respectively; and TN
and FN represents True and False Negatives, respectively; which of the following representsand FN represents True and False Negatives, respectively; which of the following represents
total number of false null hypothesis.total number of false null hypothesis.

Select one:Select one:

FP + TNFP + TN
TP + TNTP + TN
TP + FNTP + FN
FP + FNFP + FN

The correct answer is: TP + FNThe correct answer is: TP + FN
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QUESTION 259 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following is an application of hypothesis testing?Which of the following is an application of hypothesis testing?
1. Marketing and Psychology1. Marketing and Psychology
2. Finance and Medicine2. Finance and Medicine

Select one:Select one:

Only 1.Only 1.
Both 1. and 2.Both 1. and 2.
Only 2.Only 2.
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.

QUESTION 260 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following is true about two sided hypothesis test?Which of the following is true about two sided hypothesis test?

Select one:Select one:

In this test, the null hypothesis indicates a directional difference.In this test, the null hypothesis indicates a directional difference.
In this test, the alternative hypothesis indicates that the true parameter is different than what isIn this test, the alternative hypothesis indicates that the true parameter is different than what is
claimed.claimed.
In this test, the alternative hypothesis indicates a directional difference.In this test, the alternative hypothesis indicates a directional difference.
In this test, the null hypothesis indicates that the true parameter is different than what is claimed.In this test, the null hypothesis indicates that the true parameter is different than what is claimed.

The correct answer is: In this test, the null hypothesis indicates that the true parameter is different thanThe correct answer is: In this test, the null hypothesis indicates that the true parameter is different than
what is claimed.what is claimed.
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QUESTION 261 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following distributions is used to accept or not accept the null hypothesis?Which of the following distributions is used to accept or not accept the null hypothesis?

Select one:Select one:

Poisson DistributionPoisson Distribution
Normal DistributionNormal Distribution
Chi-Squared DistributionChi-Squared Distribution
Gaussian DistributionGaussian Distribution

The correct answer is: Chi-Squared DistributionThe correct answer is: Chi-Squared Distribution

QUESTION 262 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following command in R will compute the critical value of a chi-squareWhich of the following command in R will compute the critical value of a chi-square
distribution with 'df' degrees of freedom and alpha significance level.distribution with 'df' degrees of freedom and alpha significance level.

Select one:Select one:

qchisq(1-alpha,1-df)qchisq(1-alpha,1-df)
qchisq(1-alpha,df)qchisq(1-alpha,df)
qchisq(alpha,df)qchisq(alpha,df)
qchisq(1-alpha,df-1)qchisq(1-alpha,df-1)

The correct answer is: qchisq(1-alpha,df)The correct answer is: qchisq(1-alpha,df)
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QUESTION 263 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following command in excel will conduct the t-test for two independent samplesWhich of the following command in excel will conduct the t-test for two independent samples
A and B, assuming the variances are unknown and unequal.A and B, assuming the variances are unknown and unequal.

Select one:Select one:

=T.TEST(A,B,2)=T.TEST(A,B,2)
=T.TEST(A,B,3)=T.TEST(A,B,3)
=T.TEST(A,B,2:3)=T.TEST(A,B,2:3)
=T.TEST(A,B,2,3)=T.TEST(A,B,2,3)

The correct answer is: =T.TEST(A,B,2,3)The correct answer is: =T.TEST(A,B,2,3)

QUESTION 264 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

For testing equality of means when the variances of population are unknown but assumed toFor testing equality of means when the variances of population are unknown but assumed to
be equal, the degree of freedom for n1 and n2 sample sizes is given by…be equal, the degree of freedom for n1 and n2 sample sizes is given by…

Select one:Select one:

n1+n2-2n1+n2-2
2*(n1+n2)2*(n1+n2)
ni+n2+2ni+n2+2
(ni+n2)/2(ni+n2)/2

The correct answer is: n1+n2-2The correct answer is: n1+n2-2
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QUESTION 265 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

You are testing the difference between the means of two related populations, represented byYou are testing the difference between the means of two related populations, represented by
m1 and m2, respectively.m1 and m2, respectively.
Which of the following would be a correct null hypothesis?Which of the following would be a correct null hypothesis?

Select one:Select one:

(m1-m2) > 0(m1-m2) > 0
m1-m2 = 1m1-m2 = 1
-1 < (M1-M2) > 1-1 < (M1-M2) > 1
m1-m2 = 0m1-m2 = 0

The correct answer is: m1-m2 = 0The correct answer is: m1-m2 = 0

QUESTION 266 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

In a hypothesis test, the p-value comes out to be less than α.In a hypothesis test, the p-value comes out to be less than α.
What conclusion can be drawn from this?What conclusion can be drawn from this?

Select one:Select one:

Reject the Alternate HypothesisReject the Alternate Hypothesis
Reject the Null HypothesisReject the Null Hypothesis
The value of alpha should be examinedThe value of alpha should be examined
Fail to Reject the Null HypothesisFail to Reject the Null Hypothesis

The correct answer is: Reject the Null HypothesisThe correct answer is: Reject the Null Hypothesis
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QUESTION 267 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following statements is true about the power of test?Which of the following statements is true about the power of test?

Select one:Select one:

We want the power of a hypothesis test to be as large as possible.We want the power of a hypothesis test to be as large as possible.
Power of the test is independent of the sample size in all cases.Power of the test is independent of the sample size in all cases.
Power of test is compliment of the type I error.Power of test is compliment of the type I error.
We want the power of a hypothesis test to be as small as possible.We want the power of a hypothesis test to be as small as possible.

The correct answer is: We want the power of a hypothesis test to be as large as possible.The correct answer is: We want the power of a hypothesis test to be as large as possible.

QUESTION 268 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

You want to construct a confidence interval estimate.You want to construct a confidence interval estimate.
This will be constructed around…This will be constructed around…

Select one:Select one:

the degree of freedom.the degree of freedom.
the population parameter.the population parameter.
the point estimate.the point estimate.
the power of test.the power of test.

The correct answer is: the point estimate.The correct answer is: the point estimate.
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QUESTION 269 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

The probability that a confidence interval contains the true value of the target parameter isThe probability that a confidence interval contains the true value of the target parameter is
called the…called the…

Select one:Select one:

p-value.p-value.
power of test.power of test.
confidence level.confidence level.
significance level.significance level.

The correct answer is: confidence level.The correct answer is: confidence level.

QUESTION 270 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

All other things remaining constant, how is the confidence interval size affected by doublingAll other things remaining constant, how is the confidence interval size affected by doubling
the sample size?the sample size?

Select one:Select one:

This will multiply the interval size by two.This will multiply the interval size by two.
This will divide the interval size by sqrt(2).This will divide the interval size by sqrt(2).
This will divide the interval size by two.This will divide the interval size by two.
This will multiply the interval size by sqrt(2).This will multiply the interval size by sqrt(2).

The correct answer is: This will divide the interval size by sqrt(2).The correct answer is: This will divide the interval size by sqrt(2).
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QUESTION 271 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following statements is true about the margin of error?Which of the following statements is true about the margin of error?
1. The margin of error varies directly with the standard deviation of the sample.1. The margin of error varies directly with the standard deviation of the sample.
2. The margin of error varies directly with the square root of the sample size.2. The margin of error varies directly with the square root of the sample size.

Select one:Select one:

Only 2.Only 2.
Only 1.Only 1.
Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.

The correct answer is: Only 1.The correct answer is: Only 1.

QUESTION 272 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

Which of the following statements is true about the margin of error?Which of the following statements is true about the margin of error?
1. The margin of error varies directly with the population size.1. The margin of error varies directly with the population size.
2. The margin of error varies is not affected by the value of the sample mean.2. The margin of error varies is not affected by the value of the sample mean.

Select one:Select one:

Only 1.Only 1.
Only 2.Only 2.
Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.

The correct answer is: Only 2.The correct answer is: Only 2.
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QUESTION 273 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

The confidence interval for the true population at 99% level of confidence was reported to beThe confidence interval for the true population at 99% level of confidence was reported to be
(0.6,0.8).(0.6,0.8).
Which of the following is a possible 95% confidence interval from the same sample?Which of the following is a possible 95% confidence interval from the same sample?
Round the answer to two decimal places.Round the answer to two decimal places.

Select one:Select one:

(0.51,0.89)(0.51,0.89)
(0.56,0.84)(0.56,0.84)
(0.59,0.82)(0.59,0.82)
(0.67, 0.78)(0.67, 0.78)

The correct answer is: (0.67, 0.78)The correct answer is: (0.67, 0.78)

QUESTION 274 OF 312
DLBDSSIS01_MC_mittel/Lektion 04

The confidence interval for the true population at 90% level of confidence was reported to beThe confidence interval for the true population at 90% level of confidence was reported to be
(0.6,0.8).(0.6,0.8).
Which of the following is a possible 95% confidence interval from the same sample?Which of the following is a possible 95% confidence interval from the same sample?
Round the answer to one decimal place.Round the answer to one decimal place.

Select one:Select one:

(0.7,0.8)(0.7,0.8)
(0.4,0.8)(0.4,0.8)
(0.5,0.9)(0.5,0.9)
(0.6,0.8)(0.6,0.8)

The correct answer is: (0.5,0.9)The correct answer is: (0.5,0.9)
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QUESTION 275 OF 312
DLBDSSIS01_MC_schwer/Lektion 04

Which of the following is true about the significance level of a hypothesis test?Which of the following is true about the significance level of a hypothesis test?

Select one:Select one:

The significance level of a hypothesis test is the highest probability of correctly rejecting the nullThe significance level of a hypothesis test is the highest probability of correctly rejecting the null
hypothesis.hypothesis.
The significance level of a hypothesis test is the mean probability of incorrectly rejecting the nullThe significance level of a hypothesis test is the mean probability of incorrectly rejecting the null
hypothesis.hypothesis.
The significance level of a hypothesis test is the highest probability of incorrectly accepting the nullThe significance level of a hypothesis test is the highest probability of incorrectly accepting the null
hypothesis.hypothesis.
The significance level of a hypothesis test is the highest probability of incorrectly rejecting the nullThe significance level of a hypothesis test is the highest probability of incorrectly rejecting the null
hypothesis.hypothesis.

The correct answer is: The significance level of a hypothesis test is the highest probability of incorrectlyThe correct answer is: The significance level of a hypothesis test is the highest probability of incorrectly
rejecting the null hypothesis.rejecting the null hypothesis.

QUESTION 276 OF 312
DLBDSSIS01_MC_schwer/Lektion 04

‘It is easier to accumulate wealth if one starts investing before the age of 20’.‘It is easier to accumulate wealth if one starts investing before the age of 20’.
This statement is an example of…This statement is an example of…

Select one:Select one:

an alternative hypothesis.an alternative hypothesis.
two-tailed hypothesis.two-tailed hypothesis.
null hypothesis.null hypothesis.
one-tailed hypothesis.one-tailed hypothesis.

The correct answer is: one-tailed hypothesis.The correct answer is: one-tailed hypothesis.

12.06.2023 137/155 (c) IU



QUESTION 277 OF 312
DLBDSSIS01_MC_schwer/Lektion 04

For the normal distribution, the null hypothesis, 'Ho' states that μo = 25. against the alternativeFor the normal distribution, the null hypothesis, 'Ho' states that μo = 25. against the alternative
hypothesis, 'H1', which states that u1 < 25.hypothesis, 'H1', which states that u1 < 25.
This hypothesis test is an example of?This hypothesis test is an example of?

Select one:Select one:

Two sided testTwo sided test
Center tailed testCenter tailed test
Left tailed testLeft tailed test
Right tailed testRight tailed test

The correct answer is: Left tailed testThe correct answer is: Left tailed test

QUESTION 278 OF 312
DLBDSSIS01_MC_schwer/Lektion 04

The least number of cases that need to appear in each category for chi-square test is…The least number of cases that need to appear in each category for chi-square test is…

Select one:Select one:

11
66
55
33

The correct answer is: 5The correct answer is: 5
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If 'n' and 'c' are the number of rows and columns, respectively, in the contingency table, thanIf 'n' and 'c' are the number of rows and columns, respectively, in the contingency table, than
which of the following formula can be used to calculate degree of freedom in a cis-square testwhich of the following formula can be used to calculate degree of freedom in a cis-square test
of independence?of independence?

Select one:Select one:

(n-1)*(c-1)(n-1)*(c-1)
n+c-2n+c-2
(n+c)/2(n+c)/2
n*cn*c

The correct answer is: (n-1)*(c-1)The correct answer is: (n-1)*(c-1)

QUESTION 280 OF 312
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Which of the following statements is true about Chi-square test for independence?Which of the following statements is true about Chi-square test for independence?

Select one:Select one:

It is used to test whether there is relationship between the sample estimate and populationIt is used to test whether there is relationship between the sample estimate and population
estimate.estimate.
It is used to test whether there is relationship between two numerical variables.It is used to test whether there is relationship between two numerical variables.
It is used to test whether there is relationship between the population mean and variance.It is used to test whether there is relationship between the population mean and variance.
It is used to test whether there is relationship between two categorical variables.It is used to test whether there is relationship between two categorical variables.

The correct answer is: It is used to test whether there is relationship between two categorical variables.The correct answer is: It is used to test whether there is relationship between two categorical variables.
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The enrollment in preschool franchise for the week is given as Monday:23, Tuesday:27,The enrollment in preschool franchise for the week is given as Monday:23, Tuesday:27,
Wednesday: 12, Thursday: 18, Friday: 10, Saturday: 34, and Sunday: 37.Wednesday: 12, Thursday: 18, Friday: 10, Saturday: 34, and Sunday: 37.
For chisquare test, what will be the expected number of enrollments on Monday and Sunday?For chisquare test, what will be the expected number of enrollments on Monday and Sunday?

Select one:Select one:

Monday: 23 and Sunday: 23Monday: 23 and Sunday: 23
Monday: 27 and Sunday: 27Monday: 27 and Sunday: 27
Monday: 23 and Sunday: 27Monday: 23 and Sunday: 27
Monday: 34 and Sunday: 24Monday: 34 and Sunday: 24

The correct answer is: Monday: 23 and Sunday: 23The correct answer is: Monday: 23 and Sunday: 23

QUESTION 282 OF 312
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When comparing two population proportions, which of the following will be an acceptable nullWhen comparing two population proportions, which of the following will be an acceptable null
hypothesis if the alternate hypothesis is p1 < p2?hypothesis if the alternate hypothesis is p1 < p2?

Select one:Select one:

Null Hypothesis: p1 > p2Null Hypothesis: p1 > p2
Null Hypothesis: p1 < p2Null Hypothesis: p1 < p2
Null Hypothesis: p1 = p2Null Hypothesis: p1 = p2
Null Hypothesis: p1 ≠ p2Null Hypothesis: p1 ≠ p2

The correct answer is: Null Hypothesis: p1 = p2The correct answer is: Null Hypothesis: p1 = p2
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You are conducting a t-test for a difference between two population means.You are conducting a t-test for a difference between two population means.
In this case, when should a pooled variance be calculated?In this case, when should a pooled variance be calculated?

Select one:Select one:

When the population variances are known but not equalWhen the population variances are known but not equal
When the population variances are unknown but assumed to be equalWhen the population variances are unknown but assumed to be equal
When the population variances are known and equalWhen the population variances are known and equal
When the sample variances are easy to calculateWhen the sample variances are easy to calculate

The correct answer is: When the population variances are unknown but assumed to be equalThe correct answer is: When the population variances are unknown but assumed to be equal

QUESTION 284 OF 312
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Which of the following influences the width of the confidence interval?Which of the following influences the width of the confidence interval?

Select one:Select one:

Small confidence levelSmall confidence level
The estimator of the parameter of interestThe estimator of the parameter of interest
Large confidence levelLarge confidence level
Decrease in uncertaintyDecrease in uncertainty

The correct answer is: Large confidence levelThe correct answer is: Large confidence level
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Which of the following is correct about the p-value in hypothesis testing?Which of the following is correct about the p-value in hypothesis testing?

Select one:Select one:

The p-value can be used to assert that the alternative hypothesis is true.The p-value can be used to assert that the alternative hypothesis is true.
The large p-value indicates that the observed effect is due to random chance.The large p-value indicates that the observed effect is due to random chance.
It's the smallest value of type I error for which the data suggests that null hypothesis can beIt's the smallest value of type I error for which the data suggests that null hypothesis can be
rejected.rejected.
The probability of failing to reject the null hypothesis, given the observed results.The probability of failing to reject the null hypothesis, given the observed results.

The correct answer is: It's the smallest value of type I error for which the data suggests that nullThe correct answer is: It's the smallest value of type I error for which the data suggests that null
hypothesis can be rejected.hypothesis can be rejected.

QUESTION 286 OF 312
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In multiple testing, following numbers are recorded. 1) The number of true null hypothesis thatIn multiple testing, following numbers are recorded. 1) The number of true null hypothesis that
is rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The numberis rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The number
of true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that isof true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that is
not rejected is 10.not rejected is 10.
Given the above information, which of the following values represent total number of nullGiven the above information, which of the following values represent total number of null
hypothesis?hypothesis?

Select one:Select one:

2020
9090
7070
100100

The correct answer is: 100The correct answer is: 100
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In multiple testing, following numbers are recorded. 1) The number of true null hypothesis thatIn multiple testing, following numbers are recorded. 1) The number of true null hypothesis that
is rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The numberis rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The number
of true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that isof true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that is
not rejected is 10.not rejected is 10.
Given the above information, which of the following values represent total number of nullGiven the above information, which of the following values represent total number of null
hypothesis that is not rejected?hypothesis that is not rejected?

Select one:Select one:

6060
100100
3030
4040

The correct answer is: 30The correct answer is: 30

QUESTION 288 OF 312
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In multiple testing, following numbers are recorded. 1) The number of true null hypothesis thatIn multiple testing, following numbers are recorded. 1) The number of true null hypothesis that
is rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The numberis rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The number
of true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that isof true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that is
not rejected is 10.not rejected is 10.
Given the above information, which of the following values represent total number of false nullGiven the above information, which of the following values represent total number of false null
hypothesis?hypothesis?

Select one:Select one:

6060
4040
7070
5050

The correct answer is: 40The correct answer is: 40
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In multiple testing, following numbers are recorded. 1) The number of true null hypothesis thatIn multiple testing, following numbers are recorded. 1) The number of true null hypothesis that
is rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The numberis rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The number
of true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that isof true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that is
not rejected is 10.not rejected is 10.
Given the above information, which of the following values represent total number of rejectedGiven the above information, which of the following values represent total number of rejected
null hypothesis?null hypothesis?

Select one:Select one:

7070
5050
4040
6060

The correct answer is: 70The correct answer is: 70

QUESTION 290 OF 312
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In multiple testing, following numbers are recorded. 1) The number of true null hypothesis thatIn multiple testing, following numbers are recorded. 1) The number of true null hypothesis that
is rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The numberis rejected is 40. 2) The number of false null hypothesis that is rejected is 30. 3) The number
of true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that isof true null hypothesis that is not rejected is 20. 4) The number of false null hypothesis that is
not rejected is 10.not rejected is 10.
Given the above information, which of the following values represent total number of true nullGiven the above information, which of the following values represent total number of true null
hypothesis?hypothesis?

Select one:Select one:

6060
3030
4040
7070

The correct answer is: 60The correct answer is: 60

12.06.2023 144/155 (c) IU



QUESTION 291 OF 312
DLBDSSIS01_MC_leicht/Lektion 05

You want to classify customer churn for an ecommerce company. You will do this by making aYou want to classify customer churn for an ecommerce company. You will do this by making a
decision D based on an observation x. 'x' contains information basis which the truedecision D based on an observation x. 'x' contains information basis which the true
classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn.classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn.
Which of the following represents a correct decision match?Which of the following represents a correct decision match?

Select one:Select one:

The customer is churn, and the decision function D predicts y=0.The customer is churn, and the decision function D predicts y=0.
The customer is not churn, and the decision function D predicts y=1.The customer is not churn, and the decision function D predicts y=1.
The customer is churn, and the decision function D predicts y<1.The customer is churn, and the decision function D predicts y<1.
The customer is churn, and the decision function D predicts y=1.The customer is churn, and the decision function D predicts y=1.

The correct answer is: The customer is churn, and the decision function D predicts y=1.The correct answer is: The customer is churn, and the decision function D predicts y=1.

QUESTION 292 OF 312
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You want to classify customer churn for an ecommerce company. You will do this by making aYou want to classify customer churn for an ecommerce company. You will do this by making a
decision D based on an observation x. 'x' contains information basis which the truedecision D based on an observation x. 'x' contains information basis which the true
classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn.classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn.
Which of the following represents a correct decision match?Which of the following represents a correct decision match?

Select one:Select one:

The customer is churn, and the decision function D predicts y=0.The customer is churn, and the decision function D predicts y=0.
The customer is non-churn, and the decision function D predicts y=0.The customer is non-churn, and the decision function D predicts y=0.
The customer is non-churn, and the decision function D predicts y=1.The customer is non-churn, and the decision function D predicts y=1.
The customer is churn, and the decision function D predicts y<1.The customer is churn, and the decision function D predicts y<1.

The correct answer is: The customer is non-churn, and the decision function D predicts y=0.The correct answer is: The customer is non-churn, and the decision function D predicts y=0.
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You want to classify customer churn for an ecommerce company. You will do this by making aYou want to classify customer churn for an ecommerce company. You will do this by making a
decision D based on an observation x. 'x' contains information basis which the truedecision D based on an observation x. 'x' contains information basis which the true
classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn.classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn.
Which of the following statements is correct about an incorrect decision?Which of the following statements is correct about an incorrect decision?
1. The customer is churn, but the decision function D predicts it as non churn.1. The customer is churn, but the decision function D predicts it as non churn.
2. The customer is non churn, but the decision function D predicts it as churn.2. The customer is non churn, but the decision function D predicts it as churn.

Select one:Select one:

Only 2.Only 2.
Only 1.Only 1.
Both 1. and 2.Both 1. and 2.
Neither 1. nor 2.Neither 1. nor 2.

The correct answer is: Both 1. and 2.The correct answer is: Both 1. and 2.

QUESTION 294 OF 312
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Which of the following statements is correct about the loss function?Which of the following statements is correct about the loss function?

Select one:Select one:

This function measures the quality of a decision against the false state.This function measures the quality of a decision against the false state.
This function is a measure of volatility in the decision.This function is a measure of volatility in the decision.
This function measures the quality of a decision against the true state.This function measures the quality of a decision against the true state.
This function measures the median amount of risk in a decision.This function measures the median amount of risk in a decision.

The correct answer is: This function measures the quality of a decision against the true state.The correct answer is: This function measures the quality of a decision against the true state.
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Which of the following statements is correct about the loss function?Which of the following statements is correct about the loss function?

Select one:Select one:

It is a negative function.It is a negative function.
It is expressed in the complex number form, i.e., a + bi.It is expressed in the complex number form, i.e., a + bi.
It is a non-negative function.It is a non-negative function.
It only takes binary values, 0 and 1.It only takes binary values, 0 and 1.

The correct answer is: It is a non-negative function.The correct answer is: It is a non-negative function.

QUESTION 296 OF 312
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The loss matrix is the analogous object of a …The loss matrix is the analogous object of a …

Select one:Select one:

Classification Tree.Classification Tree.
Dendogram.Dendogram.
ROC Curve.ROC Curve.
Confusion matrix.Confusion matrix.

The correct answer is: Confusion matrix.The correct answer is: Confusion matrix.
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How can we quantify the goodness of a decision function?How can we quantify the goodness of a decision function?

Select one:Select one:

By analyzing the fixed value of the loss per decisionBy analyzing the fixed value of the loss per decision
By visualizing the loss histogramBy visualizing the loss histogram
By simulating the loss function and calculating the probabilitiesBy simulating the loss function and calculating the probabilities
By analyzing the expected value of the loss functionBy analyzing the expected value of the loss function

The correct answer is: By analyzing the expected value of the loss functionThe correct answer is: By analyzing the expected value of the loss function

QUESTION 298 OF 312
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Which of the following is true about a risk function?Which of the following is true about a risk function?

Select one:Select one:

It is the expected loss for a given loss function and a given decision function.It is the expected loss for a given loss function and a given decision function.
It is the probability of loss for a given loss function irrespective of the decision function.It is the probability of loss for a given loss function irrespective of the decision function.
It is the probability of loss for a given loss function and a given decision function.It is the probability of loss for a given loss function and a given decision function.
It is the expected loss for a given loss function and is fixed across any decision function.It is the expected loss for a given loss function and is fixed across any decision function.

The correct answer is: It is the expected loss for a given loss function and a given decision function.The correct answer is: It is the expected loss for a given loss function and a given decision function.
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Which of the following is true about Baye's risk?Which of the following is true about Baye's risk?

Select one:Select one:

In Baye's risk, the false state is treated as a random variable with a given prior distribution.In Baye's risk, the false state is treated as a random variable with a given prior distribution.
In Baye's risk, the true state is treated as a constant with a given posterior distribution.In Baye's risk, the true state is treated as a constant with a given posterior distribution.
In Baye's risk, the true state is treated as a random variable with a given posterior distribution.In Baye's risk, the true state is treated as a random variable with a given posterior distribution.
In Baye's risk, the true state is treated as a random variable with a given prior distribution.In Baye's risk, the true state is treated as a random variable with a given prior distribution.

The correct answer is: In Baye's risk, the true state is treated as a random variable with a given priorThe correct answer is: In Baye's risk, the true state is treated as a random variable with a given prior
distribution.distribution.

QUESTION 300 OF 312
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The decision function that minimizes the Baye's risk is called…The decision function that minimizes the Baye's risk is called…

Select one:Select one:

Bayes decision function.Bayes decision function.
Minimimax risk function.Minimimax risk function.
Admissible decision function.Admissible decision function.
Maximum risk function.Maximum risk function.

The correct answer is: Bayes decision function.The correct answer is: Bayes decision function.
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If y is the true state and D is the decision, then for a binary churn problem, where 1 representsIf y is the true state and D is the decision, then for a binary churn problem, where 1 represents
churn and 0 represents non-churn, what will be the value of loss function L(0,0)?churn and 0 represents non-churn, what will be the value of loss function L(0,0)?

Select one:Select one:

11
> 0> 0
00
< 0< 0

The correct answer is: 0The correct answer is: 0

QUESTION 302 OF 312
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If y is the true state and D is the decision, then for a binary churn problem, where 1 representsIf y is the true state and D is the decision, then for a binary churn problem, where 1 represents
churn and 0 represents non-churn, what will be the value of loss function L(1,1)?churn and 0 represents non-churn, what will be the value of loss function L(1,1)?

Select one:Select one:

11
00
> 0> 0
< 0< 0

The correct answer is: 0The correct answer is: 0
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If y is the true state and D is the decision, then for a binary churn problem, where 1 representsIf y is the true state and D is the decision, then for a binary churn problem, where 1 represents
churn and 0 represents non-churn, what will be the value of loss function L(0,1)?churn and 0 represents non-churn, what will be the value of loss function L(0,1)?

Select one:Select one:

00
> 1> 1
11
-1-1

The correct answer is: 1The correct answer is: 1

QUESTION 304 OF 312
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If y is the true state and D is the decision, then for a binary churn problem, where 1 representsIf y is the true state and D is the decision, then for a binary churn problem, where 1 represents
churn and 0 represents non-churn, what will be the value of loss function L(1,0)?churn and 0 represents non-churn, what will be the value of loss function L(1,0)?

Select one:Select one:

> 1> 1
-1-1
00
11

The correct answer is: 1The correct answer is: 1
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Given a loss function L, decision function D, and a random variable X whose values weGiven a loss function L, decision function D, and a random variable X whose values we
observe, the risk function is given by which of the following expressions?observe, the risk function is given by which of the following expressions?

Select one:Select one:

E[L(X,L(Y))]E[L(X,L(Y))]
E[L(y,D(X))]E[L(y,D(X))]
E[D(y,L(X))]E[D(y,L(X))]
E[D(y)] * L(X)E[D(y)] * L(X)

The correct answer is: E[L(y,D(X))]The correct answer is: E[L(y,D(X))]

QUESTION 306 OF 312
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Which of the following statements is true?Which of the following statements is true?
1. Maximum risk is the maximum of the risk function over all possible values of the true state.1. Maximum risk is the maximum of the risk function over all possible values of the true state.
2. Minimax risk function is used when for each decision function, we compute the average risk2. Minimax risk function is used when for each decision function, we compute the average risk
across all values of the true state.across all values of the true state.

Select one:Select one:

Neither 1. nor 2.Neither 1. nor 2.
Both 1. and 2.Both 1. and 2.
Only 2.Only 2.
Only 1.Only 1.

The correct answer is: Only 1.The correct answer is: Only 1.
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In a loss matrix, each cell in the matrix has the value of the loss incurred by the value of the AIn a loss matrix, each cell in the matrix has the value of the loss incurred by the value of the A
against the B. Which of the following represents the correct match for A and B?against the B. Which of the following represents the correct match for A and B?

Select one:Select one:

A: standard deviation,A: standard deviation,
B: false stateB: false state
A: standard deviation,A: standard deviation,
B: true stateB: true state
A: chosen decision function,A: chosen decision function,
B: true stateB: true state
A: chosen decision function,A: chosen decision function,
B: false stateB: false state

The correct answer is: A: chosen decision function,The correct answer is: A: chosen decision function,
B: true stateB: true state

QUESTION 308 OF 312
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You want to classify customer churn for an ecommerce company. You will do this by making aYou want to classify customer churn for an ecommerce company. You will do this by making a
decision D based on an observation x. 'x' contains information basis which the truedecision D based on an observation x. 'x' contains information basis which the true
classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn. classification y is done. You choose y=1 to indicate churn and y=0 to indicate non-churn. 
Which of the following statements could be a correct loss function for this case?Which of the following statements could be a correct loss function for this case?

Select one:Select one:

L(y,D) = 0, if y=D, and L(y,D) = 1, if y≠DL(y,D) = 0, if y=D, and L(y,D) = 1, if y≠D
L(y,D) = 0, if y=D, and L(y,D) < 0, if y≠DL(y,D) = 0, if y=D, and L(y,D) < 0, if y≠D
L(y,D) = 1, if y=D, and L(y,D) = 0, if y≠DL(y,D) = 1, if y=D, and L(y,D) = 0, if y≠D
L(y,D) = 1, if y=D, and L(y,D) > 0, if y≠DL(y,D) = 1, if y=D, and L(y,D) > 0, if y≠D

The correct answer is: L(y,D) = 0, if y=D, and L(y,D) = 1, if y≠DThe correct answer is: L(y,D) = 0, if y=D, and L(y,D) = 1, if y≠D
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Given a loss function L, decision function D, and a random variable X that follows a discreteGiven a loss function L, decision function D, and a random variable X that follows a discrete
distribution, the risk function is given by which of the following expressions?distribution, the risk function is given by which of the following expressions?

Select one:Select one:

(∫L(y,D(X))) / P(X=x), for all x(∫L(y,D(X))) / P(X=x), for all x
∫L(y,D(X)) * P(X=x), for all x∫L(y,D(X)) * P(X=x), for all x
(∑L(y,D(X))) / P(X=x), for all x(∑L(y,D(X))) / P(X=x), for all x
∑L(y,D(X)) * P(X=x), for all x∑L(y,D(X)) * P(X=x), for all x

The correct answer is: ∑L(y,D(X)) * P(X=x), for all xThe correct answer is: ∑L(y,D(X)) * P(X=x), for all x
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Minimax is a decision rule used in decision theory to…Minimax is a decision rule used in decision theory to…

Select one:Select one:

minimize the possible gain for a best case (maximum gain) scenario.minimize the possible gain for a best case (maximum gain) scenario.
reduce the variability of possible loss for a best case (maximum gain) scenario.reduce the variability of possible loss for a best case (maximum gain) scenario.
maximize the possible loss for a worst case (maximum loss) scenario.maximize the possible loss for a worst case (maximum loss) scenario.
minimize the possible loss for a worst case (maximum loss) scenario.minimize the possible loss for a worst case (maximum loss) scenario.

The correct answer is: minimize the possible loss for a worst case (maximum loss) scenario.The correct answer is: minimize the possible loss for a worst case (maximum loss) scenario.
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The maximum risk for two decision functions d1 and d2 is x and y, respectively. Under whichThe maximum risk for two decision functions d1 and d2 is x and y, respectively. Under which
condition will d1 be the better decision function?condition will d1 be the better decision function?

Select one:Select one:

When x < yWhen x < y
When x and y are not comparableWhen x and y are not comparable
When x > yWhen x > y
When x = yWhen x = y

The correct answer is: When x < yThe correct answer is: When x < y

QUESTION 312 OF 312
DLBDSSIS01_MC_schwer/Lektion 05

If Θ represents the parameter to be estimated, and D represents the decision function, thenIf Θ represents the parameter to be estimated, and D represents the decision function, then
which of the following represents the risk for a fixed loss function?which of the following represents the risk for a fixed loss function?

Select one:Select one:

R(Θ,D)R(Θ,D)
R(Θ^2,D)R(Θ^2,D)
R(1,Θ * D)R(1,Θ * D)
R(Θ * D,1)R(Θ * D,1)

The correct answer is: R(Θ,D)The correct answer is: R(Θ,D)
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