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Learning Objectives
This course will provide students with an introduction to innovation in pharmaceuticals and medical technology. Upon completion of this course, students will understand the concept of innovation in healthcare and be able to evaluate the perspective of different stakeholders regarding innovation. 
The course explores the innovation landscape in health systems. It teaches students to critically discuss topics like information asymmetries, market barriers, IP protection, and innovation policy. Students will be introduced to health economic considerations of innovations in Pharma and MedTech. This includes key models like health technology assessment and cost-benefit analysis. Students will be guided to critically evaluate the broader impact of innovation, including global population health and ethical challenges. Students will be able to understand the idea of disruptive I innovations and explain examples of disruptive innovation in Pharma and MedTech. The course introduces some key technological trends in Pharma and Medical Technology like nanomedicine, the 4P medicine paradigm, advanced molecular technologies and disruptions like artificial intelligence or virtual reality.
Students will be able to evaluate why innovation projects fail or succeed. They will also be able to discuss the opportunities and challenges of new trends in the world of pharmaceuticals and medical technology. 
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Unit 1 – Introduction to Innovation in Pharma and Medical Technology

Study Goals

On completion of this unit, you will be able to …

…. apply essential definitions and concepts of innovation theory to the specific context of pharma and medical technology.
… evaluate innovations using measurement concepts applicable to pharma and medical technology.
… analyze the stakeholder universe throughout the invention and commercialization phases of pharma and medical technology innovations.
… understand the determinants of innovation in pharma and medical technology on industry and organizational level.
…. explain the interdependencies between R&D and pricing in pharmaceutical innovations.

[bookmark: _Hlk114642482][bookmark: _Hlk114643954]1. Introduction to Innovation in Pharma and Medical Technology
Introduction 
Innovation is one of the buzzwords of our time; it is everywhere – in business, politics, and daily life. Innovation has many nuances, and the importance of innovation to the world’s societies and economies is undisputed.
Let’s look at healthcare. We all need it, and we have benefitted from doubling the life expectancy from that of the year 1900, driven by advancements in public health, pharma, and medical technology (Roser et al., 2013). We are used to the fact that a steady flow of new drugs or medical devices continuously pushes the boundaries of what health service providers can offer to patients in terms of diagnostic and treatment options. Many breakthroughs in preventing, diagnosing, and treating diseases were enabled by new products delivered by the pharma and medical technology industry – they probably belong to the biggest contributions across industries ever made to societies. The COVID-19 pandemic illuminated the essential role new vaccines play in fighting public health crises through multiple innovative features: Science and technology paved the way for a new type of mRNA vaccines and the development process itself included innovative elements that translated into a record development time of only seven months (Watzek, 2022, p. 121). The foundation for the largest vaccination campaign in history was laid. Alternatively, think of new breakthrough medical technologies, such as percutaneous coronary intervention (PCI) replacing open heart surgery in treating ischemic heart disease, the leading cause of death worldwide. Hundreds of thousands of patients each year benefit from the potentially life-saving medical technology – that is true innovation.

Considering the importance of the topic, innovation in general has been intensively studied and scientifically disputed from many different scientific and economic perspectives, utilizing a broad range of definitions. Despite a huge amount of literature, there is still a high level of ambiguity, contradiction, and unknowns around the concept of innovation, as “there is neither a dominant discipline nor a theory that can explain all aspects of innovation including how innovations occur” (Stiller et al., 2021, para. 2). With this in mind, we will explore some fundamentals of the innovation concept.
1.1 Incremental, Radical, and Disruptive Innovation
Let’s see what innovation theory tells us about some basic definitions, classifications, and important contextual factors of innovation, with a particular emphasis on pharma and medical technologies.
Concept and Dimensions of Innovation
As summarized in an early edition of the Organization of Economic and Cooperation Development’s (OECD) Oslo manual on the measurement of scientific and technological activities, Joseph Schumpeter laid the foundation for innovation theory in the 1930s. He viewed economic growth as new technologies replacing the old ones, a process he called “creative destruction.” In this context, he listed five types of innovations (OECD, 2018):
1. New products
2. New methods of production
3. New markets
4. New market structures in an industry
5. New sources of supply for raw materials or other inputs
Since then, the innovation concept has been subject to continuous evolution, driven by research, experiences, and insights on innovation and innovation management. 
The OECD’s definition of innovation, issued in 2018, can serve as a point of reference in the incalculable number of publications. The basic definitions of a product and business process innovation are as follows:
“A product innovation is a new or improved good or service that differs significantly
from the firm’s previous goods or services and that has been introduced on the
market.
A business process innovation is a new or improved business process for one or
more business functions that differ significantly from the firm’s previous business
processes and that has been brought into use by the firm.” (OECD & Europäische Kommission, 2018, p. 21)
These definitions include two essential features of an innovation, which are generally applicable across all types of innovations:
1. The comparative edge (significant difference compared to previous products or processes is required) 
2. The utilization edge (market introduction and usage required)
Simply, an innovation is a commercialized invention or new idea. Hauschildt and Gemünden (2017) discuss five more granular dimensions of the modern innovation concept, which are explained below.
The content dimension: What is new?
As per the OECD definition, products and processes are the two main substrates where innovation happens. They address technical, organizational, business, or societal functionalities. Services are an important third playing ground of innovation. The public perception is often focused on tangible products, but service innovations can have real transformational potential (such as online business replacing traditional shops; Barlow, 2017, p. 31).
The intensity dimension: How new?
The “degree of newness” of an innovation can be described using four different sub-dimensions:
1. The market dimension looks at the size of commercial opportunities, risk, and necessary investments for market uptake and sustainability.
2. The technology dimension characterizes the technological advancements on product, process, or system level, as well as associated chances and risks.
3. The organization dimension explores the changes required for an innovative organization’s business strategy, structures, processes, competencies, culture, and incentive systems.
4. The environment dimension describes the impact of external factors, such as political context, regulation, financing, and stakeholder interest on the innovation.
By combining different levels of fulfillment along those dimensions, different types of innovation can be crystallized: radical or incremental.
Radical innovation means that all four sub-dimensions of the intensity dimension are fulfilled extensively. Consequently. radical innovations trigger significant changes in the markets and populations they serve. The mRNA-based COVID-19 vaccines are prime examples of a radical innovation based on those criteria. Another example is the first antibiotic – Penicillin – discovered by Alexander Fleming in 1928 and industrially manufactured in 1943, which has saved millions of lives since then (Gaynes, 2017).
[bookmark: _Hlk112850763]Incremental innovation has various levels of dimension fulfillment with low or moderate expression. This type of innovation represents a more gradual, stepwise advancement of the status quo and is usually not associated with changes in the market or the business model of the company. Think of a new “once-a-day” pill offering convenience and drug compliance advantages compared to an existing “twice a day “drug – a typical incremental innovation.Reimbursement
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The intensity dimension is of particular importance for pharma and medical technologies, as it drives payment and adoption mechanisms in the healthcare sector. Achievable prices or reimbursement levels for pharma and medical technology innovations are strongly connected with the innovation intensity they carry. Later in this unit, we will explore how innovation intensity will be measured with a focus on drugs and medical devices.
The subjectivity dimension: New for whom?
The perception of innovation is subject to significant subjective bias; therefore, it is not only the measurable technological advancement that constitutes an innovation but also, to a great extent, the perception of the relevant stakeholders who make the final call. The relevant stakeholders are usually the envisaged adopters of the innovation. There are several levels of adopters, depending on the type and scope of the innovation:
· individuals (laypersons) or individual experts
· individual companies or target organizations
· specific industry sectors
· countries or national economies
· humanity
The “newness” of an innovation is in the eye of the beholder. This “subjectivity” element carries significant issues for the healthcare arena, as it causes uncertainties about the “objective” value of an innovation and associated aspects of pricing and reimbursement of innovations. Going forward, we will need to analyze how this is being addressed by the relevant stakeholders.
The procedural dimension: Where does the innovation start and where does it end?
Innovation is not just having a creative idea, which is only the first step. It usually embraces a five-step process:
1. Initiative
2. Research
3. Development
4. Launch
5. Utilization and commercializationMarketing Authorization
Regulatory authorities, such as the FDA (USA), the EMA (European Union), or the PMD (Japan) grant companies’ approval to market a medicine in their countries. The approval is based on a thorough assessment of all scientific data generated during the R&D process as submitted by the company (sponsor).

The innovation process in pharma and medical technology follows this schedule. For example, the pharma research and development (R&D) process (steps one to three) delivers a new drug that has been granted marketing authorization by the regulatory authorities, followed by first wave of market introduction in selected countries. This is based on marketing authorization by the regulatory authorities, as well as pricing and reimbursement decisions (step four), followed by full global roll out (step five). Let us reinforce the point that the concept of modern innovation integrates two key parts (Barlow, 2017, p. 25):
1. [bookmark: _Hlk116393144] A creative part (“invention”) – the creation phase: R&D
2. A commercial part – the exploitation phase: launch and commercialization
An innovation can only be created when both parts are effectively managed. A true innovation must be recognized as such and adopted in practice. Therefore, the extent to which such a new product or process will be utilized or sold is an important determining factor for an innovation. 
Particularly in pharma, it is imperative to not label a project as an innovation if it is still in the research and development phase. Most of the R&D pipeline projects fail for technical reasons before reaching the commercial phase.
The normative dimension: How successful?
Whether an innovation is successful in terms of market penetration and utilization can only be assessed retrospectively. Innovation management builds on assumptions of successes in the future, but only the exploitation phase will tell whether they became reality. Therefore the “success” dimension cannot be considered an upfront denominator of an innovation.
However, the “expected success” perspective is an essential driver for company decisions to embark on a particular innovation process. In pharma, for example, this type of decision involves investments of billions of dollars and the commitment to employ large R&D teams to develop new medicines. The “expected success” which is based on expected sales revenues and profits must therefore be seen as a decisive factor in pharma innovation management.
Let’s take a step back for a moment. For a first general view of the innovation concept, so far we have highlighted how innovation can be structured along several dimensions, for example:
· their form and content (products, processes, or services)
· their degree of novelty and “innovativeness” (intensity and subjectivity) and different types of innovation (incremental and radical)
· how innovation is created via a structured five-step process (creative and commercial phases)
Let’s move on to a special evolutionary step of the concept: the disruptive innovation arena.
Disruptive Innovation Theory
Over the past years the term “disruptive innovation” has become increasingly present in the public domain. It is often used with the same meaning as “radical innovation,” as described above, but it is something very different. So, what is meant by the concept of disruptive innovation and how is it applied to healthcare?
Clayton Christensen introduced the core concept of disruptive innovation in the late 1990s, and since then, it has been a focus area in innovation research and management practice (Christensen et al., 2015). In simple terms, a disruptive innovation is defined as a more affordable product (or service) that is simpler to use and must enlarge the overall market (Barlow, 2017, p. 230). Christensen et al. (2015) define the disruptive innovation model as a business process where a new market entrant (usually smaller companies with fewer resources) successfully competes with entrenched companies. The typical approach to disrupting a market unfolds in the following three sequential steps:
1. Market segments underserved by incumbent: The incumbent usually focuses on serving the needs of highly profitable customer networks with specific demands about product performance and advancements. This leaves other segments of the market underserved, particularly those where potential customers could be satisfied with less demanding or cheaper products. So, the incumbent overserves their needs and thereby misses the opportunity to capture those market segments.
2. Market entrant serves neglected segments with good enough product: “Disruptive” market entrants target those neglected segments first, often with cheaper products with similar or inferior performance that still matches the demand of the “low-end” segment. This way, they manage to establish a first footprint. Incumbents tend to not counteract, as their business focus is on other segments of the market anyway.
3. Disruptor taps into incumbent’s market space: Over time, the new market entrant taps into the incumbent’s traditional area by adopting to the needs of their higher-end customers, but at the same time, they preserve their initial entrance space. If such a situation is reached, the new entrant has disrupted the market.
[bookmark: _Hlk112855265]The Disruptive Innovation Model
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Source: Steindl (2022), based on Christensen et al. (2015).
Disruptive innovations therefore carry two fundamental characteristics
1. They only start to materialize in market segments that are not covered by the entrenched companies, either because they are not targeted due to lower profitability expectations or the are totally new and not yet in the traditional coverage of incumbent’s offerings. These two areas determine the entrance doors of disruption.
2. Disruptive innovations start with “just good enough” product or service offerings for the lower end of the market, which are often cheaper, and don’t tap into the higher-end market segments unless product profiles also meet the demand of those higher end customers.
Since disruption theory has become a popular concept, many industries, including information technology (IT), cars, education, and retail, turned to testing and validation grounds. Over the last 20 years, there have been many examples of how disruptive innovations transformed markets and changed people’s lives. Discount retailers, streaming services like Netflix, smartphones, online education are a very popular cases. Christensen et al. (2015) stress the importance for companies aiming to embark on an disruptive innovation trail to follow the theory exactly in order to succeed. In addition, they highlight four key areas to be put on the watchlist for companies on their way to disruptive innovations:
1. Disruption is a journey and takes time. The path from the start up to tapping into main traditional markets segments requires continuous evolution and adoption of the initial product offerings.
2. Disruption is enabled by different business models as incumbents usually apply. Examples would be a business focus on new customergroups representing the low-end of the market or on provider networks supporting business processes at significantly reduced production and overhead costs.
3. There is no guarantee for success – disruptive approaches may very well fail commercially if the implementation of the theory is poor.
4. Disruptive innovation is not the “holy grail” of running businesses successfully. Companies with strong existing customer networks, loyalty, and specific market conditions might be better off sticking to their business model and maintaining the trajectory of incremental or rapid innovation to satisfy their core customers. We will see that this is particularly relevant for the pharma and medical technology industry.


The Innovation Concept in Healthcare
In our effort to explore the innovation territory, so far, we have looked at the general innovation concept and its main dimensions. We now need to examine the specifics of innovation in healthcare, pharma, and medical technologies. There are a couple of aspects that make the healthcare sector different from other industries and represent significant impact factors on the innovation process (Barlow, 2017, pp. 70–71):
· Healthcare is a complex system, very much localized and shaped by the country specific political, cultural, and resource fabric of the country. There are many players involved with different financial and professional interests. The rules for pharma and medical technology innovation to access the markets vary significantly across countries, and so do the mechanisms for adoption. Local governments, healthcare administration, and provider landscape play a significant role in the way innovations are handled, particularly regarding pricing, reimbursement, and utilization in the broader healthcare context.
· Healthcare is in continuous flux driven by the evolution of underlying science and technology and changes in healthcare policies, resulting in ongoing reforms. However, innovation cycles in pharma are particularly long, costly, and burdened by high failure rates. From both ends, predictability of success for innovations is hampered.
Against this background, it is not surprising that the classical innovation trail in pharma and medical technology follows the incumbent approach with a focus on incremental and radical innovation characteristics rather than the disruptive one. Innovations in pharma and medical technology most often improve existing drug and device offerings with focus on better efficacy and safety or convenience, thus providing greater benefits to patients. They replace or complement current standards of care and might have significant advantages for patients and healthcare systems. However, this innovation path does not require a change in the business model, nor does it target the “low end” of the market. Therefore, according to disruption theory, they cannot be classified as disruptive.
According to a recent analysis, disruptive innovations are still rare in healthcare (International Network of Agencies for Health Technology Assessment, 2022). The analysis was based on a number of preselected criteria, which can be viewed as predictors of a truly disruptive innovation.
[bookmark: _Hlk116640495]Predictors for disruptive innovation in healthcare
	

	1
	Easier to use or more convenient, e.g., procedure is less invasive, technology is more mobile, and product enables point-of-care provision

	2
	Requires less specialized providers/healthcare professionals/facilities with lower equipment standards

	3
	Cheaper per service or product and thereby improves access for patients through better affordability

	4
	Offers efficiency advantages based on highly standardized diagnostic or treatment schemes or changes in the patient/clinical pathway or healthcare provision organization of care

	5
	Enables patients to embark on a more self-guided approach in the management of their disease


Source: Ludwig Steindl (2023), based on (International Network of Agencies for Health Technology Assessment, 2022)
By applying this criteria, the following examples could be identified (International Network of Agencies for Health Technology Assessment, 2022):
· pharmaceuticals: oral therapy that cured most patients with the hepatitis c virus (hcv)
· medical technology: percutaneous coronary interventions and transcatheter aortic valve implantation
· service provision: retail clinics and acute stroke care
Although this list is short, it is debatable whether most of the examples can be classified as truly disruptive. Doubtlessly, the pharma and medical technology examples carry significant benefits compared to existing treatment options, but they are certainly not targeting the “low-end of the market,” nor do they offer cost advantages to the health systems, as required by disruption theory. This highlights the dilemma and confusion with correctly applying innovation theory to the business reality, particularly in the healthcare sector. It is therefore of paramount importance that we move beyond the definitions and explore how innovation in pharma and medical technology is measured and valuated.
Self-Check Questions
1. Please name the second key phase of the modern innovation concept, following the creative part (“invention” phase).
the commercial part (the exploitation phase)
2. Please mark the correct statement.
· Disruption is a journey and takes time.
· Disruption is an immediate effect transforming a market.
· Disruption is the typical innovation path for pharma and medical technologies.

1.2 How to Measure Innovation in Pharma and Mdedical Technology 
We previously discussed that the perception of innovation is subject to significant subjectivity and, so objective measurement approaches are needed to minimize stakeholder bias and allow comparability. In general, measurement of innovation is challenging, mainly due to ambiguity in the definition and associated diversity of measurement concepts (Stiller et al., 2021).
For our exploration, we will investigate the guidance available through the OECD’s Oslo manual, which is widely accepted as an international reference for the generation and interpretation of innovation data. Four dimensions of innovation are suggested that can guide objective measurement approaches of innovations (OECD, 2018, pp. 45–48):
1. [bookmark: _Hlk116393581]Knowledge
2. Novelty
3. Implementation and adoption
4. Value creation
If we apply this construct to pharma and medical technology, the following view emerges.
Knowledge 
Innovation is driven by new information and knowledge. The progress in science and technology know-how based on R&D is the key enabler of innovations in the pharma and medical technology industry. Other relevant areas used to acquire specific knowledge are market research or analyzing data from health service providers. The acquisition and accumulation of knowledge in pharma and medical technology translates into a key measure: the number of international patents. Patents
A patent is a legal title granted for an invention, which fulfills three criteria: novelty, inventive step, and industrial applicability. It provides exclusive rights to the patent holder to exclude others from manufacturing, selling, usage, and distribution of the invention for the 20 years term of the patent. After loss of exclusivity, the invention becomes part of the public domain. 

Patent data create specific insights into processes and outcomes of the invention part of the innovation process, such as emerging new technologies, geographic origins, focus areas on inventive activities across therapeutic areas, etc. Patents therefore can not only be seen as protection of intellectual property in favor of the inventor but as statistical indicators of science and technology evolution (OECD, 2009, pp. 17–34).
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Leading technologies with the most international patent applications in 2020
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Source: Ludwig Steindl (2023), based on (Statista, 2020, p. 17).
It is important to recognize that number of patients do not indicate innovation success, as they do not correlate with successful development and commercialization of a patented invention. 
Novelty 
Knowledge is used to inform the invention phase of the innovation process, e.g., to create new scientific techniques, drug, or medical device development candidates and alternative ways to get products developed and approved. Novelty in pharma and medical technology comes in many forms, such as
· new chemical or biological substances offering treatment options for diseases currently not served,
· new chemical or biological substances targeting indications for which treatment options are already available (but leave room for improvement of efficacy, safety, and convenience),
· new formulations or delivery systems of existing products, and
· new indications or expansions into additional usages of available technologies.
While all these categories represent innovations, the intrinsic level of novelty 
varies. There are several parameters in use to objectively describe the novelty
dimension, such as availability of existing treatment or diagnostic options and proximity to existing scientific concepts.
The differentiation of incremental and radical innovations based on the expression of characteristics on certain subcategories were previously mentioned. One of those was the technology dimension, which captures the technological advancement represented by an innovation. In pharma and medical technology, this technological aspect is particularly relevant.
[bookmark: _Hlk115693687]Assessing the novelty of pharmaceuticals
The chemical structure of the active ingredient plays a key role in assessing the novelty of drugs. Pharmaceutical chemistry science utilizes specific scores to assess the similarities in chemical substructures of molecules. This enables drug novelty to be determined as a function of molecular distinctiveness from other drugs. A recent analysis indicated, that a significant share of new drug candidates demonstrates close proximity in their chemical structure with already known molecules (Krieger et al., 2022). It is important to stress that high or low molecular similarity in terms of chemical substructure does not predict success in more downstream phases of the innovation process, such as clinical efficacy and safety in a certain disease area. It can be seen as a technical indicator of novelty.
An important metric for the novelty of drugs are regulatory classifications applied by the different drug approval authorities across the globe, as they are correlated with certain incentives, such as market or data exclusivity for a defined period. Examples are
· New Molecular Entity (NME),
· New Chemical Entity (NCE),
· New Biological Entity (NBE),
· New active substance (NAS), and
· New therapeutic Entity (NTE).
However, there is significant ambiguity and diversity around the exact definitions of those terms in use for drug approvals (Branch & Agranat, 2014). Many countries have their own definitions, but they are consistently correlated with the fact that they have not been previously approved. A frequently used metric to assess innovation “novelty” in pharmaceuticals is the “	 class” determination. This means the drug provides a new mode of action (MOA) and delivers treatment benefits in a specific medical condition differently than existing therapies. An analysis of the 2010–2019 drug approvals by the FDA showed that, on average, 37 percent of new drugs over this period could be assigned to this category (Brown & Wobst, 2021). As per the FDA report on 2021 new drug approvals this share increased even further – 54 percent of all novel drug approvals in 2021 belong to this category (U.S. Food and Drug Administration, 2022a).

Assessing the novelty of medical devices
The European Commission (2020) recently provided guidance to appropriately approach the assessment of novelty for medical devices. Two main categories of novelty should be considered:
1. Procedure-related novelty
2. Device-related novelty
In both categories, a list of criteria is provided, which allows you to assess the degree of novelty.
[bookmark: _Hlk115797274]Criteria to assess the novelty of medical devices
	Procedure-related dimensions
	Device-related dimension 

	Novel surgical or clinical procedure
	Novel medical purposes 

	Novelty in mode of use, treatment context, or deployment
	Novel design

	New device-patient interface option or new way of device application for existing technologies
	Novel mode of action

	
	Novel materials

	
	Novel site of application for established materials

	
	Novel components


Source: Ludwig Steindl (2023), based (European Commission, 2020).
There is some overlap with criteria used for pharmaceuticals, but due to the broader scope of devices, additional aspects need to be considered.
The Implementation and Adoption Dimension
With the market launch of a new pharmaceutical or medical technology, the implementation and adoption phase of an innovation starts. Are there clear predictors of success based on the novelty of the new market entrant?
A recent analysis of the 2021 launches of all new drugs approved by the FDA (n= 50) and the EMA (n= 54) suggested that novelty could indeed be a driver of launch success (Sandadi et al., 2022). Let’s first look at the segmentation of the investigated new drugs basket:
· first in disease: new molecular entities (NMEs) targeting an untreated disease with no pharmaceutical treatment options yet (16 percent of all new drug belong to this segment)
· specific patient population: NMEs that offer a targeted treatment option for subpopulations within a broader medical condition, already served by more general treatments (20 percent of all launches could be assigned to this group)
· competing new mechanism of action (MOA): NMEs with a novel MOA to treat diseases where treatment options already exist (27 percent are in this segment)
· next in class: NMEs that are modifications of available drugs that target diseases within established markets (38 percent of all launches could be allocated to this group)
[bookmark: _Hlk115366875]Share of drug categories of all new drug approvals in 2021 ( FDA = 50, EMA = 54) 
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Source: Ludwig Steindl (2023), based on (Sandadi et al., 2022).
From a purely scientific perspective, the degree of novelty is highest in the group of first-in-disease drugs, followed by those targeted at specific patient subtypes and those with new mechanisms of action offering treatment alternatives. Next-in-class entrants include “me too” drugs launching into competitive markets.Market share
A new product´s market share is its proportion of the sales it generates in relation to the overall relevant market in a defined time, such as fiscal quarter, full year, or multiple years. Market share gain or loss over time is a key metric to assess market uptake and adoption.

To measure the launch success, metrics in use turn from technical/scientific criteria to economic metrics, such as generated sales, revenues, and achieved market share. Peak sales metrics are particularly important (Fischer et al., 2010), as they indicate the highest net sales achieved by the innovation during any fiscal year within the given territory following the first launch. Economists also analyze the time-to-peak-sales as a second attribute that is important to measure commercial success. Sales curves over time of pharmaceuticals and medical technologies look different due to different durations of innovation cycles. The life cycle curves for drugs differ significantly depending on disease specifics, availability of treatment alternatives, or the level of incremental benefit the new drug offers.
Schematic product lifecycle curves for medical devices and drugs 
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Source: Ludwig Steindl (2023).
The most successful innovations in the pharmaceutical market can reach peak sales level of 20–30 billion USD in record time. A spectacular example is the COVID-19 vaccine, Commimaty® (Pfizer/Biontech), which is projected to reach 29 billion USD in 2022, while being launched only two years prior (December 2020; Statista, 2022b).
We have previously pointed out that the characteristics of the healthcare market create a unique commercial environment. Legal and regulation forces impact the industry more than other sectors and have significant influence on the adoption process of innovations in that field.
Regulation frameworks
In almost every country, governmental agencies and various health technology-related laws lay out binding rules for operating within the pharmaceutical and medical technology industry. This relates not only to R&D, but also to how pharmaceuticals and medical technology can be priced, reimbursed, and promoted and where they can be sold. 
The complexity of the stakeholder environment
Governmental agencies, insurers, physicians, and facility managers are among many individuals and organizations involved in the decision to adopt an innovation in the healthcare market. In addition, there are many other variables that can significantly impact the success of an innovation in the market, including marketing investment of launching company and competitors and the number of competitors and order of entry in areas of dense competition (Fischer et al., 2010).
While commercial metrics are an objective measure for the success of the implementation and adoption process of a pharma or medical device innovation, the real drivers can be difficult to assess and may significantly vary case by case. With this in mind, it seems that that the degree of novelty of newly launched drugs can indeed be a relevant driver for launch success (Sandadi et al., 2022).
[bookmark: _Hlk116381924]Share of launches across drug types that met forecast sales expectations in the first year after launch (2017-2021) 
 
PERCENTAGE SHARE OF LAUNCHES ACROSS DRUG TYPES THAT MET FORCAST SALES EXPECTATIONS (2017-2021)

Source: Ludwig Steindl (2023), based on (Sandadi et al., 2022)
In the figure above, the segment of drugs with the highest level of novelty delivered 74 percent of the sales expectations in the first year, whereas those with the lowest level only achieved 42 percent. 
The Value Creation DimensionHealth outcomes
According to WHO it is “a change in the health status of an individual, group or population which is attributable to
a planned intervention or series of interventions …” (WHO, 2021, p. 20) An intervention could be a drug therapy, a diagnostic procedure, a surgery etc.

[bookmark: _Hlk116393826]Value is the most relevant dimension in measuring innovation in pharma and medical technology, and it’s the most ambiguous one. There have been countless efforts to create a well-defined concept on how to measure value in the healthcare context in general, but there is no consensus yet across countries and stakeholders as to the totality of dimensions to be considered (Walton et al., 2017). However, there is a “hard core” element of value, which stems from the health system perspective: the improvement in patients’ health outcomes in relation to the costs of achieving this outcome (Porter, 2010). The goal of health systems is improving health. Value in healthcare is first and foremost connected with this goal. The true value of pharmaceuticals and medical technology therefore lies in the extent they generate improvements in health outcomes for the patients they target (Morgan et al., 2008). In contrast, knowledge and novelty metrics of an innovation, as listed above, are (only) confounding factors for the value creation potential of an innovation. 
Health outcomes measurement
Health outcomes can be described in three dimensions focusing on health aspects that matter most for the patients: capability, comfort, and calm (Teisberg et al., 2020). Capability enables patients to live their normal lives and allow them to be themselves, comfort is easing from physical or psychological burden associated with the disease, and calm is the ability to live a normal life during the provision of care.
Measuring health outcomes is a prerequisite for measuring value creation. Measurement is based on the following six variables, which are used to capture the value of health technologies (Goodman, 2014):
· Mortality captures death rates.
· Morbidity variables address sign and symptoms of a disease.
· Adverse health effects mean unexpected medical problems associated with the use of a drug or medical technology, regardless of whether there is a causal relationship with the intervention.
· Quality of life variables cover aspects like physical, social, or cognitive function; anxiety and distress; pain; sleep quality; energy or fatigue level; and general health perception.
· Functional status captures a patient’s ability to perform daily activities and maintain health and well-being.
· Patient satisfaction addresses whether the patient’s expectation about a health service is met.
In general, mortality, morbidity, and adverse events are the outcomes of greatest relevance. They can be objectively measured on an individual patient level using clinical assessment, diagnostic procedures, or laboratory testing routinely used in clinical practice. Other sources of data are clinical trials, observational studies, and national statistics.
Many technologies impact how patients feel and function in daily life and trigger broader effects on their social environment. Against this background, the other types of outcomes regarding quality of life, functional status, and patient satisfaction can be important to patients. The measurement is often based on questionnaires the patient fills out for the treating physician. Therefore, this type of data comes directly from the patient and is subjective. As well as an assessment of main clinical outcomes, they provide a comprehensive perspective on how a new technology affects patients.
Health outcomes of most relevance differ depending on the disease. In areas such as cancer, survival after one year and five years might be the most important variable to be measured. For treatments of chronic diseases, for example in the cardiovascular field, the incidence of acute myocardial infarction or stroke are in focus. For any disease, no single outcome parameter can capture the results of a medical intervention, and outcomes should cover all health aspects relevant to the patients. In addition, short- and long-term impact of the intervention need to be considered, covering a time period long enough to measure the ultimate result of the individual patient care provision (Porter, 2010). 
In summary, the appropriate measurement approach for health outcomes includes three key dimensions: disease specific, multidimensional, and longitudinal.
Classifying the relevant health outcomes for any disease along three tiers has been proposed, each broken down into two levels:
1. Tier 1 measures the health status of the patient along the levels of duration of survival and achieved or retained health based on disease specific outcome variables.
2. Tier 2 captures the longitudinal aspects of the recovery process and disabilities of care provision, such as complications, errors, and associated consequences.
3. Tier 3 addresses sustainability aspects, such as recurrences and new health issues emerging in correlation with the initial intervention. In such cases, measurement needs to be repeated from tier 1 onwards.
The Outcome Measures Hierarchy 
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Source: Ludwig Steindl (2023), based on (Porter, 2010)
Historically, there is significant diversity and inconsistency in selecting the appropriate set of health outcomes for a specific disease, and significant effort is being made to come to a more standardized approach (Porter et al., 2016).
A promising initiative is the institutional approach pioneered by the International Consortium for Health Outcomes Measurement (ICHOM). A group of experts on a broad range of medical conditions, together with patient representatives, work on creation and international alignment of standardized health outcome sets. As of 2022, 40 outcome sets have been made available for practical use, covering 60 percent of the global disease burden (International Consortium for Health Outcomes Measurement, 2022b). The table below provides an example for an internationally aligned set of outcome measures for a defined disease.
[bookmark: _Hlk116641909]
Set of Health Outcomes Measures for Coronary Artery Disease 
	Domaine
	Measures 

	Mortality – survival
	Overall survival

	Morbidity – acute complications
	· Major cardiac surgery complications
· Major interventional cardiology complications

	Morbidity – cardiovascular disease progression
	· Need for revascularization procedure
· Renal failure
· Heart failure
· Stroke
· Reinfarction

	Patient reported health status
	· Angina
· Dyspnoea
· Depression
· Functional status
· Health-related quality of life


Source: Ludwig Steindl (2023), based on (International Consortium for Health Outcomes Measurement, 2022a)
Cost measurement
Let’s move on to the denominator of the value equation: the cost of achieving a health outcome through health service provision. There are three categories of costs in health service provision (Healthcare Financial Management Association, 2016):
· Direct costs can be directly linked to patients costs of health services delivery.
· Indirect costs are still related to health service provision to patients but may not be identifiable on an individual patient level.
· Overhead costs are needed to run support services for effective service provision.
[bookmark: _Hlk117073793][bookmark: _Hlk117521912][bookmark: _Hlk116040201]Examples of cost classifications in acute clinics health care provision
	Direct costs
	Indirect costs
	Overhead costs

	[bookmark: _Hlk117072478]Imaging procedures, such as mammography, general radiology, ultrasound, etc.
	Patient transport and catering
	Building maintenance and insurance

	Operating theatres, including intensive care units
	Medical records
	Energy 

	Pharmacy, e.g., prescribed drugs
	Clinical safety, quality, and audit
	Cleaning

	Special procedures, such as cardiac catheter, endoscopy, etc.
	Managing and running costs for pharmacy services

	Equipment maintenance

	Therapies like physiotherapy, dietetics, etc.
	Department education and training
	Capital charges

	Pathology e.g., laboratory testing, histopathology
	Sterile services
	Consultancy

	Medical staffing costs
	Divisional managers and operational managers cost
	


[bookmark: _Hlk136873919]Source: Ludwig Steindl (2023), based on Healthcare Financial Management Association (2016).
Measurement of costs for value calculations need to be guided by the following principles (Porter, 2010):
· Relevant cost allocation should focus on the real expense of patient care and be measured around the patient, over the full time of service provision.
· Relevant cost of resources (personnel, facilities, and supplies) dedicated to the patient’s care delivery process need to be captured, such as 
· the time allocation to each patient based on resources used;
· the costs of facilities, equipment, and other capacities associated with each resource; and
· the service and other support costs required for each patient-facing service provision.
Service provision regularly involves multiple medical disciplines and different types of intervention. In practice, it is highly demanding to precisely determine the cost and capacity utilization of the resources used to treat patients over a complete care cycle. Most healthcare institutions and available information technology (IT) systems do not measure it this way. Against this background, Robert Kaplan developed the approach of Time-Driven Activity-Based Costing (TDABC) for healthcare (Kaplan et al., 2014). In the Kaplan model, costing is based on a seven- step bottom-up process that captures what happens to a patient during their treatment cycle and integrates accurate assessments of the true costs of all the stages of care a patient passes through. Since its introduction, TDABC has been tested in many healthcare institutions worldwide and triggered an increasing numbers of peer-reviewed publications.
The cost denominator of the value equation is a double-edged sword when we apply it to innovations in pharma and medical technology: While new products with the potential to bring down the costs of patient care are addressing a financial need of the system, they cannot be classified as innovations unless they also improve health outcomes (Morgan et al., 2008). The best examples are generic drugs, which reduce the cost of drug treatment significantly but are not innovations, as they offer no improvement in health outcomes compared to the original brand. Focusing on cost reductions without considering achievement can lead to healthcare savings at the price of effective care impairment (Porter, 2010).
[bookmark: _Hlk117694409]While the definition of value as the health outcomes achieved that matter to
patients relative to the cost of achieving those outcomes (Porter, 2010), is generally accepted, the progress of implementing “value-based” healthcare is slow. The main reason is the complexity and inaccuracy in measuring outcomes and costs (Porter et al., 2016).
Other Value Components
[bookmark: _Hlk115853806]There is ongoing debate in many health systems as to whether additional value components on top of health benefits and costs should be considered to derive a more holistic perspective of the value of health technologies. Examples include socioeconomic impact, such as productivity gains in economies and societies, and novelty as an independent value component. However, the adoption of those aspects across countries remains fragmented and unsystematic (Angelis et al., 2018).
Self-Check Questions
1. Please state one of the key dimensions that can guide the measurement of innovations.
knowledge, novelty, implementation and adoption, and value creation

2. Please complete the following sentence.
Value in healthcare can be defined as the improvement to patients’ health outcomes in relation to the costs of achieving this outcome 
1.3 StakeholdersStakeholder
These are individuals, groups, or organizations who are involved in, have influence on, or are impacted by a project or business. A usual differentiation is between internal (employees, managers, owners of a company, shareholders) and external stakeholders, such as customers, governments, suppliers and vendors, and interest communities.

The stakeholder universe in the pharma and medical technology innovation sector is complex. It can be segmented into two key parts of the modern innovation concept (Barlow, 2017, p. 25):
1. The creative part (“invention”) – the creation phase: R&D
2. The commercial part – the exploitation phase: launch and commercialization 
Common to both phases is the high regulation of the pharma and medical technology sectors Multiple and regionally diverse legal forces impact the invention and exploitation phase of the innovation process. The four most relevant areas of regulation are: 
· regulatory, market access, and pricing frameworks;
· patent law and intellectual property rights;
· drug development and clinical trial conduct legally binding rules; and
· promotion and commercialization legal frameworks.
Governmental bodies and institutions shaping these forces are obviously an integral and important part of the stakeholder map in the pharma and medical technology industry sector.
Stakeholders in the Invention Phase of Innovations in Pharma and Medical Technology
[bookmark: _Hlk117505621]The determination of relevant stakeholders in the invention phase must reflect some additional contextual factors and environmental forces that are characteristic for the pharma and medical technology industry.
The invention phase is extremely knowledge-intensive and dependent on access to the latest advances in science and technology. The knowledge and information are created across multiple academic, industry, and research organizations around the world, which all serve as stakeholders of the innovation process.
In the last century, pharma and medical technology companies largely relied on their in-house expertise, employed scientists, and classical chemistry-based technologies to fuel the innovation process. This view has dramatically changed, driven by a number of developments (Gassmann et al., 2018, p. 41).
The rise of biotechnology paved the way to novel approaches in pharmaceutical innovation based on transformational new scientific technologies, such as molecular genetics, immunology, and protein chemistry.
New science and technology supported by IT evolution drives ongoing changes across all steps of the innovation process, impacting drug design, selection, and testing phases. Many of these new technologies emerged outside the incumbent class of pharma companies and require a global network of partnerships and cooperations to be fully utilized. 
The cost and risks of R&D are ever increasing and require alternative or complementary funding streams to maintain its sustainability. Additionally, governments and health policies institutions are taking more active roles in spurring innovation in pharma and medical technologies to fight against public health crises and to improve access to universal healthcare.
The R&D process has high costs, a long duration, and a low probability of success. The need for access to funding and capital including business models to share the high risks of R&D creates another stakeholder segment from the venture capital and financial market angle.
[bookmark: _Hlk117001152]It has been suggested to capture the complexity of the stakeholder model in the form of a two-level ecosystem, with five primary on level 1 and seven support stakeholders on level 2 (Bettanti et al., 2021), as shown in the figure below.
Innovation ecosystem stakeholder model for the invention phase
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Source: Ludwig Steindl (2023), based on (Bettanti et al., 2021)
Primary stakeholders are companies, bodies, and institutions that are directly involved in the core invention process, e.g., making decisions, establishing rules and governance structures, and contributing scientifically and financially. The following are examples of primary stakeholders:
· Pharma and medical technology companies are the powerhouses of innovation, as they provide essential infrastructure, knowledge, and human and financial resources. 
· Government bodies create the legal and governance frame for innovation and support via public funds; data, market, and intellectual property protection; and other types of legal or financial incentives. WHO
The WHO is the United Nation`s (UN) specialized agency for public health, founded in 1948. It leads and coordinates the UN´s agenda of health policy and planning and aims “to promote health, keep the world safe, and serve the vulnerable” (WHO, 1948, para. 1). The current strategy focuses on expanding universal health coverage, better protection from health emergencies, and more people enjoying better health and well-being.

· Health policy institutions, such as the World Health Organization (WHO), drive the innovation agenda via initiatives like the WHO Innovation Scaling Framework to accelerate the achievement of universal health coverage across the globe (WHOb, 2022).
·  Academic institutions and research organizations are the think-tanks of science and technology evolution, and they contribute essential knowledge in the form of scientific publications and patents to the innovation eco system. Often, they also own specialized labs and data systems.
· Startups work at the forefront of science and technology, often focused and highly specialized on a single technology, still untapped by the large pharma and medical technology companies. They are crucial to pushing the boundaries of existing technologies and widening the innovation space. 
· Venture capital firms are important to unlock the enormous amounts of capital needed to fund innovation programs along the different stages, particularly outside of the big companies’ arena.
Support stakeholders influence the core invention ecosystem via multiple interactions. The following are examples of support stakeholders:
· [bookmark: _Hlk102653535]Charitable Foundations set out innovation agendas along with financial incentives and funding programs. For example, since the 1990s, multinational charitable organizations, such as the Gates Foundation and the Rockefeller Foundation, have provided very significant resources to developing vaccines and anti-infective medications (Schweitzer & Lu, 2018b, p. 137). Evidence suggests that such public-private partnerships enabled 75 percent of all known R&D projects for neglected diseases, disproportionally affecting populations in low- and middle-income countries (Moran, 2005).
· Patient advocacy organizations offer advice to patients about participation in clinical trials, monitor advancement in disease understanding and therapeutic options, and eventually co-share innovation agendas by bringing different parties together and lobbying for public funding. 
· Several other stakeholder groups provide essential supporting services, such as outsourcing services in research and development, financial funding via loans and equity funds, law support in negotiations, licensing, and acquisitions, bridging and connecting services between different parties and providing facilities and regional structures to create a favorable infrastructure and environment. 
This “stakeholder universe” creates an innovation ecosystem that provides a partnering framework for the pharma and medical technology industry. Identifying the right partners and establishing networks and collaborations across the globe are key to successfully managing the challenges inherent to the innovation process. 
Stakeholders in the Commercialization Phase of Innovations in Pharma and Medical Technology
The commercialization phase addresses three key markets (Bettanti et al., 2021):
1. The pharmaceutical market, which creates the demand for drug innovations based on traditional chemistry and biological engineering
2. The medial technology market where demand is sourced by medical devices, diagnostics, or digital health technologies
3. The financial market, which serves the demand for capital and liquidity for the core inventors in large companies and startups

Similarly to the invention part, the commercialization phase of innovations in pharma and medical technology is exposed to a specific environment, which shapes the stakeholder system to a great extent.
Core stakeholders to determine demand
Unlike most other goods, demand for pharmaceuticals and medical technology is not primarily determined by the direct customer – in the healthcare context this would be the patient. The patient might have certain preferences as to which drugs or devices they want, but in the case of prescription drugs and medical technology, there are three types of gatekeepers involved to determine the demand (Schweitzer & Lu, 2018a, pp. 149–150):
· The prescribing physician, who selects the drug and technologies that best serve the patient’s specific health conditions: Type of illness and specialty of the prescribing physician are important factors that impact the demand. For example, in the US, physicians who cover general and family practices, internal medicine, and pediatrics account for over 53 percent of all prescriptions during visits.
· The insurer, who covers all or a portion of the cost to provide healthcare services including pharmaceuticals and medical technologies: Insurer and payer policies are designed to identify which drugs and technologies to cover and to what extent patients have to co-pay. Financial factors play an important role. 
· The retail pharmacist who fills the prescription, provides additional information, and must verify that the prescription and the drug or device is appropriate
These three gatekeepers are key stakeholders in the commercialization phase. Several stakeholder groups from the invention phase spill over to the commercialization phase:Health technology assessment
HTA is a multidisciplinary, scientific evaluation process to determine the value of a diagnostic test, medical device, drug, vaccine, or other health technologies. The objective is to inform decision-making in healthcare to optimize resource allocation and quality of care (EuNetHTA, 2018).


· Government authorities, like regulatory bodies and health technology assessment (HTA) agencies, significantly impact terms and conditions of marketing authorization and pricing and reimbursement of innovations.
· Key opinion leaders are leading researchers and clinicians in the respective field, usually based in academic institutions, university hospitals, and research organizations. They have often been involved in the invention phase, including the clinical trials. Building on their expertise, they become involved in providing scientific information and education to service providers regarding understanding of diseases, research and development directions, and product awareness, such as the mode of action and efficacy, overall quality, and safety of the new drugs Therefore, their influence on adoption and market scale-up of innovations can be very significant.
Finally, distributors of newly launched products need to be included in the stakeholder map. Wholesalers are the primary buyer from manufacturers, organize storing, and downstream distribution to retail and hospital pharmacies. Their buying power is significant. In the US, for example, over 90 percent of prescription drugs are distributed via this channel (Seeley, 2022).
Innovation stakeholder model for the commercialisation phase 
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Source: Ludwig Steindl (2023).
Self-Check Questions
1. Which primary stakeholder of the invention phase ecosystem provides capital needed to fund innovation programs, particularly outside of the big companies’ arena?
 venture capital firms
2. Please list the three types of gatekeepers involved in determining the demand for pharmaceuticals and medical technologies.
 prescribing physicians, insurers, and pharmacists
1.4 [bookmark: _Hlk115854114]Determinants of Innovation in Pharma and Medical Technology
Bringing a continuous flow of innovations to market is of paramount importance for the sustainability of the industry sector business model. The high risk, enormous investment needs, and long cycles (e.g., in the pharmaceutical industry) requires sufficient returns on investment via revenue of patent protected innovations. Understanding the determining factors associated with successful innovation is essential for managing the innovation process toward increased outputs.
An examination of determinants of innovation needs to reflect the specific industry context and cannot be approached generically (Pavitt, 2009). Innovation in pharma and medical technology is shaped by three key contextual factors:
1. The uniqueness of the R&D process 
2. The high regulation of the industry sector 
3. The specifics of demand and markets 
In general, determinants of innovation processes can be explored from various levels, such as
· individual company level,
· industry level, and
· national/regional/global level.
Each of these levels requires a different view of potential determinants of innovation and, consequently, there are many different factors that enable innovation. Efforts were made in the past via a series of literature reviews to consolidate the broad and fragmented literature on the topic. While there is still a lot of ambiguity due to diverse definitions and methodologies applied, there are a couple of determinants that are well supported by evidence. 
Beyond Organizational Level Determinants
Besides the overriding contextual factors mentioned above, it is particularly relevant that innovations in pharma and medical technology are grounded in science and technology advances and are not primarily customer driven, as is the case in most other industries (Aagaard & Gertsen, 2011). Thus, potential determinants around science and technology require specific attention. 
Science and technology determinant
The technological opportunity dimension is not easy to capture, and diverse proxies have been used in the literature. One of those is the growth of a knowledge stock, consisting of scientific publications linked to indications, publication years, and pharmaceutical R&D categories. Using this model, a positive and significant relation to innovation indicators, such as New Molecular Entities (NME), could be demonstrated (Rake, 2017).Market size
(Expected) market size for drug innovations is a projection of the sales revenue potential in the target market. It is usually calculated bottom up, using several input variables, such as incidence and prevalence data, share of diagnosed and treated patients, price levels, treatment duration, and others.

Market size as determinant for innovations
Empirical evidence emphasizes the importance of market size as another key determinant of pharmaceutical innovation. Pharmaceutical companies direct R&D investments preferably into diseases or indications where market sizes are significant and sales expectations are favorable (Fabrizio & Thomas, 2011). Using the number of FDA approved drugs and NMEs as proxies for innovation output in the US, a positive and strong correlation to market size described on medical indications level could be demonstrated (Rake, 2017). The importance of market size as a determining factor for pharmaceutical innovation can also be demonstrated in rare diseases, where the number of patients – and therefore the potential market size – is small. Many promising discoveries fail to attract the investments required to develop them and reach the patients. Evidence suggests that, due to a lack of innovations, only 10 percent of patients with rare diseases receive disease-specific treatment (Melnikova, 2012).
[bookmark: _Hlk117154959]Firm Level Determinants
A clear perspective on determinants of radical innovation in the pharmaceutical industry on firm level was lacking until recently. This significant ambiguity was addressed by Stiller et al. (2021) who provided new insights based on a systematic literature review. They suggest three different building blocks of determinants of innovation on individual company level:
1. Leadership addressing individuals or group level
2. Managerial levers focusing on organizational level
3. Business processes covering the process level
Model for the determinants of radical drug innovation on company level
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Source: Ludwig Steindl (2023), based on Stiller et al. (2021).
[bookmark: _Hlk117003037]Leadership
It is well known that leadership style and competencies play an important role in determining performance and organizational outcomes. In the context of pharmaceutical innovation, there are two specific relevant attributes:
1. Professional experience and education that enable top leaders to innovate: Making the right decisions, especially in early phases of the innovation process, e.g., in selection of most promising drug candidates and resource allocation, is critical to the innovation process. So, key leaders need to be able to acquire and maintain a thorough understanding of the rapid progress in science and technology taking place in pharmaceutical R&D.
2. Ensuring focus on innovation and performance cultures: A culture of diversity, intense knowledge sharing, goal setting, and rewarding is fostering innovation culture and output. Key leaders are setting the stage for their company’s culture.
Managerial levers
Pharma and medical technology companies in today’s dynamic science environment must have effective access to external knowledge and resources. The way this is organized and achieved is described in the literature as “open innovation” (Gassmann et al., 2018, p. 111). This management approach aims to systematically build and leverage a network of external innovation contributors far beyond a single firm’s internal capabilities. The table below lists example areas where pharma companies are engaging, inspired by the open innovation approach.
Examples of initiatives inspired by the open innovation concept 
	Area
	Activity

	Funding
	Raising venture funds for early discovery and promising research projects

	Ecosystem
	Founding innovation centers and special infrastructure to increase creativity

	 Access to innovation projects originated externally
	Enriching the internal innovation portfolio by adding promising external projects via merger and acquisitions or licensing

	Special knowledge
	paten

	R&D efficiency
	Establishing a networks of external preferred providers to outsource activities

	Sharing
	Leveraging external network for problem solving and knowledge transfer


Source: Ludwig Steindl (2023), based on (Gassmann et al., 2018, p. 112)
More specifically, Stiller et al. (2021) found the sourcing of external knowledge and internal knowledge management to be the most relevant determining factors for radical innovation in a pharmaceutical company.
Sourcing of external knowledge
Enriching the internal knowledge base of a company with heterogeneous or complementary know-how from outside the company has a positive impact on innovations. Alliances and partnerships with private/public research institutions and other companies are therefore essential to accumulate and leverage external knowledge. Of particular importance are collaborations with scientists working at universities and research institutes utilizing direct interaction and communication channels. Importantly, mergers and acquisitions are found to not enhance the innovation climate, potentially caused by issues of the integration process (information asymmetries and cultural differences).
Internal knowledge management 
The direct link from knowledge to innovation output is clear (also regarding the internal knowledge creation). Enhancing a company’s basic science knowledge stock via internal R&D is associated with improved generation of radical innovations, particularly when new areas of science and technology are approached, and R&D is operating on a global basis with true international site structures.
According to Stiller et al. (2021), there is a lot of ambiguity and contradiction in the literature as to whether other factors, such as magnitude of R&D investments or firm size, are determinants of innovation, particularly in the case of radical innovation.
Business processes
For the invention part of the innovation process, companies usually apply rigid project management approaches and tools to ensure they focus available resources on the most promising innovation projects. These efforts are called “R&D portfolio management” and address three building blocks (Gassmann et al., 2018, p. 70):
· Systematic checkpoints at each critical step (“milestone”) of the R&D process. Pre-defined go/no-go criteria, such as minimum levels of effects, are in place to inform milestone decisions. Only if those criteria are met can the project move into the next phase.
· Thorough technical and commercial evaluation of each project delivers a holistic assessment of the technical and commercial features of the innovation project. Parameters like probability to bring the innovation to the market or peak sales projections are important to understand the full potential of each project and inform portfolio priority ranking lists.
· Periodic full portfolio reviews aim to ensure company focus on the innovation projects with the highest potential and deprioritize projects with less promising prospects.
While those building blocks represent the management backbone of the invention phase of innovation in most companies, the tools, techniques, criteria, and thresholds vary. The objectives can be summarized as shown in the figure below.
[bookmark: _Hlk117237760]Objectives of portfolio management in R&D based companies
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Source: Ludwig Steindl (2023), based on Gassmann et al. (2018, p. 70).
These type of business processes are essential to run R&D operations in the day-to-day business environment. Based on the work by Stiller et al. (2021), it seems that a strong portfolio focus (e.g., all activities centered around a small selection of technology classes) is a determining factor for innovation success. Rigid portfolio management approaches tend to prioritize less risky projects based on already validated targets and mechanisms of action, thereby favoring incremental rather than radical innovations.
[bookmark: _Hlk117783037]Self-Check Questions
1. Please list three key building blocks of determinants of innovation in an individual company.
leadership, managerial levers, and business processes

2.Please mark the correct statement(s).
· Determinants of innovation are similar for any industry sector in general.
· Determinants of innovation are only similar across industry sectors in a specific country.
· Determinants of innovation are specific to the industry context.
1.5 Pharmaceutical R&D and Prices
Pricing of pharmaceutical innovations is probably the most controversial topic of the industry sector. Considering existing challenges of healthcare systems worldwide, the public debate around pharmaceutical pricing is fueled particularly by two lines of thinking.
Firstly, health systems across the world are faced with ever increasing costs, driven by demographic, sociological, and specific disease patterns, along with the introduction of expensive new health technologies. Finding solutions to maintain the affordability of health service provision and ensure the sustainability of health systems is generally regarded as essential, even in industrialized countries. The price of new drugs is therefore of public interest.
Secondly, prices of innovations in pharma and medical technologies are a particular challenge in low- and middle-income countries. It is even more of an issue that more than two billion people in those countries don’t have access to basic and essential medicines (Leisinger et al., 2012). Providing universal healthcare coverage in those countries is therefore still a big issue. Even if appropriate drugs exist, they are not affordable to those countries, as the prices are beyond their purchasing power (Schweitzer & Lu, 2018b, pp. 134–137).
The perspective on the appropriate price of a new drug often differ significantly between manufactures and the public, represented by key stakeholders of the health care systems, governments, and patients. The debate is centered around two fundamental forces:
· Industry needs a fair return on investment, risks of development, and “value” for patients and health systems.
· Health systems and governments need to manage escalating health system costs and ensure access to and affordability of drug innovations considering available resources.
The price of a pharmaceutical innovation is a key leverage point in bringing both aspects together. A fair price for a pharmaceutical achieves both: It is affordable to the payer and health systems and. At the same time, it covers the company´s costs and delivers a reasonable profit margin (Moon et al., 2020).
A fair price for a pharmaceutical finds the right balance between value and affordability of a drug which delivers the following three benefits: Enabling patient access to new drugs, ensuring the sustainability of the R&D based pharmaceutical business model, and contributing to managing the rising costs of healthcare. 
Pharmaceutical Pricing Environment
Profits result from sales generation after subtracting commercial and R&D costs, as shown in the following figure.
The commercial basis for the pharmaceutical pricing model 
[image: Ein Bild, das Text enthält.
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Source: Ludwig Steindl (2023), based on Simon & Giovannetti (2017, p. 148).
Profits are sensitive to product pricing, which has a more direct impact than most other components of the commercial toolbox. Considering fixed cost, even a slight change in price can significantly reduce or eliminate profits (Schoonveld, 2020, p. 101). The pricing model of pharmaceuticals needs to reflect the contextual frame inherent to the pharmaceutical business model. The key factors are as follows:
· [bookmark: _Hlk117783543]Significant technical, market, and commercialization risks (Gassmann et al., 2018, 14; 63 ff.). Technical risks include
·  uncertainties with scientific hypotheses on disease, drug target, mode of action, and properties of the compound.
· risks regarding knowledge base of the company, technical operations, extent of protection, and freedom to operate.
· risk of failure of preclinical and clinical trials and drug approval.
· marketing risks, such as uncertainties around the number of patients who can be treated with the new drug and competitor moves
· commercial risks relating to delays in time-to-market, outcomes of pricing and reimbursement approval processes, and number and sequence of launch countries
· the specific nature of the market with several gatekeepers to determine it, e.g., physicians, insurers, and pharmacists (Schweitzer & Lu, 2018b, pp. 149–150): Usual market dynamics, where pricing is driven by the end-customers willingness-to-pay, are therefore not applicable to drug pricing. In many health systems, the costs of drug therapy are largely covered by health insurance companies, employers, or government payers. This is important for pricing and adoption of new drugs, as the end user – the patient – does not primarily drive it.
· drug prices being regulated by national authorities in most countries: Prices are determined based on scientific and financial evaluation procedures, which vary significantly by country. National authorities and agencies evaluate the benefit and cost efficiency of the new drug and decide on possible health insurance coverage. This process may include HTA. Many governments have also introduced other measures in limiting the prices drugs at which can be sold. As shown in the table below, essential market forces are skewed.
Examples of drug innovations price regulation measures in key markets Reference pricing
Prices are negotiated based on an external reference, e.g., the price other countries pay for the same product. Usually, an average price is calculated based on a small number of comparable countries.

	Type of regulation
	US
	UK
	France
	Germany
	Japan

	HTA legally established 
	-
	X
	X
	X
	X

	Reference pricing
	-
	-
	X
	(X)
	X

	Restrictive reimbursement lists
	X
	X
	X
	X
	X

	Patient co-pay mechanisms
	X
	X
	X
	X
	X


Source: Ludwig Steindl (2023), based on (Simon & Giovannetti, 2017, p. 149).
An important exception is the US, where companies are free to access the market after regulatory approval and free pricing of drugs by companies is the rule. It can be speculated that, in the US, the largest market-governmental interference with drug pricing is likely to expand in the future.
The business model of the R&D-based pharma and medical technology industry is heavily dependent on protection of their innovations against unlawful imitation and replication to ensure appropriate returns on investment. However, there must be a clear legal frame to enable generic manufacturers to step in and allow healthcare systems to benefit from cheaper drugs. Patent law and intellectual property rights therefore regulate the co-existence of both business models to benefit all stakeholders involved. Pharmaceutical companies apply for patent protection of their inventions very early – usually before the first preclinical discovery activities. Once granted, patents provide exclusivity for 20 years (plus five years under special circumstances). Consequently, pharma companies only have a limited time window to capitalize on the R&D investment – usually not more than 10 years. The figure below provides a holistic picture of the technical and commercial aspects to be considered in the pharmaceutical pricing model.
[bookmark: _Hlk117689305]Overview on determinants of the pharmaceutical pricing model (illustrative) 
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Source: Ludwig Steindl (2023), based on (Gassmann et al., 2018, p. 70).
Pricing of prescription drugs is a multifactorial task covering a whole range of pricing and payer management techniques. It embraces the development of pricing, market access strategies, and implementations plans tailored to the specifics of the diverse healthcare systems across the world. Various experts from R&D, commercial, market access, and pricing functions are working together to accomplish this demanding and success-critical task. We will cover the link between pharmaceutical pricing and R&D, which is an important aspect. There are two different parts to be discussed:
1. There is one key argument the industry uses to justify high prices of pharmaceutical innovations: the enormous costs and risk of pharmaceutical R&D. 
2. Pricing of pharmaceuticals ultimately depends on the data on drug attributes and benefits, which are generated during the R&D process. We will investigate some of the key requirements on data quality and outcomes as prerequisites for pricing and reimbursement of drug innovations.
The Pharmaceutical R&D Process
The R&D process in the pharmaceutical industry is one of the most complex ones across all industries. It is highly regulated, long, and costly with a low probability of success. It starts with basic science and research and unfolds sequentially into pre-clinical (non-human), then clinical (human) stages, with thousands of molecules being considered initially to successfully bring a product to market. There are three key building blocks: 
1. Research: non-human phases, including drug discovery and preclinical research
2. Development: human stages, including clinical trials in phases I–III
3. Approval: including data review by regulatory authorities and decision on marketing authorization
Compared to other industries, the R&D process in the pharma industry has a number of idstinct attributes (Gassmann et al., 2018, pp. 44–46):
· High risks and uncertainties along all stages result in an overall success rate of only four percent; most development projects fail before they reach the patient. In general, only one out of 5,000 – 10,000 molecules analyzed in drug discovery make it to the market. 
· The duration of development is an average of 13–14 years
· The related capitalized costs to bring one product to market are very high ad can easily reach 1–2 billion USD. If all failures along the development trail are incorporated, the costs up to marketing approval are estimated at 2,558 million USD (DiMasi et al., 2016).
The substantial investment in R&D is one of the most imortant characteristics of the pharmaceutical industry. In 2020, R&D spending of the industry sector globally was close to 200 billion USD, showing an increase from 2012 of 45 percent (from 137 billion USD; Statista, 2022a).
There is another key metric that shows the uniqueness of the pharmaceutical R&D investment level across industries. It is the R&D intensity, defined as the percentage share of R&D spending of net revenues: While this number across all industries typically ranges between 2–3 percent, publicly traded US pharma companies in 2018 spent, on average, 25 percent of the revenue on R&D (Congressional Budget Office, 2021).
R&D intensity of the pharmaceutical industry 
[image: Ein Bild, das Diagramm enthält.
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Source: Ludwig Steindl (2023), based on (Congressional Budget Office, 2021).
The figure above shows that R&D intensity in the pharmaceutical industy almost doubled during the last 20 years, indicating a continued committment of the industry to bring drug innovation to the patients. The continued spending in R&D resulted in an increase in new drug approvals. For example, in the US, the FDA approved about twice as many new drugs during 2015–2020 than it did a decade before (Congressional Budget Office, 2021).
The Role of R&D in Pharmaceutical Pricing 
The price of a pharmaceutical innovation for which healthcare payers are willing to pay depends almost entirely on the benefits of the new product compared to existing therapies. HTAs and payers will evaluate them based on the whole data package developed during the R&D process. There are two questions we need to clarify in the context of this unit:
· Which attributes and benefits of a new drug are driving achievable price levels up or down?
· What is the role of R&D in achieving the initial launch prices? Which data from the R&D process are essential and how are they generated?
Product benefits associated with achievable prices
As per recent projections, up to 300 new drugs will be approved between 2022 and 2026, with many of them targeting high price areas of oncology, immunology, and rare diseases (IQVIA, 2022). Most of the healthcare systems in the world – with the US being an important exception – base their pricing decisions and negotiations with manufacturers on some kind of “value” assessment. All new products undergo systematic assessment and evaluations in the context of the price regulations and payer expectations across the globe to inform price decisions. However, if we want to understand the impact of R&D on achievable prices, we need to consider a couple of aspects upfront: We have previously discussed the subjective and inconsistent nature of the “value” perception. In fact, key stakeholders in the health system have different expectations of a drug product value.
Different stakeholder perceptions of drug value
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Source: Ludwig Steindl (2023), based on (Simon & Giovannetti, 2017, p. 154)
Product attributes associated with drug value differ, and value definitions as a basis for drug pricing vary from country to country. However, the definition of a “hardcore” value element (Porter, 2010) is a crosscutting factor and important to consider for drug pricing strategies.
 The incremental benefit is impacting price levels first and foremost, which a new drug brings in terms of improving health outcomes that matter to patients relative to the cost of achieving those outcomes. This is in comparison to the existing standard of care. Against this background, it is not surprising that the level of innovation expressed in previously introduced categories is indicative of achievable price levels.Standard of care
provision of health services in accordance with existing guidelines or formal or informal expert consensus in local or comparable health systems

Radical drug innovations have high value, as they improve patient health and addresses unmet needs compared to exiting therapeutic options to an extent not previously achievable. They offer life prolonging or even curative effects for life-threatening diseases or provide effective treatments in diseases without existing therapies (Stiller et al., 2021).
Incremental innovations have lower value, as they improve existing therapies by offering limited clinical benefits and enhance drug properties, such as administration schemes (Stiller et al., 2021).
Evidence suggests, that there are eight attributes from product and market perspective that determine price flexibility for pharmaceutical innovations (Simon & Giovannetti, 2017, pp. 157–158):
· product associated attributes
· high level of differentiation in payer-relevant terms compared to standard of care
· rapid demonstration of economic or clinical benefits
· patient-centric attributes that contribute to improved outcomes
· personalized therapies (drugs that target patient subgroups who benefit more than the average population)
· market associated attributes
· severity of the disease, where the medical need is highest
· economic burden of the disease
· Competitive intensity 
· Payer and provider landscape across countries 
This frame implies important imperatives for R&D regarding downstream pricing and reimbursement outcomes.
Historically, drugs have been developed in a way that primarily addresses the perspectives of regulatory bodies, such as the FDA and the EMA. Those bodies evaluate safety, efficacy, and quality of the new drug. If the assessment is positive, marketing authorization – the approval to sell the drug in the respective territory – is granted. The scientific basis is clinical data from the development process, in which the new drug has been tested against placebo or a comparator therapy under strictly controlled conditions. 
This dataset is not sufficient to inform the subsequent price and reimbursement evaluations in the health technology assessment (HTA) and payer processes, as the whole range of attributes listed above need to be supported by clinical and economic data. So, for R&D regarding downstream price and reimbursement decisions, it is imperative that the designs of the clinical trials in the development process ensure that data requirements for both regulators and HTA/payers. To achieve acceptance of data from these stakeholders, clinical trial design should consider these four key aspects are met. The key criteria are
· focusing on disease or patient subgroups with high medical need,
·  choosing the right outcome measures,
· selection of the right comparative therapy, and
· demonstration of meaningful magnitude of effect.
Following this approach tries to demonstrate a meaningful incremental benefit for health outcomes that matter to patients relative to the cost of achieving those outcomes, compared to the existing standard of care. 
This requires that R&D and market access/pricing experts need to work closely together early in the R&D process to ensure the foundations for achieving a fair price are laid.
Self-Check Questions
1.Please list three key categories of risks inherent to the pharmaceutical business model.

technical, market, and commercialization risks

2.Please mark the correct statement(s).
· The price of a drug impacts expected profits.
· Price setting in the US is heavily regulated.
· Regulatory bodies like the FDA consider market size in their assessment of new drugs.
Summary
Innovation in pharma and medical technology is a key enabler of advances in the prevention, diagnosis, and treatment of diseases, covering products, processes, and healthcare provision services.
Although general definitions and principles of innovation theory apply to the industry sector, specific context factors impact the invention and commercialization phase of pharma and medical technology innovations. Legal and regulation frameworks and the uniqueness of demand and supply driven by the long, costly, and risky R&D process are shaping the innovation forces and outcomes.
Value creation for patients and health system is the most important measure of innovations, with improving health outcomes relative to the costs of achieving it being the key metric. The measurement concept is burdened by the complexity and inaccuracy in measuring outcomes and costs.
The stakeholder universe in pharma and medical technology is complex, reflecting the knowledge and capital-sensitive nature of innovations, as well as the dynamics of market and regulation forces. 
On an industry level, key determinants of innovations are the evolution of science and technology measured by the growth of the knowledge stock and market size, indicating that economic attractiveness is an important driving factor. Firm-level determinants can be identified in the areas of leadership, managerial aspects, and business processes.
The pharmaceutical R&D process impacts the pricing model of drug innovations along two dimensions. Firstly, the high costs and risks associated with limited period of market exclusivity due to patent expiration require sufficient sales generation, where prices are a determining factor. Secondly, as prices depend on the benefits of a drug innovation compared to existing therapies, the R&D process needs to not only deliver the data needed for regulatory approval but also for downstream evaluations by pricing and reimbursement authorities.




Unit 2 – Incentives and Disincentives for Innovation in Pharma and Medical Technology

Study Goals

On completion of this unit, you will be able to …

… assess and critically discuss how various incentives and disincentives influence innovation.
… understand asymmetric information and its effect on markets.
… describe the global healthcare market.
… define intellectual property and intellectual property rights.
… understand the basic concept of reimbursement in healthcare.

2. Incentives and Disincentives for Innovation in Pharma and Medical Technology
Case Study/Introduction 
Healthcare companies are under constant pressure to find new sources of growth in order to stay competitive. Aside from selling more products, innovation can offer a key strategy to stay ahead of the competition. By continually renewing and adopting products to the market’s desires, there is a good chance a company will survive. Even more advantageous is to be the first company in a new market. 
A friend of yours has an idea for a revolutionary, novel tooth-cleaning device that can replace all the toothbrushes in the world. It is obvious that everyone will eventually switch form their old, worn-out brushes to this new device. It will, of course, cost more, but it will protect the user from cavities, tartar, and gum inflammation. 
You and your friend must now figure out how to address the highly competitive, global oral-hygiene market. You have already created a startup and ask your rich uncle to invest in your idea. He is unconvinced because he made his money buying and selling houses. He knows everything about the private property market and nothing about bio-active coatings. He is not able to understand how your prospective product will work and is in doubt if it will be possible produce it in large scale. So, he refuses. 
After endless pitches, you get in contact with a famous biotech investor. He destroys your vision with a few insider arguments from the dental care business and convinces you it will be impossible to get it to market. However, he values your patent application and makes an offer. Additionally, he offers you a position in one of his companies. Is this a satisfactory outcome?
[bookmark: _Toc221687482]2.1 Information Asymmetries
Decision-making is based on the analysis and evaluation of information. If two parties have differing levels of information on a specific theme, information asymmetry occurs. Transparency is a means to overcome information asymmetry.
The healthcare innovation system consists of many stakeholders: scientists, engineers, managers, patent attorneys, investors, physicians, patients, hospital management, health-care insurance, government, politicians, and many more. In any relation between these roles, information asymmetry can occur. For example, if a doctor prescribes a new drug to treat their patient’s disease, in most cases, the patient has no information about the effect of the drug nor what side effects may occur.
Information asymmetry creates power for the knowledgeable party and is used in economic contract models with both positive and negative effects. Positive effects are, for example, business insights: you identify a medical need, and you are able to find a better solution faster than any other competitor, leading to economic success. Negative consequences, for example, can be observed in discussions on the pros and cons of vaccinations. A lack of information on how drugs are developed and clinically evaluated before they get market access, combined with arguments against them, whether proven or not, is able to split the public’s opinion. 
Contract and game theory models are used to overcome possible negative consequences by evaluating the “mechanics” of the incentives and risks associated with making decisions. In history, games and stories have been used to teach people lessons about life. In economics, games and stories are represented as theories, with the principle-agent and game theories being used to describe information asymmetry. 
Game Theory and Asymmetric Information
Game theory is used by managers to analyze the strategic actions of stakeholders and markets, and provides a framework to model the interaction of business partners. A common framework is “player, added value, rules, tactics, and scope” (PARTS; Keat et al., 2014):
· Players: Who are the players and what are their goals? A game involves players making strategic decisions. Players are independent and their actions are not predictable.
· Added value: The contribution of the different players to the game is their added value. 
· Rules: Rules represent a form of competition and time structure in the game, as well as the cost and information structure between players. Are they equalized between players, or do some have an advantage? 
· Tactics: These are the options a player has. Commitments and incentives can be offered and affect the dynamics of the game. 
· Scope: These are the boundaries of the game. Boundaries can be extended or restricted.
Games can be roughly categorized as follows: 
· cooperative games, in which players can negotiate contracts (bargaining)
· non-cooperative
· zero-sum game, in which the sum of payouts is constant for each strategy
· variable-sum game, in which sum of payouts for every set of strategies varies.
[bookmark: _Ref119048556]Players can set their decisions according to a strategy and utilize tactics. A famous example is the “prisoner’s dilemma.” Two criminals, Mr. White and Mr. Gray, stole the Mona Lisa and were imprisoned. However, the police do not have sufficient evidence to prove they are guilty, and the painting is still missing. Mr. White and Mr. Gray are separated by the police and interrogated. Both have the same strategic options: confess or don’t confess. If both refuse to give evidence, they will be back in business after one year in jail and keep the painting. Sometimes it’s difficult to trust your crime partner, especially if the police offer probation and no jail time in exchange for the Mona Lisa to whoever confesses. However, if both confess, both receive 10 years prison time and don’t keep the Mona Lisa. 
The Prisoner’s Dilemma Game as a Payoff Matrix
	Jail time (years)
	Gray’s choices

	
	Don’t Confess
	Confess

	White’s choices
	Don’t confess
	1
        1
	15
        0

	
	confess
	0
        15
	10
        10


Source: Jan Rüterbories (2023), based on Keat et al. (2014).Once better
It refers to the 0 in the table. 0 is once better as 1. 1y prison time ist the outcome if both criminal do not confess, e.g., as agreed beforehand. However the police tries to weaken one party to confess in offering a lower penalty, here 0 prison time.


As you can see, the payout in this game is variable. The likelihood of the different game scenarios depends on the personal strategy of each gamer and if they negotiated a contract beforehand. The matrix shows that confession is the dominant strategy for both parties and therefore is used as standard interrogation technique. “Dominant” in this case means that the chosen strategy is never worse and, at least once better than the other strategies. 
The term “bargaining” defines the negotiations between players over the terms of an agreement. In this case, Mr. Gray and Mr. White may agree beforehand: “If we get caught, we will never confess, regardless the offers we get.” In game theory, asymmetric information among players is most famously explained by the lemons model and the principal-agent theory. 
The Lemons Model
The lemons model is used to describe the effects of adverse selection and was introduced by George Akerlof, a Nobel Prize-winning economist. Adverse selection occurs when an offer contains negative information. Imagine a market with sellers and buyers and a specific product. It could be a house, seafood, a car, or something else. On the market are both new, “fresh” (good) and old, used (bad) products. The good products are classified as cherries and the bad as lemons (Keat et al., 2014). 
As a buyer, you face the risk of buying a lemon, which means you pay more than the real value. For example, you buy a nice-looking house with a new roof and only notice the rotten roof structure underneath when you are moved in. Most likely, your buying decision is generally biased towards new goods since there is no asymmetric information on the quality. Due to this effect, used products, even in absence of wear, will sell for a much lower price. Solutions to overcome this as a buyer are to inspect the quality before the purchase or purchase insurance against the risk. As a seller, you could offer of a warranty on used goods (Keat et al., 2014). Signal
A signal is used as measure or means to indicate or to actively manipulate a situation of asymmetric information.

However, you may have noticed situations in negotiations or discussions where a person is either actively or subconsciously trying to persuade you. This is a signal of information asymmetry. The other person is signaling that they are trying to overcome this asymmetry by manipulating of your level of information. It’s up to you to judge the level of validity (Keat et al., 2014). 
The Principal-Agent Theory
The principal-agent theory describes situations where one person instructs another to do something. This can be seen, for example, in the business relationship between an owner and a manager, where the manager (as the performer) is the “agent,” and the owner (as the commissioner) is the “principal.” 
Problems can occur in situations where the principal is not able to monitor the actions of the agent, who is charged with making decisions on behalf of the principal. More specifically, if ownership and control are fully separated, asymmetric information can occur. A problem arises if the manager can pursue goals that are inconsistent with that of the owner. Sometimes managers seek for short-term maximization of growth, sales, or compensation rather than the long-term objectives of stable growth or innovation leadership (Keat et al., 2014).
A moral-hazard problem occurs if contracted partners have mismatching interests combined with false incentives. This favors the behavior of the better-informed partner, who hides information and actions in order to follow a self-enriching strategy. In return, the payoffs (payouts) of the less-informed partner are negatively influenced. The less-informed party will only archive incomplete information which is to less to evaluate the behavior of the transaction partner. The classic example is the incentive of a fire-insured homeowner to take less care in avoiding or limiting damage than a homeowner without insurance. 
The way to reduce the risk of the insurance having to pay for a careless client is to create obligations fixed in a contract or excess clause. In general, all instruments used to avoid moral hazard lead to an alignment of the contracting partners’ interests, such as profit or capital sharing. In return, these measures lead to performance-related compensation for the better-informed actor. Acting against common interests becomes unattractive. However, eliminating information asymmetry (e.g., through monitoring) is usually inefficient because the necessary information-acquisition costs of the less -informed partner are more expensive than implementing an incentive system (Keat et al., 2014).
Self-Check Questions
1. Please list three game categories.
cooperative, non-cooperative, zero-sum, and variable sum 
2. Please mark the correct statement(s).
· Information asymmetry can be overcome by information.
· Information asymmetry can be overcome by transparency.
· Information asymmetry can be overcome by signalling.
3. Please complete the following sentence.
Moral hazard defines the problem that false incentives cause an organization due to asymmetric information.
[bookmark: _Toc221687504][bookmark: _Ref117862365]2.2 Barriers to New Market Entrance
Innovation in the medical-device industry is very different from that in the pharmaceutical industry. There are major differences in who does research and development (R&D), the kind of R&D, and the regulation and legislation that effect it (this will be discussed in more detail in the last section of this unit). Medical devices are an integral part of healthcare, and innovation in this sector contributes significantly to enhancing its safety, quality, and efficacy. Each international market offers unique opportunities and challenges for medical-device manufacturers. Opportunities include the market size and possible reimbursement by healthcare insurance companies. However, access to these markets can be challenging in the following arenas:
· local authorities’ regulations and legislation 
· competitor market power 
· product acceptance by healthcare professionals and patients
· reimbursement
A deep understanding of these different markets is therefore essential at every step of the innovation process in order to identify possible barriers to entry as early as possible. The path to a successful product launch is an iterative process involving interaction with many stakeholders. Aside from R&D staff, stakeholders include patients, healthcare professionals, health economists, government officials, managers, insurers, and auditors. They are highly important identifying the demand for new technology and services. The processes, actions, and results are documented and regularly audited by officials, since minor inconsistencies at the beginning of the process will have a large impact in the end. Although the process appears sequential, distinct phases may overlap and might be repeated depending on conclusions after test results. 
Medical Device Development Path 
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Source: U.S. Food and Drug Administration (2011). Public domain.
The Global Medical Device Market
The gross global medical-technology industry’s market size is 457 billion USD. Established regions of this industry are mainly the United States and western Europe. However, Asia, particularly China and India, are projected to have a more significant role in the coming years. The yearly estimated growth is approximately 5.5 percent (Statista, 2021).
Global Medical-Technology Market Share 
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Source: Statista Research Department (2014).
The market is dominated by large, established global companies that have established their own distribution networks. Small or medium-sized enterprises (SMEs) usually contract service agencies present in the countries for distribution and service. Managed core-market areas are Asia-Pacific, Europe, the United States, India, China, and others such as Japan, South Korea and South America. Product managers typically organize the information flow between stockholders and R&D. 

Leading Medical-Technology Companies Worldwide 
	[bookmark: _Ref115877264]Rank
	Company
	Revenue 2021 in bn USD

	1
	Medtronic Inc., US
	31,69

	2
	Abbott
	30,01

	3
	Johnson & Johnson
	27,06

	4
	Siemens Healthineers
	20,95

	5
	BD
	20,25

	6
	GE Healthcare
	17,72

	7
	Stryker
	17,1

	8
	Cardinal Health
	16,68

	9
	Philips
	16,67

	10
	Baxter
	12,75


Source: Jan Rüterbories (2023), based on Statista Research Department (2022) (Statista 2021)
One stakeholder group inside a medical-device company is the regulatory-affairs managers, who ensure product conformity for the different target markets according regional regulations. Neglecting mandatory requirements of regional regulators might lead to nonconformity of the product for a specific market. Market access will the not be granted without a redesign. The declaration of conformity is, in general, a very cost-intensive task, meaning that small companies face a higher risk of financial failure than large companies. However, radical and disruptive innovations are more likely to be offered by startups and SMEs than large companies. 
Self-Check Questions
1. Please list three key market access barriers.
local authorities’ regulations and legislation, competitor market power, product acceptance by healthcare professionals and patients, reimbursement
1. Please mark the correct statement(s).
· Product managers organize the information flow between stakeholders.
· Project managers organize the information flow between stakeholders.
· Regulatory-affairs managers are responsible for market access. 
6. Please complete the following sentence.
Neglecting the mandatory requirements of regional regulators might lead to a nonconformity of the product for a specific market and market access will not be granted without a redesign.
2.3 The Patent System and Innovations
This section introduces the important role of intellectual-property rights (IPR) within the fields of strategic management and management of R&D. The aim of the intellectual-property (IP) system is to protect the work of inventors and their inventions, design brands, and artistic works. It gives them ownership of their work and the rights to ban competitors from the production or sale of infringing products. Without IP, many innovative products would not be profitable, since everyone who is able to manufacture the product could do so and sell it (European Patent Office [EPO], 2016). 
The IP System 
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Source: Jan Rüterbories (2023).
When new products enter the market and become successful, it is very likely that competitors will follow, making similar or identical products. The innovator of the original product has probably invested a lot in R&D, building the supply chain for production, organizing marketing activities, and setting up the distribution network. Imitators benefit from these efforts: They need less marketing since the product is already known. They probably spend less on R&D and production and are therefore able to get a better return an investment, even if they sell the product at a lower price. Therefore, innovators are under heavy pressure and may be driven out of business while competitors take advantage of their creativity. The IP system offers innovators protection of their inventions with ownership over their work and the rights to exclude competitors from the production, import, or sale of infringing goods. The IP system differentiates between varying types of IP.
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Source: Jan Rüterbories (2023), based on EPO (2016).
Patents are granted for technical inventions. The patent applications are examined by the relevant patent office, for example, the EPO or United States Patent and Trademark Office (USPTO). Patent officers determine whether the invention meets the compulsory requirements for a patent to be granted. Patents generally last for a maximum of 20 years from the date of filing. Utility models protect IP in a simpler way than a patent does. They last for a shorter period of time and can be registered and published much faster. Patent
A patent represents the right to prevent others from making, using, or selling an invention in the country of granting for a limited time.

A copyright requires no registration, since It automatically exists when a work is created. It protects any type of original creative expression, including literature, art, drama, music, photographs, recordings, and broadcasts. Trademarks are distinctive markings that indicate the origin of a product or service. These are, for example, names, logos, and colors the owner affixes to their products or services to distinguish them from the products and services of competitors. 
Registered designs protect the external appearance of a product. They offer no protection of the technical aspects. Designs need to be original and have an individual, unmistakable character in order to be officially registered. The artistic aspects of a design may also be protected by copyright. 
Unregistered designs enjoy protection as well. An unregistered design is a free, automatic right that you received when you present a design to the public. It gives you the right to stop anyone from copying your design. The protection afforded by an unregistered design is normally of more limited duration than that available for a registered design. Trade secrets are any information not known to the public. If measures are taken to keep the information confidential, anyone who steals it can be sued.
The different legal rights are usually combined in one single product. You may have noticed the symbols  or  behind product names, indicating a trademark protection. Product manuals, training materials, or the software of a product are often copyright protected (). The technical aspects of a product are protected by a patent. The number of new patents a company files per year can be used as indicator how innovative a company is. It is also a measure of the company’s value. For start-ups, patents are usually the only asset the company has, and the company’s value decreases with every year of the remaining patent protection.
The healthcare industry constantly innovates. The statistics collected by the EPO reveal that medical technology is behind only digital communication, making it the field with the second most patent applications. Pharmaceuticals are in position seven. 
Number of EPO Patent Applications by Field
	1
	[image: Satellite dish with solid fill]
	Digital communication
	15400
+9.4%
	[image: Play with solid fill]

	2
	[image: Heart with pulse with solid fill]
	Medical technology
	15321
+0.8%
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	3
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	Computer technology
	14671
+9.7%
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	4
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	Electrical machinery and energy
	12054
+5.7%
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	5
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	Transport
	9399
+4.5%
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	6
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	Measurement
	9167
+6.5%
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	7
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	Pharmaceuticals
	9026
+6.9%
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	8
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	Biotechnology
	7611
+6.6%
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	9
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	Other special machines
	6450
+3.8%
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	10
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	Organic chemistry
	5923
-1.8%
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Source: Jan Rüterbories (2023), based on  European Patent Office (2022).

In 2021, most of the medical device patents were filed by large global companies such as Philips and Medtronic. Considered by country, the USA filed the most, 38 percent, followed by Germany at 9 percent (EPO, 2022).
Medical Device Patents by Applicant and Country
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 Source: Jan Rüterbories (2023), based on European Patent Office (2022).
A patent can be considered as a contract between an inventor and the society. The inventor offers an invention, leading to a product for the benefit of all, and in return the inventor receives protection from society in the form of a patent. The protection by law allows the inventor to ban others from commercially exploiting the invention. A patent does not give the sole right to use an invention. However, since lawsuits are very cost intensive and sometimes last many years, small companies face the risk of becoming insolvent if they need to sue a larger company who has ignored their patent.
The requirements of a patent application differ from country to country. According to the EPO, “Patents shall be granted for any inventions, in all fields of technology” ( European Patent Office, 2020, Article 52.1). Specifically, technical inventions and processes, chemical substances and processes, and microorganisms are protectable with a patent. However, a fundamental requirement is that a patentable invention must be new, involve an inventive step, and be industrially applicable. “New” means here that no previous public disclosure of the invention has been made before the date of the patent applications. This is often the critical point in research or research translation, as researchers tend to publish their work first and then think of commercialization. The “inventive step” means that, at the time of the patent filing, the invention is not obvious for a skilled person in the respective technical field. This is rather difficult to assess. Translation of research
Refers to the process of commercialization of research findings in form of patents, licensing or spin-offs.

The European Patent Convention (EPC) defines patentable invention and its exclusions as such (European Patent Office, 2020, Article 52–53):
· “inventions whose commercial exploitation would be contrary to ‘ordre public’ or morality (including, for example, processes for cloning human beings or the use of human embryos for commercial or industrial purposes)”
· “plant or animal varieties or essentially biological processes for producing plants or animals (although ‘microbiological processes and products thereof’ are patentable)”
· “methods for treatment of the human or animal, body by surgery or therapy and diagnostic methods practiced on the human or animal body (although products, in particular substances or compositions for use in such methods, e.g. medicaments or surgical instruments, are not excluded)” 
Software is “non-technical” and not patentable, however it is copyright protected as any authored text would be. It is usually kept secret since an infringement is almost impossible to prove. However, algorithms as “technical data processing” are patentable, such as the famous MP3 audio compression algorithm, developed largely by the Fraunhofer Society in the 90s (Spille, 1996).
The Famous MP3 Audio Compression Patent
Source: Spille (1996). Public domain.

One important task of every innovation is a patent research to determine novelty and freedom to operate (FTO). With a comprehensive FTO-analysis, a company is able to prove and monitor possible patent infringement before market access. There are public databases available where inventors can search for similar patents (e.g., the EPO’s Espacenet). 
The cover of a patent (as seen in the graphic above) contains all relevant details in numbered fields. For example, #72 is the inventor name; #22 is the date of filing; #11 is the patent number, with “EP” standing for “European Patent (other codes include “US” for the United States, “CN” for China, and “WPO” for World Patent); and #51 is for the Cooperative Patent Classification (CPC), formerly known as International Patent Classification (IPC). In this case, “H” classifies Electricity, 04 classifies electric communication technique, B classifies transmission, and 1/66 classifies further details on the transmission system, more specifically, “reducing bandwidth of signals for improving transmission” (World Intellectual Property Organization [WIPO]a, 2022, H, 04, B, 1/66 Sections). 
This kind of classification allows the honed-in search of similar patents without using keywords. A patent search solely based on keywords can be misleading, since paraphrasing is a common technique to “hide” patents. The following pages of a patent contain a general description, drawings of the invention, and the patent claims. The claims determine the scope of protection and contain the features of the invention that justify the granting of a patent. The claims must be clear and concise and be supported by the description. 
There are different patent application processes and strategies. Either you start the protection nationally and extend it to different regions, or file separate applications simultaneously in all regions of interest. One common approach for early protection of innovation is the Patent Corporation Treaty (PTC) application. The PTC is an international treaty that grants patents in multiple countries and follows its own process. Inventors are able to get protection in several countries simultaneously just by writing one application in their local country. In return, they are able to receive protection in 153 contracting states. A major advantage of PCT is that the filing date acts as placeholder in time for later add-on protections in one or more additional countries. The protection time begins with the filing date. 
In order to obtain the filing date, only a minimal set of formal requirements need to be fulfilled (laid out in Article 11[1] of the Patent Cooperation Treaty; World Intellectual Property Organization, 2001) with at least one temporary claim. Refinement and completion can be done in a period of 12 months after the filing date. Further, the it is also cost effective, as it only requires a low filing fee upfront (see the PCT fee table for details; WIPO, 2022b). For these reasons, it the first choice of founders and SMEs, who can benefit from immediate protection, giving them an advantage in creating company value by IPR and seeking funding.
Self-Check Questions
1. What is intellectual property? 
Intellectual property (IP) refers to creations of the mind, such as inventions; literary and artistic works; designs; and symbols, names; and images used in commerce.
8. List the types of IP protection.
patents, utility models, copyright, trademarks, registered design, trade secrets 
9. Who is involved in filing a patent?
The inventor and the applicant.
2.4 Impact of Public Policies and Price Regulation on Innovation
Pricing of medical devices and pharmaceutical products is highly complex. The level of transparency is much lower compared to other industries. Unless the product is a consumable, such as surgical instruments, you won’t find a price list or platform for direct order. 
Healthcare providers create revenue by receiving health insurance reimbursement for the execution of processes for diagnosis and therapy. These processes are grouped by disease. Most countries apply two different reimbursement systems, distinguishing between ambulatory or stationary care. For hospitals in many European countries, the diagnosis-related group (DRG) system is applied. A DRG defines a group of patients with similar clinical characteristics and whose treatment entails a comparable expenditure of resources. DRG systems are thus medical-economic patient-classification systems that mostly assign patients to exactly one case group. By applying this grouping system, thousands of individual healthcare activities are grouped to a manageable number of case groups. 
However, all European country, along with other regions around the world, use their own DRG-systems. These are “closed-loop systems,” as cost accounting data is used to update the system in order to prevent hospital over- or underpayment. Even small differences in proficiency for certain groups may be a disincentive or incentive to provide the most cost-efficient procedure rather than the most medically effective. The amount of reimbursement for a specific group is based on the individual patient data (age, admission weight, duration of stay, gender, etc.), main diagnosis, secondary diagnosis, and applied procedures. 
The latter are coded with different systems, listed in the patient record, and, after hospitalization, transferred into the equivalent amount of money. The diagnosis is coded via the International Classification of Diseases (ICD) and grouped via Major Diagnostic Category (MDC). The applied intervention procedure is coded via a procedure-classification system, such as the International Classification of Procedures in Medicine (ICPM). The MDC and ICPM codes are mapped to a DRG code. This DRG code is then referenced to a base amount that is dependent on, for example, severity and region, as well as others (shown below). 
DRG Grouping Example
DRG
grouping
age
60y
gender
male
main diagnosis
cardiac arrest ICD I21.4
Secondary diagnosis
diabetes melitus ICD E11.91
hypertension ICD I 10.00
procedure
Balloon dilatation
ICPM 8-837.00
group code
DRG F52B 1.3
base amount
3.300€
weight factor
reimbursement
4290€

Source: Jan Rüterbories (2023), based on Reimbursement Institute (2022).
This is a very simplified view: In reality, nearly every country has its own system that calculates different amounts of reimbursement for the treatment of the same disease. General criticisms from caregivers and providers arise due to reimbursement by fixed amounts, based on average diagnosis and treatment procedures. Infrastructure and staff are constant cost centers independent of the current number of patients, and the result is that many hospitals end up with insufficient funds. 
Pricing of medical devices and pharmaceuticals is therefore indirectly regulated throughout the regional DRG systems. The challenge for new, “first of its kind” innovation is to be equivalently applicable as a standard procedure in the DRG system, thus enabling healthcare providers to be reimbursed for the usage. If this is not possible, a new procedure needs to be created. This involves a dedicated clinical evaluation to judge the socio-economic benefit. This procedure will delay market acceptance by several years and increase the research and development (R&D) expenditures.
As indicated previously in this unit, public policies can create market barriers and greatly impact overall R&D expenditures. It is therefore a strategic decision to distribute the same product into the desired markets, or to manufacture different versions to be able to be profitable with less-expensive devices in markets where there is a gap between R&D costs and prospective reimbursement. 
Regulatory Approval to Market
Every market in the world has its own legal policies on how to demonstrate product conformity. In Europe, obtaining a CE mark is mandatory to sell products, while the United States require clearance from the Food and Drug Administration (FDA). Other regions such as Asia, India, Canada, and Australia have their own legislative systems for approving the sale of devices.
In most regulatory systems, medical devices are classified according to the risk they pose to harm someone through the defined intended use. Risk classes are numbered from I to III. I is the lowest risk (e.g., a malfunction of the device does not lead to severe harm or death), while risk class III includes devices such a pacemakers that can lead to death on malfunction. 
The process for market approval depends on the risk class and is defined by law. In the United States, it is Section 510(k) of the Food, Drug, and Cosmetic Act, and in the European Union, the Medical Device Regulation (MDR) is used for medical devices and the In Vitro Diagnostic Regulation (IVDR) for in-vitro diagnostics. For example, Annex VIII of the MDR contains a list of rules for classifying medical devices. Major characteristics are the level of invasiveness (e.g., direct contact with blood), active or passive use of electricity, and the duration of use (e.g., shorter or longer than 60 minutes, up to 30 days or longer; European Commission, 2017).
The process for market approval is based on documentation of applied standards, processes for quality control, processes of R&D and production, and the clinical evaluation. An example of a common standard is ISO 13485 – Quality Management. Manufactures need to prove that they have a working quality-management system. If they implement ISO 13485 and pass the audit, they comply to this standard. However, this standard requires the use of additional standards, such as ISO 14471 for risk control and ISO 14155 for clinical evaluation. Depending on the kind of medical device, regulations may be applied for software, electrical safety, biological compliance, user interaction, or radiation protection. On average, a technical documentation covers approximately 50 standards. 
The figure below shows the general structure of the technical documentation (TD) as defined by MDR. The TD for the FDA’s 510(k) market approval differs from the technical documentation partly in structure and title of the low-level documents. It is a major challenge for manufacturers to provide dedicated technical documentation for different markets, be compliant to updated regulations, and keep all documents consistent at all times. If deviations occur during an audit, an immediate stop of sales might be the consequence. 
Sample Structure of Technical Documentation for Medical Devices According to MDR Annex II (Including Documents According to CRF)
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Source: Jan Rüterbories (2023).
One of the most important parts of the technical documentation is the “Verification and Validation” section which contains the documentation of the clinical evaluation. The evaluation already begins on the workbench. If all tests are passed, animal experiments might follow before “first-in-human” studies are performed. The clinical evaluation is based on extensive literature research and planning. The studies are designed according to safety and performance regulations and medical efficacy must be shown before market approval is granted. 
The clinical evaluation continues after market launch by way of follow-up studies in order to fulfill the requirement of post-market surveillance (PMS). PMS is defined as
 “all activities carried out by the manufacturers in cooperation with other economic operators to institute and keep up to date a systematic procedure to proactively collect and review experience gained from their devices placed on the market, made available or put into service for the purpose of identifying any need to immediately apply any necessary corrective or preventive actions.” (European Parliament, 2017, Article 2 (60)) 
and “The active, systematic, scientifically valid collection, analysis, and interpretation of data or other information about a marketed device” (U.S. Food and Drug Administration, 2023, section 822.3). The main reason for PMS is the fact that some risks remain unknown and may occur over time as the products are being used in daily routine. The aim of post-market surveillance is therefore to
· systematically identify risks during the practical use of the product,
· verify the performance of the products “in the field,”
· find product defects and undetected safety issues,
· continuously update the risk-benefit assessment, and
· quickly initiate necessary measures such as recalls.
Only through continuous and systematic post-market surveillance manufacturers can ensure that medical devices provide the promised benefits to patients and that no unmanaged risks exist.
Self-Check Questions
1. Please list the three relevant coding systems for reimbursement via DRG. 
International Classification of Diseases (ICD), Major Diagnostic Category (MDC), International Classification of Procedures in Medicine (ICPM)
2. Please complete the following standard titles.
ISO 13485 – Quality Management, ISO 14155 – Clinical evaluation, ISO 14471 – Risk Management
3. Please complete the following sentence.
Only through continuous and systematic post-market surveillance can manufacturers ensure that medical devices provide the promised benefits to patients and that no unmanaged risks exist.


2.5 Digression: Orphan Drug Act and Innovation
The Orphan Drug Act is a prime example of the transformational impact public policies can have to spur up innovation in areas of public interest. Legislated by the US Congress in 1983 (U.S. Food and Drug Administration, 2022b), it provided a comprehensive framework of regulatory, market, and financial incentives for developing new drugs in rare diseases for the first time. The Orphan Drug Act also served as a blueprint for many other countries in subsequent years to set up similar policies for orphan drugs.Prevalence
the number of disease cases present in a particular population at a given time

Background
Orphan drugs are pharmaceuticals approved for the treatment, diagnosis, or prevention of rare diseases. Rare diseases are not uniformly defined across jurisdictions; there are variances across countries. Usually disease severity, disease prevalence, and the availability of therapies are components of the definition (Melnikova, 2012). Let’s look at some examples.
The EU defines rare diseases as medical conditions with a low prevalence of 0.05%, meaning it affects no more than one person in 2,000 (European Commission, 2022). Other countries focus on the number of total prevalent cases. For example, in Australia, a rare disease is defined as < 2,000 of such cases, whereas South Korea sets the threshold ten-fold higher (< 20,000 prevalent cases; Melnikova, 2012). A third basket of countries incorporates disease severity markers such as “life-threatening” or “severely” or “chronically debilitating” in their definition of rare diseases. Singapore and some Latin-American countries utilize this approach.
The US definition also includes the perspective of return on investment for developing drugs for rare disease (European Commission, 2022). It reads as follows:
“In the United States rare disease or condition’ means any disease or condition which 
(A) affects less than 200,000 persons in the United States, or 
(B) affects more than 200,000 in the United States and for which there is no reasonable expectation that the cost of developing and making available in the United States a drug for such disease or condition will recovered from sales in the United States of such drug.” (U.S. Food and Drug Administration, 2013a, par. 2)
The Orphan Drug Act provision is linked to this definition, as it aims to mitigate the inhibitory effect of missing financial viability in orphan drug development. 
Evidence suggests that, across the world, 6,000–8,000 rare diseases exist, such as genetic diseases, degenerative diseases, rare cancers, respiratory diseases, and infectious tropic diseases. Approximately 6–8 percent of the global population is affected by at least one rare disease (Gammie et al., 2015). Estimations specifically from the US indicate that more than 7,000 rare diseases affect up to 30 million people there, which is 10 percent of the country’s total population (National Organization for Rare Disorders, 2021). Similar numbers are reported from the EU: Between 6,000 and 8,000 different rare diseases affect an estimated 30 million people in the EU (European Commission, 2022).
Rare diseases can be serious, life threatening and have significant impact on families and societies. Most rare diseases cannot be addressed with targeted treatments. A recent report highlighted that, in the US, FDA approved medications are only available for about 5 percent of rare diseases (National Organization for Rare Disorders, 2021). According to other sources, less than 10 percent of patients with rare diseases receive disease-specific treatment (Melnikova, 2012).
These numbers demonstrate that rare diseases are a major global public health problem. For hundreds of millions of people living with rare diseases, appropriate provision of care is not possible due to the lack of treatment options (Chan et al., 2020).
Orphan Drug Development
Availability and access to orphan drugs are of paramount importance to reduce morbidity and mortality of orphan diseases. Historically, there were significant hurdles for the pharmaceutical industry to embark on R&D targeting innovations in the rare disease area. There are two fundamental challenges with orphan drug development.
The scientific/technical challenge
A prerequisite for finding new drugs for any medical condition is a solid understanding of the complex molecular biology and pathophysiology of the disease. Many rare diseases are still uncovered territory, and the scientific basis for targeted discovery activities is weak. When it comes to clinical development activities, the small number of patients with a specific rare disease can make it difficult to include the necessary number of patients in clinical trials (Miller et al., 2020).
The commercial challenge
The business model of R&D-based pharmaceutical companies is characterized by extremely high investments to bring a pharmaceutical innovation to patients. Accumulated costs, also accounting for failed projects, can easily reach 2–3 billion USD (DiMasi et al., 2016). These investments require a sufficient financial return via sales once the drug is on the market to ensure the sustainability of the pharma business model. Obviously, the number of patients that can be treated with a new drug is a key driver for drug sales. However, allocating the cost of developing a new drug to small patient populations would be of tens of thousands of dollars in cost per patients. The most significant barrier to new orphan drugs development is therefore high development costs in conjunction with limited patient populations. Consequently, even promising discoveries never attracted the investments required to turn them into commercially viable orphan drugs (Ernst & Young, 2015). Before the Orphan Drug Act in 1983, only 38 orphan drugs had been approved by the FDA (National Organization for Rare Disorders, 2021).
The Orphan Drug Act (ODA)
Against this background, the US congress confirmed the following insights, which formed the basis for the Orphan Drug Act (U.S. Food and Drug Administration, 2013b):
· the relevance of rare disease burden in the US
· the lack of treatment options for those diseases
· the fact that pharmaceutical companies face the risk of financial losses due to the unfavorable relation of small sales expectations in comparison to the high costs of development
· the likelihood that drugs for those diseases will not be developed unless changes in the legislation are made to reduce development costs and offer financial incentives
· the public interest in the development of orphan drugs
The new legislative intended to address the public health issues around rare diseases by stimulating private initiatives to invest in R&D in these areas. The main target of the legislation was the pharmaceutical industry. The Orphan Drug Act offers several incentives designed to encourage investment in orphan drug R&D and increase therapeutic options for patients affected by a rare disease. To qualify for the Orphan Drug Act programs, companies must demonstrate in their submission to FDA that the investigational drug is targeting a rare disease according to the FDA definition (U.S. Food and Drug Administration, 2013b). Once the regulatory body has reviewed and accepted the submission, an Orphan Drug Designation (ODD) is granted, which qualifies the company for the incentives program under the Orphan Drug Act legislation.
Provisions of the Orphan Drug Act 
The legislation integrates several building blocks of regulatory, market, and financial incentives (Schweitzer & Lu, 2018b, p. 337), as summarized in the figure below.
Key provisions of the Orphan Drug Act
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Source: Ludwig Steindl (2023), based on .
Clinical research grants for preclinical and clinical studies
Orphan products’ clinical trial grants are provided by the Office of Orphan Products Development (OOPD) via the Orphan Products Grants Program. This initiative offers public funds for the development of drugs, medical devices, and medical foods meeting the FDA’s orphan disease criteria. Since its launch alongside the implementation of the Orphan Drug Act, more than 700 studies with total funding amounting over 420 million USD have been supported (Imoisili et al., 2014). A thorough analysis of outcomes and impact of the five-year funding period of 2007–2011 provided the following insights (Miller et al., 2020):
· Funding for clinical trials covered a broad range of 18 therapeutic areas, with oncology, neurology, and pulmonology as leading areas.
· From the totality of 85 grants grated during this period, nine (11 percent) resulted in new approvals. On average, the development time from funding to approval was seven years. Both outcomes can be viewed as favorable, against benchmarks on success probability (four percent) and time of development (14 years) of the usual R&D process in pharma (Gassmann et al., 2018, p. 5).
· Collaborations and partnerships between academia, industry, and patient organizations are important for optimal clinical trial design and, thus, positive outcomes. 89 percent of the new approvals could be associated with such type of collaborations between different stakeholders
Seven years of exclusive marketing rights (ODE) in the US for the first company granted approval for an orphan drug within a class
It is important to note that this Orphan Drug market exclusivity (ODE) is a regulatory provision. It is of complementary nature to the existing patent legislation, which provides the patent holder with the right to prevent others from using, manufacturing, or commercializing their innovation, usually for a 20-year period. The Orphan Drug Act associated market exclusivity is binding to the FDA: No generic product or biosimilar will be approved within the time of market exclusivity in case the original patent expires earlier (National Organization for Rare Disorders, 2021).
A recent analysis shows that the majority of orphan drugs on the US market are protected from both patent and ODE legal frameworks (37.6 percent), but a fraction of orphan drugs (11 percent) still benefit from market exclusivity through ODE protection, even though the original patent has expired (National Organization for Rare Disorders, 2021).
Patent and Orhan Drug Exclusivity (ODE) Status 
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Source: Ludwig Steindl (2023), based on National Organization for Rare Disorders.

In addition to the market exclusivity claim, the Orphan Drug Act lays out additional regulatory incentives, such as regulatory support for clinical trial design and waivers for fees (usually occurring when companies submit a new drug application).
25 percent tax credits for clinical trial expenditures in development of orphan drugs
The Orphan Drug Tax Credit (ODTC) allows sponsors to write off 25 percent of expenses on qualified clinical trial costs in orphan drug development, thereby lowering development costs. It has been estimated that this financial incentive program has significant impact in encouraging companies to embark on orphan drug development. According to the calculations, without the ODTC, the investments would have been smaller by approximately 30 percent translating into more than 30 percent fewer new orphan drugs coming to market (Ernst & Young, 2015). Even though these projections require further confirmation through investigations, they underscore the relevance of such incentives to unlock companies’ willingness to invest in orphan drugs.
Impact of the Orphan Drug Act
Since its enforcement, the Orphan Drug Act encourages the industry to embark on orphan drug development and thereby triggered a transformational move in the US to increase the availability of orphan drugs. From only 38 orphan drugs prior to the enforcement of Orphan Drug Act to up to 838 approved orphan drug indications of 564 distinct drugs in 2019 is a quantum leap (IQVIA, 2020).
Orphan Drug INDICATION Approvals in the US
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Source: Ludwig Steindl (2023), based on IQVIA (2020).
The commitment of industry and associated R&D networks to further improve the availability of orphan drugs can also be seen in the increased share of orphan drug approvals in the overall basket of newly approved drugs, which went from below 20 percent to over 40 percent (Darrow et al., 2020).
Share of Drugs approved with Orphan Drug Destination since Orphan Drug Act enforcement
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Source: Ludwig Steindl (2023), based on Darrow et al. (2020).
Significant innovations for patients with rare diseases have become available during those 40 years, highlighting the impact of the Orphan Drug Act on commitments made by manufacturers and regulators to these patients. Peter L. Saltonstall, President and CEO of the patient advocacy group National Organization for Rare Disorders (NORD) stated that “more than 9 out of 10 orphan products on the market today would never have been developed without the Orphan Drug Act” (M. Zipkin, 2021, para. 5).
The Orphan Drug Act inspired many others to enforce orphan drug legislation for their jurisdictions, including the EU, Australia, and Japan. While all share the intent to improve the availability and access to orphan drugs, there are critical differences between the shape of legislations, policies, and regulations implemented (Chan et al., 2020).
Self-Check Questions
1.Please fill in the blanks.
Enacted by the Food and Drug Administration (FDA) of the United States in 1983, the Orphan Drug Act was the first legislation to regulate orphan drugs and offered financial, market, and regulatory incentives to companies that developed and registered orphan drugs.
2.Please mark all correct answers: The definition of rare diseases varies across jurisdictions but typically considers 
· disease prevalence
· disease incidence
· costs to treat the disease
· existence of alternative treatment options

Summary
Incentives and disincentives for innovation in pharma and medical technology are modulated due to information asymmetries, barriers to market access, the IP-system, and public policies. Information asymmetries occur when two parties do not share the same level of information on a specific theme. Since decision-making is the conscious or subconscious analysis and evaluation of information, asymmetric information might lead to disadvantageous decisions. 
Market-access barriers might be disincentive to innovate in certain regions, as the complexity of legal requirements push R&D costs, and the amount of reimbursement might be as low as no successful business case is possible. A deep understanding of local markets is therefore essential for every step of the innovation process. The innovation process begins with the initial idea of a product that solves a medical need. For clinical use, a proof of concept is established before the phase of product R&D follows. Legislative regulation interacts with this process by adding requirements (such as testing and clinical evaluation) that must be met before a product is considered “compliant” and put on the market. 
The IP system provides different means to protect the work of innovators from unauthorized use. Different kinds of protection may be combined for one product. A patent is a prohibitive law giving the owner the right to ban imitative products commercially. The use of IPR is a strategic decision. IP and prospective markets are often the only asset company founders can offer to investors.
Public policies have a major impact on innovation. The main drivers are local regulations, which are necessary for medical devices to meet in order to get market access, and the reimbursement system, which enable healthcare providers to be paid for their service and investments into medical devices. Reimbursement systems differ from country to country and for stationary or ambulatory service. 




Unit 3 – Effectiveness and Benefits of Innovation in Pharma and Medical Technology

Study Goals

On completion of this unit, you will be able to …

… understand how heath technology assessment (HTA) is used in the evaluation of innovations in pharma and medical technologies.
… apply measurement concepts to inform return on innovation analysis from a health-system and industry perspective. 
… identify the impact of pharmaceutical and medical technology innovations on health across various therapeutic areas and medical conditions.
… evaluate ethical issues associated with the development and commercialization of innovations by applying biomedical ethical principles.

3. Effectiveness and Benefits of Innovation in Pharma and Medical Technology 
Introduction 
To receive marketing authorization by regulatory bodies, a new drug or medical technology must be found to be safe, efficacious, and of good quality. But evaluation does not stop with regulatory approval; it can be seen as the prerequisite step that enables companies to embark on the subsequent evaluation and negotiation processes on the individual country level to achieve market access, competitive pricing, and reimbursement for their innovations. 
In any health system, funds are not unlimited. Funding of healthcare provision in high-income countries comes mostly from domestic sources like tax income or health-insurance premiums, which determine the available budget ceiling. Most low- and middle-income countries rely on a combination of domestic and international sources like grants, donations, or special aid programs. In every country, regardless of the purchasing power, governments and third-party payers need to make sure available resources are used rationally. They must make difficult choices as to which health technologies they want to fund at which price. 
A continuous flow of high-priced innovations in areas such as gene therapy or immuno-oncology, along with changing demographic trends, are likely to increase the costs of healthcare even further. Gatekeepers such as governments, insurance companies, and other third-party payers therefore ask fundamental questions of the effectiveness, benefits, and costs of an innovation before it can reach the patients.
3.1 [bookmark: _Hlk118706022] Evaluation of Innovation
The need to allocate limited healthcare resources most efficiently while continuously striving to improve the quality of care has fueled the evolution of health technology assessment (HTA) across the globe. Many countries in the world have established HTA bodies, either formally as autonomous governmental institution or by informally utilizing some form of HTA. Two different types of the HTA function can be observed (Salisbury et al., 2015, p. 7):
1. HTA with a mainly advisory role to governments and payers based on assessment reports they produce
2. HTA with regulatory function mandated by their respective government for decision-making and priority setting in the areas of pricing and reimbursement 
Examples of the first type include HAS/CEESP in France, IQWiG in Germany, and NICE in England. Examples of the second type include TLV in Sweden, AIFA in Italy, and ZIN in the Netherlands (Angelis et al., 2018).
Established HTA infrastructure particularly exists in the European Union, the UK, Canada, Australia, and Japan. In other countries in the Americas, Eastern Europe, and Asia Pacific, HTA structures often exist as privately owned or independent advisory bodies, or are still emerging.
HTA evaluations purposefully inform health-policy decisions by governments or third-party payers in a particular country or health system context. Across all countries, results of the HTA processes are particularly used to inform decision-making regarding market access. This includes potential restrictions of coverage, level of reimbursement, and pricing of new health technologies. HTA evaluation of health technology consists of two separate parts:
1. The assessment focuses on reviewing the clinical and economic evidence.
2. The appraisal considers the local context and provides recommendations (or decisions, depending on the HTA mandate). The appraisal is a subsequent step of the assessment and concludes the evaluation.
HTA Networks: Towards a New and Internationally Accepted Definition of HTA 
While each HTA body is deeply rooted in the specifics of a country’s individual health-system context, in recent years, global and regional networks have evolved with the intent of collaborating on the science and practice of HTA. The most relevant organizations are (O'Rourke et al., 2020)
· global networks: International Network of Agencies for Health Technology Assessment (INAHTA) and Health Technology Assessment International (HTAi); and
· regional networks: European Network for Health Technology Assessment (EUnetHTA; Europe), HTAsiaLink (Asia), and RedEDTSA (the Americas).
Despite an enormous amount of literature covering the science, methods, processes, and practical implications of HTA, until most recently, a global consensus on its definition was missing. It was therefore an important milestone in the history of HTA when the new, internationally aligned definition was agreed upon by a broad coalition of international HTA networks, organizations, and societies. It can serve as a point of reference: “HTA is a multidisciplinary process that uses explicit methods to determine the value of health technology at different points in its
lifecycle. The purpose is to inform decision-making to
promote an equitable, efficient, and high-quality health system” (O'Rourke et al., 2020, p. 188). This definition can be further clarified by the following information:
· Health technology is comprised of pharma and medical technologies as well as procedures, programs, or systems that target prevention, diagnosis, and treatment of diseases as well as the organization of healthcare delivery, rehabilitation, and health promotion. 
· The evaluation is based on state-of-the-art scientific methods, the best available data sources, and a systematic, transparent, and formal process.
· Several dimensions of value are listed, including important context factors for value determination.
While our focus in this section is on HTA for innovations in pharma and medical technologies that inform price and reimbursement decisions in the pre-market phase, it is important to note that HTA can be applied over the whole lifecycle of a product, including the informing of disinvestment decisions.
Global Payer Archetypes 
While every local, national, or regional health system has its unique characteristics, four archetypes of payer systems reflecting different HTA customer segments can be derived (Schoonveld, 2020, p. 184):
1. Cost-effectiveness-driven countries
2. Clinical-effectiveness-driven countries
3. Private-insurance-driven countries
4. Out-of-pocket-driven countries
These archetypes influence how funding and coverage decisions for new health technologies are made, how resources are allocated, and what health services are provided. While there are substantial country-specific differences and overlaps within the archetypes, the segmentation is helpful to understand how innovations are evaluated and which HTA approach(es) are predominant. 
Archetypes of Payer Systems Globally
[image: ]
Source: Ludwig Steindl (2023), based on Schoonveld (2020, p. 184).
In both Archetypes 1 and 2, corresponding HTA structures and processes are based on binding country-specific or regional legislation, are very formalized, and are guided by guidelines that describe the methodological and reporting aspects of the evaluation process, submission requirements, and fundamental principles of the appraisal procedure (Angelis et al., 2018). Those archetypes, or mixed versions of them, are mostly present in high-income countries where health systems are organized following the national health service or social health insurance system model, where key health system dimensions such as funding, insurance coverage, demand and supply mechanisms, provider choice, service provision and payment for services are subject to strong regulation and government steering (Merson et al., 2018) 
The key difference between these two archetypes is the type of analysis and the appraisal outcomes of HTA, which drive recommendations and downstream decision-making. Whereas Archetype 1 countries utilize a priori health economic data, Archetype 2 countries focus initially on the clinical benefit a new technology offers compared to an appropriate comparator. 
HTA appraisal outcomes and recommendations are different across and within archetypes driven by the individual country context (e.g., political, economic, or socio-cultural context).New active substance 
A new active substance is a chemical entity that has not been used in another medicinal product before.

The figure below presents an example comparison of HTA appraisal outcomes and recommendations in a cost–effectiveness versus clinical-effectiveness-driven country, covering all pharmaceutical submissions of new active substances (NASs), in 2021 (Centre for Innovation in Regulatory Science, 2022, 1 and 17). 
HTA First Submission Recommendations in Canada Versus Germany (2021) 
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Source: Ludwig Steindl (2023), based on  Centre for Innovation in Regulatory Science (2022).
In both cases, the results are used to shape pricing and coverage decisions as well as to negotiate adjustments to the original proposal made by the submitting companies. Typical examples include the following. 
Positive HTA appraisals 
These lead to favorable coverage, price, and reimbursement conditions for the new technology in comparison to the best available standard of care (Angelis et al., 2018).
Negative or conditional HTA appraisals 
These translate into rejection to adopt the new technology or restrictions. For example (Angelis et al., 2018), 
· access restrictions such as coverage for subpopulations or specific indications only, limitation to second-line treatment, specialist authorization prior to the use, or monitoring requirements;
· request for lower prices, particularly if a meaningful clinical benefit versus the appropriate comparator could not be demonstrated; or
· special types of agreements such as the generation of additional clinical data along with the market introduction (“coverage with evidence”) or price/volume agreements where the agreed price for new health technology is conditional to a maximum number of units sold.
Health systems with free-market and out-of-pocket health systems characteristics (Archetypes 3 and 4) utilize HTA more informally and are less embedded in the countries’ regulatory framework. However, considering escalating costs of healthcare, the public debate is on to embark on more formalized utilization of HTA as an integral part of stricter regulations of prices for new health technologies. In the USA, for example, a 2019 survey of payers and formulary decision-makers revealed that 90 percent advocated the need for a formal HTA system in the United States (Lee & Latch, 2019).
Methods and Tools of HTA Evaluation
Across countries, there are variances and similarities regarding key HTA methods and the tools in use to evaluate new pharma and medical technologies. An analysis of eight European countries provides comprehensive insights into the practical implementation of HTA in those countries (Angelis et al., 2018):
· Topic selection: Most assessments address new technologies that come with a high-cost burden to the health system or where there are still uncertainties regarding the real benefits. 
· HTA process: Usually, a technical group conducts the initial assessment, followed by an expert committee producing recommendations for the final decision on coverage, reimbursement, and pricing.
· Methodological guidance: Most countries use country-specific guidance documents to determine good HTA practices.
· Key data sources: Countries utilize the same types of data sources to evaluate the size of patient populations, clinical benefits, and costs. Data sources include:
· scientific studies (clinical trials, observational studies),
· national statistics,
· clinical practice guidelines,
· registry data,
· surveys, and
· expert opinion.
A common denominator in the evaluations is the use of economic evaluation and the assessment of the clinical benefit compared to an appropriate comparator as core analytical tools (Angelis et al., 2018). It goes far beyond the scope of this course to deep dive into the science and practical use of these methodologies. On the surface only, we can clarify a couple of the most relevant aspects.
Economic evaluation
Five main types of economic evaluation can contribute to HTA (EuNetHTA, 2016, p. 209):
· cost–effectiveness analysis (CEA)Incremental cost–effectiveness ratio 
The difference in costs between the comparators in a cost–effectiveness analysis divided by the difference in effects (EuNetHTA, 2016, p. 209) 

· cost–utility analysis (CUA)
· cost–consequences analysis (CCA)
· cost–benefit analysis (CBA) 
· cost-minimization analysis (CMA)
Those types of health economic analyses are used to inform decision-makers about the economically most efficient alternatives to allocate limited healthcare resources. The table below provides an overview and some fundamental explanations.
[bookmark: _Hlk119510057]Main Types of Economic Evaluations Used in HTA
	Type of economic evaluation
	Activity

	Cost–effectiveness analysis
	CEA compares the costs and effects of two or more alternatives addressing the same outcome. It delivers information on the greatest effect for given costs or given effects at minimum cost. Analysis results are expressed as an incremental cost–effectiveness ratio (ICER). As different diseases require different outcome metrics to measure effects, results are not comparable across diseases.

	Cost–utility analysis 
	The specific form of CUA uses quality-adjusted life year (QUALY) as a key effectiveness measure. QUALY incorporates both length (survival) and health-related quality of life (HRQoL). Results are presented as cost-per-QUALY information. As the same outcomes measure is used across diseases, results are comparable (unlike CEA).

	 Cost–consequences analysis 
	CCA considers cost and broader consequences of an intervention, thereby going beyond the single-metric measurement approach of CEA or CUA.

	Cost–benefit analysis 
	CBA compares cost and benefits expressed in monetary values. This type of analysis is not very widely used as the methodology is still being created.

	Cost-minimization analysis 
	In cases where technologies under comparison are equivalent in terms of benefits and risks, a CMA can be conducted to allow a comparison of costs per course of treatment. The preferred choice is the treatment that offers the lowest costs assuming the delivery of the same outcomes.


Source: Ludwig Steindl (2023), based on EuNetHTA (2016, p. 209).
In the context of introducing a cost-effective health technology in a healthcare system, decision-makers also need to understand the financial and organizational consequences of adopting this technology. To provide this type of information, budget-impact analysis (BIA) is conducted as part of the HTA evaluation process. BIA usually covers the following aspects: 
· characteristics of the health system in scope
· projected utilization and effects of the new technology
· size of the targeted population 
· expected changes in the treatment landscape and their impact on costs of care, including broader, condition-related costsEfficacy 
The efficacy of a technology is its capacity to produce a desired effect when used under ideal circumstances (such as clinical trial environment). It should not to be confused with effectiveness, which describes the same capacity when used in routine clinical practice.


The analysis is particularly relevant to decision-makers in need to assess the affordability of new healthcare interventions (Sullivan et al., 2014).
Comparative clinical benefit assessment
A cornerstone of any HTA across different countries and HTA mandates is the assessment of clinical efficacy and effectiveness of a new technology in comparison with the existing standard of care. The assessment should primarily compare health outcomes that matter to patients most (e.g. mortality, morbidity, and health-related quality of life; EuNetHTA, 2016, p. 140). All countries consider randomized, controlled head-to-head clinical trials (RCT) as the most reliable and scientifically robust data source (Angelis et al., 2018). 
The HTA Core Model
[bookmark: _Hlk118796707]The HTA Core Model was developed by the EUnetHTA based on funding from the European Union (EuNetHTA, 2016). It represents a framework for cross-national and national HTA collaboration on the production and sharing of HTA information, and can serve as a point of reference for state-of-the-art HTA. It serves the “full assessment of Diagnostic Technologies, Medical and surgical Interventions, pharmaceuticals and Screening Technologies” (EuNetHTA, 2016, p. 3). The model embraces three HTA building blocks: 
1. HTA-assessment elements provided as a comprehensive list of questions to be addressed in HTA
2. Best practice guidance on the methodology to answer the questions
3. The standard format to present the results


The HTA Core Model
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Source: Ludwig Steindl (2023), based on EuNetHTA (2016, p. 6).
To support a comprehensive assessment of all core elements of new technology, the HTA core model is structured along nine domains. Domains 1-4 are clinical domains, and Domains 5-9 are non-clinical (EuNetHTA, 2016). 
1. Health problem and current use of technology (CUR) summarizes essential background information (e.g., targeted population, disease characteristics, current management, and envisaged utilization.
2. Description and technical characteristics of technology (TEC) analyses relevant technology features to differentiate the technology from comparators, including required investment, tools, training, and information needed for use.
3. Safety (SAF) investigates unintended or harmful effects on patients and the environment and risk management.
4. [bookmark: _Hlk119485540]Clinical effectiveness (EFF) analyses the efficacy and effectiveness of the new technology, including the magnitude of health benefits and harms based on health outcomes such as mortality, morbidity, patient functional aspects and satisfaction, and health-related quality of life.
5. Costs and economic evaluation (ECO) deliver comparisons of alternative interventions regarding costs, health outcomes, and economic efficiency.
6. Ethical analysis (ETH) considers social and moral aspects associated with the technology in scope such as justice and equity, respect for persons, and ethical consequences of the HTA assessment itself.
7. Organisational aspects (ORG) analyze multiple issues regarding resources, processes, management, and delivery of care utilizing the new technology on patient and service provision, and health system level.
8. Patient and social aspects (SOC) captures perspectives from patients, care providers, and social groups on the burden of the disease, experiences with the standard of care, and expectations on the new technology along with specific information and communication needs.
9. [bookmark: _Hlk118634168]Legal aspects (LEG) address rules and regulations to be considered when implementing the new technology (e.g., autonomy and privacy rights of patients, equality of access, liability, and market regulation).
[bookmark: _Hlk118976105]HTA Core Model Domains
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Source: Ludwig Steindl (2023), based on EuNetHTA (2016, p. 7).
The importance of individual domains for driving HTA appraisal outcomes differs significantly. In an analysis covering three mainly clinical, effectiveness-driven European countries (Germany, Italy, and France), the clinical domains (CUR, TEC, SAF, and EFF) were found to be far more relevant in impacting HTA appraisal outcomes than the five non-clinical domains (ECO, ETH, ORG, SOC, and LEG). The EFF clinical-effectiveness domain alone dominated in driving national HTA decisions (Giuliani et al., 2018).
The HTA core model is a key deliverable of the EU-funded EUnetHTA initiative, launched in 2009, that eventually paved the way for the formal adoption of a new EU regulation on HTA in December 2021 (European Parliament, 2021)
The new regulation is due to take effect from January 2025, with implementation steps as of 2022, and will ultimately replace prior EUnetHTA-driven voluntary and opt-in collaboration on HTA between EU member states. This formal and compulsory framework for pan-European cooperation will regulate three key areas:
1. Joint clinical assessment of new health technologies and production of clinical assessment reports
2. Joint scientific consultations between HTA bodies and companies to optimize data generation
3. Cooperation in the identification of emerging technologies (Horizon Scanning)
It is essential to note that the authority of member states to manage their health services is preserved. Each country maintains the responsibility to decide about coverage, pricing, and reimbursement level of new technologies. Thus, individual country HTA remains a key enabler of local health policy decision-making in line and by fully utilizing the results from the joint work on selected areas as listed above.
The promise of the new EU regulation on HTA is a more efficient use of resources by avoiding duplication of efforts on the clinical aspects of HTA, strengthening the HTA quality, and ultimately improving access to innovative pharma and medical technologies (European Commission, 2021).
Self-Check Questions
1. Please name the two key segments of the HTA Core Model domains.
clinical domains
non-clinical domains
2. HTA can be applied …
·  … only in the pre-market phase of an innovation.
· … over the whole lifecycle of a product.
· … to all decisions, excluding disinvestment decisions.
3.2  Returns of Innovation and Cost-Benefit Analysis
Returns of innovation essentially address the question of whether an investment in innovation is worth the money. To investigate whether a healthcare intervention is worth it in comparison to other alternatives, economists apply cost–benefit analysis. This is a comparative evaluation where costs as well as associated benefits of interventions are expressed in terms of their monetary value. A prerequisite for utilizing this form of economic evaluation is the precise and unbiased assessment of costs and benefits expressed in monetary terms associated with a healthcare intervention Allocation of monetary value to health benefits (such as increased survival) is usually achieved through willingness to pay (WTP) surveys or discrete choice experiments (DCEs; York Health Economics Consortium, 2021), which is very demanding and challenging from a methodological point of view. The scientific difficulties to quantify health outcomes in monetary value mean that CBA is not broadly utilized in health technology assessment (EuNetHTA, 2016). In this section, we will investigate returns of innovation from two different viewpoints:Discrete choice experiment 
This is a quantitative research methodology to detect stakeholder’s preferred choices from several alternative options, with each presenting different attributes of a health technology (York Health Economics Consortium, 2021).



	
Willingness to -pay 
This is the monetary value that could be assigned to a health benefit (such as additional life years gained).


1. Health-system perspective
2. Industry perspective
Returns of Pharmaceutical and Medical-Technology Innovation From a Health-System Perspective
It is widely accepted that innovations in pharmaceutical and medical technology bring benefits to patients and societies by increasing life expectancy and improving the quality and productivity of life by effective disease prevention and treatment (Wamble et al., 2019). At the same time, those benefits come at a cost: Advances in medical technology are drivers of healthcare costs. This includes both direct medical costs and indirect costs (such as lost income due to missing working days or earlier death).
Returns of investment in healthcare measures the relationship between health expenditures and outcomes from either an overall health-system perspective or for specific health conditions (Luce et al., 2006). Intensive research has been done to evaluate whether the benefits of medical interventions outweigh their costs. 
For example, Cutler and McClellan (2001) investigated whether the benefits of innovations in five different medical conditions (heart attacks, low-birth-weight infants, depression, and cataracts) exceeded the costs associated with their use. Based on their evaluation, which used longer life as well as better quality and increased productivity of life as benefit composites, it was shown that the estimated benefit in the selected conditions is indeed greater than the costs. The table below provides further examples.
Examples for Return on Investment for Historical Innovations
	Medical condition
	Innovation 
(Historical examples)
	Return on Investment (ROI)
 ($ gain for every additional $ spent)

	Heart attack
	 New thrombolytic therapy (rt-PA) vs. usual care
Coronary Angioplasty (PTCA) plus stenting vs. PTA alone
	$4

$1.42

	Type 2 diabetes
	Treatment with lipid-lowering agents (statins) in patients without cardiovascular disease
	$7–$31

	 Stroke
	New antiplatelet therapy (Clopidogrel) vs. Aspirin to prevent stroke recurrence
	$6

	Breast cancer
	Radiation therapy after surgery vs. surgery alone
	$5.24


Source: Ludwig Steindl (2023), based on Luce et al. (2006).
Based on this analysis, each additional dollar spent in the US in the year 2000, when compared to 1980, produced health gains in the monetary value of $1.55 to $1.94, varying significantly across the conditions considered. The authors concluded that “the value of improved health in the US population in 2000 compared with 1980 significantly outweighs the additional health-care expenditures in 2000 compared with 1980” (Luce et al., 2006, p. 146).
More recent debates on whether the benefits of medical interventions outweigh their costs focus on cancer. This is driven by the high and ever-increasing costs of cancer care. For example, the costs of cancer care in the US rose from $125 billion in 2010 to a projection of $208.9 billion in 2020 (National Cancer Institute, 2022). 
In 2009, cancer drugs alone accounted for $40.5 billion, thereof a share of 76 percent could be allocated to drug innovations coming to market after 1995 (Lichtenberg, 2014). On the other hand, these spendings translated into significant health benefits for the population.
Analysis from Lakdawalla et al. (2010) suggests that during 1988–2000, the life expectancy of cancer patients in the US increased by four years. The monetary evaluation of these survival gains was expressed in an average WTP of $322,000. The authors concluded that 23 million additional life years were created through improved cancer care, translating into a $1.9 trillion social-value gain. 
In line with these findings is the analysis of Lichtenberg (2014), who reports a 13.8 percent decline in age-adjusted cancer mortality during the following period of 2000–2009, mainly driven by pharmaceutical innovation and innovation in diagnostic imaging. Lichtenberg (2014) concludes that the social value created through reductions in cancer mortality attributable to pharmaceutical and medical innovation is very significant and far outweighs the costs: Considering that a one percent reduction in cancer mortality has a monetary value of $500 billion (Murphy & Topel, 2006), the financial value stemming from cancer drug innovation would be $4 trillion, while the costs of new cancer drugs would be less than one percent of the value generation they enabled. 
While those type of analysis seem to support the message that innovation in pharmaceutical and medical technologies are worth significantly more than the costs they create for healthcare systems, there is still scientific and political debate around disentangling their benefits from other health services and whether the prices are justifiable given limited healthcare resources (Schnog et al., 2021).
Measuring the Return on Investment of Pharmaceutical Innovation
While the dynamic evolution of science and technology continues to push the boundaries of what innovation in pharma and medical technologies can deliver in terms of benefits to societies and patients, companies need sufficient financial returns on their investments to maintain the sustainability of the business model. To measure the return from investment for pharmaceutical innovations, business analysts assess the average costs to bring an innovation to market and apply projections on the average sales revenues from these products once launched (Deloitte, 2022).Return on equity 
This financial profitability metric is calculated by dividing total net income by shareholders' equity (Fernando, 2003).


From a financial overview perspective, the pharmaceutical industry sector reports attractive returns with a comparably high return-on-equity (ROE) ratio (the figures for 2016 are around 15 percent for pharma and 22 percent for biotech companies), and the net profit margins belong to the highest across industries (approximately 18 percent for the biopharma industry as a whole; Gassmann et al., 2018, p. 20). Those metrics address the whole business along the value chain, from research and development (R&D) until loss of exclusivity, where sales revenues typically erode quickly due to generic entries. Net profit margin
This is an indicator of the extent of profit generation from sales after operating costs and overhead costs are considered (Murphy, 2007).
	..

If we investigate pharmaceutical R&D specifically, in 2020, it made up a $300 billion investment market globally, fuelled by a multistakeholder base with the biopharma industry as the biggest contributor (approximately $200 billion), followed by the public and not-for-profit sector (approximately $75 billion), with venture-capital firms covering the remaining 10 percent. The expected financial return of innovation in pharma and medical technology is the key driver of decisions to develop it up to launch (Slag, 2022). Internal rate of return
This financial profitability metric indicates the annual rate of return that an investment is expected to deliver. It utilizes net-present-value calculation methodology to account for the time value of money. In financial theory, an IRR greater than the company’s cost of capital determines a profitable project (Fernando, 2003).
	

Companies apply sophisticated evaluation and portfolio-management techniques to inform investment decisions on individual assets starting very early and throughout the R&D Process. Such analysis address multiple interlinked aspects of profitability (e.g., sales-revenue potential, costs, time, risks of development, and strategic fit).
To measure the profitability of pharmaceutical innovations, one approach is to investigate the internal rate of return (IRR). For the scope of this course book, we do not need to dig into the methodological details of the analysis. It is a matter of specialized education on financial analysis and planning techniques. Here, it suffices to say that two fundamental inputs are required: development cost and expected sales for the innovation under consideration. The IRR can be calculated for individual assets specifically, portfolios, or even the whole industry sector utilizing averages on costs and sales for modeling the IRR (Deloitte, 2022).
Let’s look at an example for assessing the financial return on pharmaceutical innovation from an industry perspective and over a time frame of several years (Deloitte, 2022):
· The analysis was based on a cohort of 15 large, small, and midsized pharma companies, and their late-stage innovation portfolios (assets have been submitted for regulatory approval or are in advanced phases of clinical development). Data analysis and reporting cover the timeframe 2013–2021, done yearly.
· The average cost to develop an asset until it reaches the market was $2,006 million in 2021. This figure includes all failures.
· The 2021 projection on average sales that can be expected once the drug is on the market is calculated to reach $521 million. It Is important to recognize that sales projections are based on forward-looking assumptions on key drivers of sales such as medical need, competitive situation, pricing potential, and so on. 
· The IRR in 2021 based on these inputs arrived at 7 percent.
The figure below shows how the result from the 2021 analysis compares with figures from previous years.
[bookmark: _Hlk120360846]Return on Late-Stage Pharmaceutical Innovation 2013–2021 
[image: ]
Source: Ludwig Steindl (2023), based on Deloitte, (2022).
The figure clearly demonstrates that the return on pharmaceutical innovation from an overall industry perspective is dynamic in its nature and fluctuates contingent on internal and external contextual factors. For example, the specifics of the COVID-19 vaccine development and commercialization industry journey, with high success rates and quick development/approval cycles, translated into higher sales projections, reduced development costs, and resulted in an IRR significantly higher than the years before (Deloitte, 2022). It has been suggested that, from a purely financial perspective, even an IRR of around 7 percent only generates returns below the costs of capital (David et al., 2010).
While every company has its own approach to assigning returns of investment levels appropriate to the specific nature of the business and its financial requirements, there are four typical drivers of profitability for a pharmaceutical or medical technology innovation, which must be proactively managed (Gassmann et al., 2018):
1. The overall cost of development
2. The time needed until an innovation reaches the market 
3. The likelihood of technical success
4. The quality of the innovation in terms of meeting medical needs and level of incremental benefits compared to existing treatment options
The figure below presents a modeling output that quantifies changes in the listed areas and their impact on improving IRR.
Drivers to Improve IRR in Pharmaceutical Innovation 
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Source: Ludwig Steindl (2023), based on David et al. (2010).
The analysis highlights the sensitivity of IRR on internal measures of R&D management and the importance for companies to utilize tools and techniques which enable them to cope with the inherent uncertainties, risks, and long time horizons of innovation projects (Gassmann et al., 2018).
Self-Check Questions
1. What does the abbreviation WTP stand for in the context of cost–benefit analysis?
willingness to pay
2. Please mark the correct statement(s). The IRR is a metric that provides information on which financial characteristics of innovations?
· expected peak sales
· cost of development
· profitability
· sales growth potential
3.3 Impact of Innovations on the Health of the Population
The innovative pharmaceutical and medical technology industry is of critical strategic importance to society worldwide. There are many ways the industry contributes to the economic, social, and healthcare future. Two areas are of particular importance: 
1. Contribution to global health: According to the World Health Organization (WHO; 1948), “Health is a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity” (p. 1). Innovations in pharma and medical technologies aiming for patients to live longer, healthier and benefit from a more productive life. A continuous flow of innovations in prescription drugs, diagnostics, medical devices, and medical technology-enabled surgical procedures have increased life expectancy and quality of life for millions of people across many diseases (Wamble et al., 2019).
2. Contribution to global economic growth and trade: The pharmaceutical and medical technology industry generate economic value through employment, investment in R&D, and commercialization and trade of pharmaceuticals.
In this course book, we will particularly look at the impact of innovation on the health of the population. As discussed previously, the health benefit of a specific innovation, particularly in pharmaceuticals, is evaluated by efficacy and effectiveness analysis of the new technology, and it is measured by the magnitude of health benefits and harms based on health outcomes such as mortality, morbidity, patient functional aspects, satisfaction, and health-related quality of life (Angelis et al., 2018). For example, a new drug in oncology is expected to deliver substantial benefits to the patients, either in terms of increasing the changes for cure or to extend life span (increase overall survival) along with the better quality of life (Schnog et al., 2021). In this section, we explore the health benefits of innovations beyond a single technology assessment, taking a disease and population perspective.
Global Disease Burden and the Role of Prevention and Treatment
Medical science describes approximately 30,000 different diseases (Fischer & Breitenbach, 2020, p. 17), but only 10 of them account for 55 percent of the 55.4 million deaths worldwide in 2019 (WHO, 2020).
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Source: Ludwig Steindl (2023), based on WHO (2020).
Cardiovascular disease and its life-threatening complications like stroke and myocardial infarction are still dominating the world’s ranking list of deadly diseases, but also infectious, neurologic, cancer, and metabolic conditions belong to the biggest threats to global population health (WHO, 2020). Distribution and ranking of diseases varies between countries, for example, in low-income countries and rural areas, diarrhea represents a significant public health issue, while in the USA, cancer is the second most common cause of death, exceeded only by ischaemic heart disease (American Cancer Society, 2022).
Not on the top of the list, but very important from a public health perspective, are the 6,000–8,000 known rare diseases which affect only a small number of people per disease, but it total affect approximately 6–8 percent of the global population (Gammie et al., 2015). Rare diseases can be serious and life-threatening, and have a significant impact on families and societies. Less than 10 percent of patients with rare diseases receive disease-specific treatment (Melnikova, 2012).
Application of innovation in prevention and treatment
Based on the right diagnosis, there are two main approaches for health-service provision: prevention and treatment. What exactly do they mean?
[bookmark: _Hlk119596647]Prevention aims to block the onset of a particular disease. Primary prevention aims to prevent a disease before it ever occurs. An example is immunization (vaccination) against infectious diseases such as COVID-19. Secondary prevention aims to halt or slow the progress of a disease that has already occurred. For an example, daily intake of a mix of drugs such as low-dose aspirin, beta-blockers, diuretics, and statins to prevent serious complications of ischemic heart disease. 
Treatment aims to positively influence disease once it has occurred. Causal therapy aims to eliminate the root cause of the disease. An example is therapy of a bacterial infection with germ-sensitive antibiotics. Symptomatic therapy aims to reduce signs and symptoms of an ongoing disease with no impact on the cause itself. An example of this is the intake of a nitro-glycerine capsule to reduce the pain of a heart attack caused by ischemic heart disease.
Both prevention and treatment are necessary and complementary components of a comprehensive approach to medical and pharmaceutical care. Also, causal and symptomatic therapy may need to be combined to control symptoms until the cause of the disease has been eliminated.
The Contribution of Pharmaceutical Innovations to Global Health
Innovations in pharma and medical technologies are addressing the world’s biggest killers, but also increasingly rare diseases and special populations, by advances in molecular genetics and biotechnology. The figure below presents an overview of pharmaceutical innovations that came to market in the last decade, clustered by therapy areas. 
Global Launches of New Active Substances 2012–2021
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Source: Ludwig Steindl (2023), based on IQVIA (2022b).
From 2012–2021, a total of 551 new active substances (NAS) were provided to patients, with 2021 representing a record year of new launches (84 new NAS, including eight COVID-19 vaccines). Over the past 20 years, more than 880 pharmaceutical innovations were launched globally. While pharmaceutical innovations address a broad variety of therapeutic areas and indications (highlighting the industry’s commitment to improving global health), oncology represents the key focus area, with approximately 170 new launches over the last decade. With a share of more than 30 percent of all new drugs belonging to this category, it is by far the leading area of innovation in pharmaceuticals. This is underlined by a look into industry pipelines: From more than 6,000 development projects underway in 2021, oncology projects represent a share of 37 percent (2,226 projects; IQVIA, 2022b). Due to the importance of oncology as the key is of innovations in pharmaceuticals, it deserves a closer look, with a particular focus on the contribution of pharmaceutical innovations to the health outcomes of cancer patient populations.
Oncology as the leading area of pharmaceutical innovation
From various viewpoints, oncology is the leading area of pharmaceutical innovation: in the number of pipeline projects in R&D, number of companies engaging, level of investment, and number of novel drugs being launched (IQVIA, 2022a). Why is this? Let’s have a look at the essential factors that frame oncology. Altogether, three factors constitute an attractive arena for pharma companies.
First, the medical need of fighting cancer is very high and is expected to increase further. Taking all cancer types together, about one in every six deaths worldwide is due to some form of cancer. Estimations suggest that in 2020 more than 18 million new cancer cases occurred, and approximately 10 million people died from cancer. Driven by the growth and aging of the world’s population as well as unhealthy behaviors and lifestyles (tobacco use, excess body weight, infections), the global burden of cancer is projected to increase further to reach 28 million new cancer cases and 16 million cancer deaths by 2040 (American Cancer Society, 2022).
Second is the invention phase of innovation, with scientific breakthroughs in molecular biology and gene technology enabling new therapies. The armamentarium of pharmaceutical innovation to fight cancer has been transformed by the evolution of biotechnology in the last decades. Many innovations in oncology utilize immunology and precision biomarkers as scientific principles. Examples of modern therapeutic strategies are:
· adoptive cell therapies (CAR-T), 
· antibody-drug conjugates (ADC), 
· oncolytic viral therapies, 
· vaccines, 
· immune-checkpoint modulators, and 
· metabolic immunotherapy.
It is beyond the scope of this course book to explore the scientific and clinical background of these transformational new therapies. A key takeaway is that they offer more targeted, often personalized treatments utilizing the body’s own defense mechanisms to attack tumor cells much more specifically and effectively than ever possible in the past (Watzek, 2022, p. 68).
Third is the adoption and implementation phase of innovation. The oncology market has high commercial attractiveness. Based on the high demand associated with high prices of pharmaceutical innovations, global spending on cancer drugs reached $185 billion in 2021, with 74 percent coming from seven high-income countries (USA, Germany, France, Italy, Spain, UK, and Japan). Further growth is driven by the continued launch of new products at a pace of approximately 20 per year and expected to exceed $300 billion by 2026 (IQVIA, 2022a). As the total market of prescription drugs is forecasted to reach $1.4 trillion in 2026 (Evaluate, 2020), oncology drugs are estimated to represent a share of more than 20 percent. 
However, the high costs of these therapies have triggered substantial public debate. For example, for many cancer prescription drugs, costs of therapy in the USA are more than $100,000 annually (American Cancer Society, 2022). The justification of drug prices to cover manufacturer’s R&D costs is no longer accepted by many as a valid argument in light of the risk that, given the financial constraints of healthcare even in high-income countries, cancer-drug availability and fair distribution may be negatively impacted (Schnog et al., 2021). 
What is the impact of pharmaceutical innovation in oncology on the health of patients? The most appropriate measure to analyze the impact of innovation on an aggregated population level is cancer death rates (mortality rates). Other metrics in use are new cancer diagnoses (incidence) and the life span since the time of diagnosis (survival rates; American Cancer Society, 2022).
[bookmark: _Hlk119596309]Let’s take the USA as an example: The overall age-adjusted cancer death rate dropped by 32 percent between 1991 and 2019 (from 215 cancer deaths per 100,000 people to 146), driven by changes in smoking habits, earlier diagnosis, and improved treatment options. This decline means approximately 3.5 million fewer deaths from 1991–2019 by all cancer types, largely associated with the decline in deaths caused by the four most common cancer types (lung, colon, rectum, and breast; American Cancer Society, 2022) Since 1975, the probability for a patient diagnosed with cancer to survive five years or longer has increased by 41 percent. The contribution of pharmaceutical innovations to the improved survival rates has been reported as very significant: 73 percent (Watzek, 2022, p. 68).
A recent analysis utilizing data from 36 countries and 19 cancer types confirmed that cancer mortality in 2015 is strongly inversely correlated with the number of oncology drug innovations launched in 2006–2010: Mortality was reduced by 8.4 percent. The impact is projected to become even more pronounced between 2015 and 2020 (9,9%; Lichtenberg, 2018).
To put this into perspective, other authors claim that the impact of pharmaceutical innovation on the reduction in cancer mortality is overestimated, and advancements are driven mostly by preventive measures like change in smoking habits, earlier diagnosis of cancer, and improved organization of care provision. This is underlined by an analysis of key clinical studies in oncology and regulatory approval information (Schnog et al., 2021). Most approved drugs demonstrated only limited impact on overall survival (OS). While a cancer drug should increase OS by at least 4–5 months, many new drugs were only able to demonstrate OS improvement of less than or equal to three months, and less than or equal to 50 percent of drug approvals did not meet defined thresholds of meaningful clinical benefit. Such type of analysis can be of impact to further fuel the health policy debate about fair pricing of individual drug innovations in oncology rather than questioning the population health benefits in general. In addition, they may trigger general improvements in the way such drugs are developed, approved, and adopted in the markets. 
Contribution of pharmaceutical innovation to global life expectancyLife expectancy at birth
This signifies the average age of death for a person born in a specific year. The metric is an expression of the overall mortality level in a defined population.

Life expectancy at birth is an important indicator for measuring the performance of a health system. In 1960, the global life expectancy at birth was only 53 years. Since then, health systems have evolved, alongside pharma and medical technology advancements in care provision. This development was a driving force for the significant extension of global life expectancy by 20 years, with it reaching 73 years in 2019 (The World Bank, 2021). More recently, global life expectancy has increased by more than six years over the last 20 years (WHO, 2022a). 
Overall, in the last 100 years, life expectancy in industrialized countries has more than doubled and is projected to improve further (Watzek, 2022, p. 26). This is caused by improvements in environmental factors such as hygiene and nutrition, but particularly by the availability of better healthcare. Pharmaceuticals play a key role in this context. Available analysis suggests that 73 percent of the increase in life expectancy from 2000–2009 in 30 developing and high-income Organization for Economic Cooperation and Development (OECD) countries can be attributed to innovative pharmaceuticals (Watzek, 2022, p. 26).
Contribution of Pharmaceutical Innovations to Increased Life Expectancy in 30 OECD Countries [image: ]
Source: Ludwig Steindl (2023), based on Watzek (2022, p. 26).
Medical Technology’s Contribution to Global Health
Medical technologies in the form of medical devices, equipment, diagnostics, imaging, and eHealth applications are essential ingredients across all stages of healthcare provision – primary, specialty, urgent, and emergency care. Their contributions to improving health via screening and early detection of diseases, less invasive procedures, and effective treatments (from prosthetics to radiation therapies) are obvious. We will not dig too deeply into this vast field in the context of this course book, however, we will give examples of medical technology utilized along the stages of cancer care (AdvaMed, n.d.):
1. Risk assessment: genetic testing for breast cancer to indicate an increased risk of cancer development
2. Diagnostic testing for early detection of cancer: Human Papilloma Virus (HPV) testing to assess the likelihood of developing cervical cancer
3. Diagnostic testing or imaging to identify the presence and type of cancer: mammography for breast cancer
4. Diagnostic testing or imaging to assess the recurrence or severity of cancer: magnetic resonance imaging (MRI) for breast cancer
5. Diagnostic testing to select the therapy of choice: polymerase chain reaction (PCR) Test for leukemia
6. Treatments to remove or shrink an entire tumor, fight tumor cells, or ease cancer pain: radiotherapy or minimal-invasive surgery
7. Diagnostic testing to assess treatment effectiveness and reoccurrence of cancer: carcinoembryonic antigen (CEA) test for multiple cancer types
8. Technologies for managing treatment side-effects and improving quality of life for cancer patients including end-of-life care: compression device for lymphedema or radiotherapy in cancer patients suffering from persistent pain
Appropriate cancer care provision builds on medical technology, surgery, and pharmaceuticals, and all three are key contributing factors for achieving population health benefits as discussed above. Lichtenberg (2014) provides insights on the relative contribution that four types of medical innovation had on the 13.8 percent reduction in US cancer mortality rates across all malignant cancer types during the time period of 2000–2009. The four types included in the study were drug, imaging, radiotherapy, and surgery innovation.
The analysis was based on longitudinal (annual), observational data on cancer treatments and outcomes from approximately 60 US cancer treatment centers. He found that pharmaceutical innovation was by far the biggest contributor to the overall mortality decline, with an estimated 8 percent (60 percent contribution share). This was followed by imaging innovation, with an estimated 4 percent (29 percent contribution share). In this analysis, no significant impact of radiation and surgical innovation on cancer mortality rates was found, potentially due to methodological difficulties to capture the effect. Besides a small contribution of lower incidence rate (1.2%), almost the full gain in cancer survival rates could be allocated to pharmaceutical and imaging innovation. 
Moving beyond oncology, the impact of pharma and medical technology on US population health in the period 1990–2015 has been addressed by another methodological approach, namely based on a representative survey with physicians (Wamble et al., 2019). The scope of diseases was the eight conditions representing the biggest burden of mortality and morbidity in the USA (given here in descending order of importance):
1. ischaemic heart disease;
2. cancer of the trachea, bronchus, or lung;
3. breast cancer;
4. AIDS/HIV;
5. cerebrovascular disease;
6. chronic obstructive pulmonary disease (COPD);
7. depression; and
8. diabetes.
Survey participants were asked to provide their opinion based on at least 15 years of clinical experience on the relative share of four categories of medical innovation (pharmaceuticals, medical devices, diagnostics, and surgical procedures) on the overall reduction of mortality and morbidity over the last 20 years for each condition. As shown in the figure below, pharmaceutical innovations are again regarded as the key driver for improving population health across diseases, while diagnostic technologies ranked as the second biggest contributor, followed by surgery and medical devices.
Relative Importance of Innovation Categories 
[image: ]
Source: Ludwig Steindl (2023), based on Wamble et al. (2019).
While this analysis is based on subjective assessment and presents several other limitations, the results provide a complementary perspective on the impact of pharma and medical technologies on population health and are in line with alternative findings utilizing objective data analysis.
Self-Check Questions
1. Please complete the following sentence.
Secondary prevention aims to halt or slow the progress of a disease that has already occurred. 
2. The overall, age-adjusted cancer death rate in the USA dropped from 1991 to 2019 by … 
· … 12 percent.
· … 22 percent.
· … 32 percent.
· … 42 percent.
3.4 Ethical Issues and challenges
Our whole social life is based on moral values and norms, and they also shape the context in which health technologies are used. Patients and their families, healthcare providers, health policy and industry decision-makers, and societies are exposed to moral challenges and questions that are inherent to the introduction and utilization of pharma and medical technologies. 
Biomedical Ethics
Ethics is a broad term addressing general moral norms for the guidance and evaluation of the conduct of life. Some of these norms determine the heritage of humankind’s common morality across cultures and religions (do not kill or harm others, etc.), while others constitute particular morality that apply to specific cultures, religions, and professions (the code of conduct of physician organizations that define responsibilities, professional standards, and ideals). In this context, the evolution of biomedical ethics applicable to healthcare has evolved to cover research, public-health, organizational, and clinical ethics. The fundamental principles of ethics are beneficence, non-maleficence, autonomy, and justice. The first two are rooted in the writings of the ancient physician Hippocrates (“to help and do no harm”), while autonomy and justice principles evolved over the centuries. These four principles constitute the fundament of biomedical ethics in our modern world (Varkey, 2021).
[bookmark: _Hlk118981365]The Four Principles of Biomedical Ethics
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Source: Ludwig Steindl (2023), based on Varkey (2021).
The principle of beneficence in healthcare goes beyond not harming patients (which is essentially non-maleficence): it is the obligation to contribute to their welfare and benefits by care provision. Autonomy frames the right of patients to self-determine healthcare provisions based on full transparency regarding their medical condition and treatment options. In clinical practice, beneficence and autonomy can seriously collide, for example in a situation where a patient rejects receiving a potentially life-threatening intervention.
Respecting autonomy in healthcare is based on three components:
1. The prerequisites for medical intervention or research activity are that patients are competent to understand and make informed decisions, they get full disclosure and comprehend it, and they act voluntarily when consenting to the proposed intervention.
2. Healthcare providers tell the truth to the patient about the medical condition, the prognosis, and treatment choices.
3. Confidentiality ensures that no patient health data are disclosed to third parties without the patient’s authorization. In the era of the digitalization of health data and widespread use, confidentiality is at risk for erosion.
Finally, the principle of justice, with its imperative to treat patients fairly; equitably; and appropriately and accordingly allocate healthcare resources, is often confronted with limited resources; the need to prioritize; and the conflict of interest across healthcare stakeholders (Varkey, 2021). Against this background, we will explore some of the key ethical issues and challenges associated with innovations in pharma and medical technologies. It seems appropriate to segment it along the two key phases of the modern innovation concept, as introduced earlier (Barlow, 2017):
1. The creation/invention phase: research and development
2. The commercial/exploitation phase: launch and commercialization 
Ethical issues during the invention phase 
Before innovations can reach the market, they need to be tested in animals and humans (both healthy volunteers as well as patients suffering from the medical condition the investigational technology addresses). Ethical considerations related to balancing the benefits and risks to subjects, issues around free and informed consent, conflict of interests among the various stakeholders, and fairness issues (Eaton, 2007).  
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	Ethical Principle
	Ethical issues in R&D

	Beneficence
Non-Maleficence
	Bias in risk versus benefit considerations before the start of testing in humans
Failure in adhering to study protocols or monitoring requirements to best protect subjects enrolled in a study and ensure data integrity and reliability
The bias of data interpretation, publication regulatory efficacy, and safety and appropriate use of innovations

	Autonomy
	Failure to fully inform study participants of all potential consequences (including risks for harm and receiving ineffective therapy [placebo] as part of the trial population) and to receive truly informed and voluntary (free) consent
Violating the privacy of patients by not keeping confidentiality about diagnosis, data collection, and study participation

	 Justice
	Conflicts of interest with academic research and clinical trial experts regarding confidentiality, funding, publication, study design, and data interpretation
Bias in drug selection for development favoring commercial aspects over the medical need 
Unfair or missing compensation for injury experienced in clinical research settings and inappropriate post-study care for patients once completed the trial


 Source: Ludwig Steindl (2023), based on Eaton (2007).
Ethical issues during the launch and commercialization phase
Once available on the market, pharma and medical technology innovations may have a substantial impact on a patient’s life, sometimes making the difference between life and death, health and disability (Eaton, 2007). As innovation moves into patient care, healthcare professionals and providers as well as the healthcare industry are primarily faced with ethical issues associated with distributive justice: fair access to innovations and ethical issues around marketing and sales. 
Ethical Issues in the Commercialization 
	Ethical principle
	Ethical issues 
Industry       Health system

	Beneficence
Non-Maleficence
	Unbiased drug information to health professionals regarding benefits, risks, and appropriate use of the new technology
Ensure appropriate post-marketing safety monitoring 

	Unbiased clinical assessment regarding medical condition, treatment options and goals, benefit/risk assessment including quality-of-life considerations following treatment

	Autonomy
	
	Respecting patients’ rights and preferences on treatment courses and choice 

	 Justice
	Conflicts of interest in product pricing resulting in inequities in access to innovations
Level of advertising investments to balance market creation versus appropriate use and resourcing
	Conflict of interest of clinical experts, prescribing physicians, and key opinion leaders regarding financial compensation by industry and fair balance of scientific data readout and promotion
Fair allocation of limited healthcare resources



Source: Ludwig Steindl (2023), based on Eaton (2007) and Varkey (2021).
Distributive justice issues: access to medicine in low- and middle-income countries
While ethical issues around fair distribution of access and funding of innovations exist in almost any healthcare system, inequalities in this arena are a tremendous problem, particularly in low- and middle-income countries (LMIC), where 80 percent of the global population live (Access to Medicine Foundation, 2021). Jayasree K. Iyer, executive director of the Access to Medicine Foundation, summarizes the situation as follows: “In the world’s poorest households, medicines remain the biggest single element of healthcare costs and the price is often crippling. Many times, they are simply unavailable” (Access to Medicine Foundation, 2021, p. 3). Pharma companies are faced with the ethical issue of failing to achieve distributive justice as innovations are priced at the level of high-income countries, translating into unaffordable costs for LMIC countries. Progress has been made in recent years by adopting strategies such as (Schweitzer & Lu, 2018, pp. 134–137) 
· drug pricing in line with a country’s ability to pay and regarding socioeconomic context factors,
· drug donation programs for populations with no financial capacity to pay, and
· patient support programs to help patients manage their financial constraints and other obstacles in access to the drugs they need, often in collaboration with local insurers and charitable partners. 
However, as per a recent analysis, only eight companies address access to medicines for all new products utilizing systematic processes, and less than 50 percent of key products are in the scope of pharma company access strategies aiming to improve the distribution justice in poorer countries (World Trade Organization, 2021).
So increased efforts are needed involving many stakeholders from industry, health policy, and other organizations to improve the situation.
Ethical Analysis as Part of HTA
Considering the importance of biomedical ethics in addressing areas such as general moral issues touching human rights; social and religious convictions; and patient autonomy, technology and stakeholder-specific ethical challenges, and moral issues surrounding equity and justice, the evaluation of the ethical context pharma and medical technology innovation is an integral part of HTA (EuNetHTA, 2016). The core of ethical analysis considers five different subdomains:
1. Benefit–harm balance
2. Autonomy
3. Respect for persons
4. Justice and equity
5. Legislation
The table below provides a breakdown of typical ethical analysis areas and associated issues related to new health technologies.
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	Area of ethical analysis
	Selected issues

	Benefit–harm balance
	Disease burden, benefits, and harm (for patients, relatives, organizations, or societies) of implementing or not implementing the technology 
Unintended or hidden consequences of the technology and ethical issues around data generation regarding benefit/harm

	Autonomy
	Impact of patient’s autonomy (especially vulnerable patients) on professional values, ethics, or roles 

	 Respect for persons
	Impact on human dignity, patient’s moral, religious or cultural integrity, and sphere of privacy

	Justice and equity
	Access restrictions and impact on the distribution of healthcare resources 

	Legislation
	Impact on basic human rights and ethical challenges not addressed by existing law and regulations


Source: Ludwig Steindl (2023), based on EuNetHTA (2016).
Such analysis complements both the clinical and non-clinical domains of HTA and additionally derives a holistic view of whether a new health technology could be recommended for use. While policy decisions on implementation in patient care are driven primarily by clinical or cost aspects, the ethical analysis could uncover arguments that the use of a new technology is either ethically required or forbidden (because it protects or violates important ethical values or norms). In most cases, a binary outcome will not be received; more likely is a range of ethical reasons for using or not using it. These will be used as supportive arguments for health-policy decision-makers in their funding and resource allocation decisions (Sandman & Heintz, 2014). 
Ethical issues around pharmaceutical innovations in oncology
In the context of critically discussing the impact of drug innovations in oncology on the reduction of cancer mortality, Schnog et al. (2021) provide insights into some of the key ethical issues this area is facing. If we allocate them to the principles of biomedical ethics, the following picture emerges.
Key Ethical Issues in Oncology

	Beneficence & non-maleficence
	Unclear benefit–harm ratio for many new drugs due to issues with clinical trial design, data interpretation, and lack of representatives for use in everyday clinical routine
Fast-track regulatory approval schemes put patients on drug exposure without sufficient supportive data
Bias in publication leads to an overestimation of benefits and underdetection of harm

	Autonomy
	Unrealistic patient expectations on drug impact arise from lay-press communication directly to consumers

	Justice
	Financial conflicts of interest among all stakeholders such as clinical investigators, regulatory staff, scientific journal editorialists, and authors of consensus guidelines
Drug pricing is not aligned with the real value the drug carries



Source: Ludwig Steindl (2023), based on Schnog et al. (2021).
Based on their analysis, Schnog et al. (2021) provide recommendations to overcome the issues. They include from better recognition of the problems, increased quality of clinical research, approval, publication, education, and stakeholder alliances for appropriate drug pricing. This could serve as a blueprint for improving societal responsibility for overcoming ethical issues associated with pharma and medical technology innovation. 
Self-Check Questions
1. Please name the biomedical ethical principle that frames the right of patients to self-determine their healthcare provision.
autonomy
2. Please mark the area that is not part of the five HTA ethical analysis areas.
· legislation
· autonomy
· access to medicines
· respect for persons
Summary
Attributes such as effectiveness, benefits, and costs of pharmaceutical and medical technology innovations must be evaluated before they can reach patients. In most countries, health policy and third-party payer stakeholders utilize some sort of health technology assessment (HTA) provided by governmental or privately financed HTA bodies to inform coverage, funding, and pricing decisions. HTA is a multidisciplinary process of systematic evaluation of a health technology along a core set of clinical and non-clinical domains, while the country-specific political, economic, and socio-cultural context shapes and directs evaluation tactics and outcomes. 
To measure the returns of innovations, it is essential (from a health system perspective) to detect whether innovations in pharma and medical technology deliver health benefits to the population that are worth the costs. From an industry point of view, financial metrics such as internal rate of return (IRR) are used to analyze the profitability of investments and to modify the R&D process if needed. 	
The impact of innovation on global health can be demonstrated across a broad variety of therapeutic areas and medical conditions. Global life expectancy increased by six years in the last 20 years alone, driven by a continuous flow of pharmaceutical and medical technology innovations. Oncology emerged as the leading area, and innovations in that field have significantly contributed to reducing cancer mortality across the globe.
Ethical issues during the development and commercialization of pharmaceutical and medical technology innovations can be classified along the biomedical principles of beneficence, non-maleficence, autonomy, and justice. They relate to multiple stakeholders in health systems, academia, scientific and lay media, regulation, and industry. Unbiased benefit–harm assessment and dissemination, respect for patients’ rights, financial conflicts of interest, and distributive justice issues are the main areas of ethical concern.
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Unit 4 – Disruptive Innovations for Pharma and Medical Technology

Study Goals

On completion of this unit, you will be able to …

…analyze and critically evaluate the impact of disruptive innovation in these areas on the patient, the society, health care and economics.
… understand the basic concept of artificial intelligence and its application in health care.
… understand the basic concept of blockchain technology and its application in health care.
… understand the basic technologies and applications of 3D-printing in health care.

4. What are disruptive Innovations?
Introduction 
Innovation can be associated with either product or process innovation. Disruptive innovations trigger fundamental or radical changes of existing practices (Schwill & Reuther, 2021). These can lead to new markets and opportunities and might force established companies to lose substantial market shares. However, today’s evidence-based medicine requires randomized controlled studies as part of the clinical evaluation of new products to provide evidence and demonstrate their advantage over established procedures and technologies. This is a precondition for a new technology or process to be considered for reimbursement – without it, disruption cannot happen. On the downside, this delays disruption in the healthcare sector where it usually does not happen as fast as known of other industries. Furthermore, disruptive innovations are often underestimated before they take over the market (Schwill & Reuther, 2021). 
It is important to notice that disruptive innovation may only be labeled as such retrospectively. A novel technology's perceived potential for success does not guarantee a disruptive innovation. The omnipresent mentions of artificial intelligence (AI) as a disruptive innovation serves as a clear indicator of this error. Although AI has been widely used in academic medical research, there is no assurance that it will cause disruption in the market it is intended for (Sounderajah et al., 2021). The story of prospective disruption is as volatile as the stock market. Only after the fact can innovations be called ‘disruptive’ with any certainty. Just one severe incident of the technology with a patient during the post market phase has the power to destroy it all. 
Another view of so-called disruptive innovation is focused on their origin. Even though drug-eluting stents are labeled as disruptive, since studies show a superior prevention of restenosis, they are more likely an incremental innovation, based on bare metal stents. In contrast, bare metal stents replaced the intervention method form open surgery with a minimally invasive intervention and can therefore be seen as disruptive (Sounderajah et al., 2021). Today, both bare metal and drug-eluting stents are used in combination with drug-coated or non-coated balloon catheters to prohibit a restenosis – it's up to the physician decision. 
Therefore, the term `disruptive innovation` needs to be used carefully within the healthcare sector. Albeit promising applications are presented in the following section, it is important to read them as innovations which might be disruptive in the future.
4.1 Artificial Intelligence in Drug Discovery and Assisted Surgery
Understanding Artificial Intelligence
The European Parliament defines Artificial Intelligence, or AI, as “the ability of a machine to display human-like capabilities such as reasoning, learning, planning and creativity” (European Parliament, 2021). AI enables technical systems to synthesize the input they receive from the environment and generate a meaningful output to solve specific problems or perform goal-directed actions. Artificial Intelligence (AI)
AI mimics human intelligence by using a variety of cutting-edge software tools and networks. 

AI systems are trained with large datasets. Consequently, they can process data that they generate (e.g., through sensors such as a camera) or that has been pre-selected for input, and act accordingly. Using algorithms, the AI analyses the input as well as the consequences of potential outputs and autonomously performs the action best suited to a pre-defined goal (Techblog). 

Although simple forms of AI technologies were already being developed in the 1940s and 50s, recent years have brought about great advances in the technology. Increased computing power and the availability of big data training sets, as well as ever-developing algorithms have fueled repeated breakthroughs in the past few years alone. The digital transformation of our society has become unthinkable without AI. 
 AI is therefore central to new research funding initiatives, political roadmaps, legislation, and ethical considerations.
Despite its already prominent presence in many aspects of our lives, new AI-driven technologies are likely to continue shaping our day-to-day lives in the future. Self-driving cars and deceptively convincing language generation models are only the tip of the iceberg. AI may drive improvements in healthcare, transport, product development, and education. The following are just some examples:
· Robotic process automation for dangerous work steps, 
· Computer vision to build autonomous systems which can perform human tasks or even surpass them,
· Machine learning based on statistical models used to extract information out of large data sets,
· Natural language processing (NLP), analyzing written texts or speech of humans by digital means to provide machine-human communication,
· Virtual agents, communication interfaces utilizing NLP to engage in customer relations. 
However, the increasing reliance on AI systems also poses potential risks. AI is buzzing around the world and despite its impressive applications, its limitations should be considered. The processing of any input data to an output value is merely a prediction, based on the learning set of data, which may be incomplete or biased. 
AI in Drug Discovery
In this section, we highlight how AI is currently applied in the pharmaceutical industry. From the discovery, development and repurposing of drugs, to increasing productivity and conducting clinical trials, just to name a few, AI can reduce human workload while achieving goals more quickly. Along with the future of AI in the pharmaceutical industry, we also talk about how the various AI tools and techniques interact, current difficulties, and solutions to them (Paul et al., 2021)
The amount of data that is digitalized in the pharmaceutical industry has dramatically increased over the last few years. However, transferring the data into knowledge to resolve challenging clinical problems is still tough. This encourages the use of AI because it can handle massive amounts of data with improved automation (Paul et al., 2021). 
Bench to bedside – use of AI 
Figure 1 illustrates current research fields of the application of AI for the development of new drugs. It indicates a diverse application of AI, which comprises organizational tasks as well as R&D tasks. The following paragraph focuses on the major aspects. 
Applications of AI in different fields
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Source: Jan Rüterbories (2023), based on Paul et al. (2021).
Drug discovery
Drug development, in short, follows as indicated in Figure 2 and AI has been used in each of these tasks (Mak & Pichika, 2019). At the starting point, there is a vast virtual chemical space, that offers a molecular topographic map, showing molecular distributions and characteristics. The idea behind this chemical space is to gather positional data about molecules and to look for bioactive compounds. AI can assist in virtual screening (VS) by choosing suitable molecules for further testing in the drug discovering process. “ChemBank”, “PubChem”, “DrugBank”, and “ChemDB” are a few examples of open access chemical spaces (Paul et al., 2021). This screening process is very costly, as over 30% of identified therapeutic molecules fail at phase II of clinical trials (Van Norman, 2019). Therefore, several pharmaceutical companies, like Pfizer, Roche and Bayer collaborate with IT companies to develop a platform for the discovery of immune-oncology and cardiovascular therapeutics. 
Drug development in a nutshell
[image: ]
Source: Jan Rüterbories (2023), based on (Mak & Pichika, 2019) 
AI provides in silico techniques, based on structure- and ligand approaches, for virtual screening compounds from virtual chemical spaces that offer better profile analysis, quicker non-lead compound elimination, and faster drug molecule selection at lower cost (Mak & Pichika, 2019). Additionally the physical, chemical, and toxicological profiles can be taken into account when choosing a lead compound by drug design algorithms like coulomb matrices and molecular fingerprint recognition (Chan et al., 2019). And before clinical trials are set up, different AI tools are able to predict physical, chemical, bioactivity and toxicity characteristics (Paul et al., 2021). Physiochemical properties are, for example, the solubility, degree of ionization and intrinsic permeability of the drug which effect the pharmacokinetic properties. The prediction of bioactivity is used to determine the drug efficacy which depends on the drug target binding affinity (DTBA). Since a therapeutic response cannot be produced by drug molecules that do not interact with or have an affinity for the targeted protein. Further a worst-case scenario might be a drug molecule interacting with an unintended protein. To prevent toxic effects, it is imperative to predict the toxicity of any drug molecule. The cost of developing new drugs is driven by the frequent use of animal studies to determine a compound's toxicity after cell-based in vitro assays as preliminary research. AI can help to reduce the number of animal experiments and reduce the overall costs. Paul et. al. provide a list of web based AI tools in their publications (Paul et al., 2021).
Clinical trials can take 6-7 years to complete and involve a sizable monetary investment to determine a drug's efficacy and safety in treating a specific disease condition in humans. The industry suffers a significant loss because only about one in every ten molecules that enter these trials is successfully cleared. The high failure rate of almost 90 percent is in part due to the wrong patient selection, a lack of technical requirements, and inadequate infrastructure. These failures can, however, be minimized through the use of AI given the abundance of digital medical data currently available (Harrer et al., 2019). Drug targets Biomarkers, usually proteins, that are associated with a specific disease and directly targeted by a drug are referred to as drug targets (Amaratunga et al., 2007).

Patient-specific genome-to-exposome profile analysis, for example, can be used in the enrolment phase to select suitable participants for phase II and III of clinical trials. In this way, AI can be helpful in identifying individuals with a specific disease to be recruited for the trial, and in predicting the availability of drug targets. 
Lead compounds can be identified already before the clinical trials begin, using predictive machine learning and other AI-driven reasoning techniques (Harrer et al., 2019). 
Thirty percent of clinical trials fail due to patient dropouts, which results in time and money loss by necessitating additional recruiting efforts to complete the trial. This can be prevented by closely monitoring the patients and assisting them in adhering to the desired clinical trial protocol (Fogel, 2018). For example, the company AiCure created mobile software that tracked how frequently patients with schizophrenia took their prescribed medications. This resulted in a 25% increase in patient adherence, ensuring the clinical trial's successful conclusion (Mak & Pichika, 2019).
Management
Product management comprises market positioning, prediction, analysis as well as pricing. Market positioning is the process of giving a product a distinct identity in the marketplace to entice customers to purchase it. As such, it is a crucial component of almost all business strategies for organizations to forge their own distinctive identities. AI is already part of online advertising strategies addressing physicians treating a specific condition or illness. Common practice is direct advertising based on the customers’ past behavior and interest, which are extracted by search engines such as Google or Amazon. 
During the innovation process from idea to product, the business case is modelled. In the past, several AI approaches were used to collect and analyze market-related data for modeling. In return these product specific market models are used to optimize the business case. In the same manner, tools like “Business Intelligent Smart Sales Prediction Analysis,” which combines time series forecasting and real-time application, makes it easier for pharmaceutical companies to forecast product sales in advance and avoid stock-out costs or customer loss due to shortages (Paul et al., 2021). Quality management (QM) comprises the tasks of quality assurance and quality control. Means and measures are implemented in the whole innovation process. AI has also been used to support QM during the manufacturing process.
Manufacturing
A wide range of parameters are involved in the production of pharmaceutical products. Raw materials are assessed given their physical characteristics, e.g., particle size distribution, moisture content, and crystallinity levels. Conditions during the production process need to be considered too, such as temperature, pressure, and time. All these parameters need to be precisely adjusted before the production process can begin to guarantee the quality of the final product (Gams et al. 2014). The optimal quality of the finished product depends on the finetuning of a myriad of parameters, but manual tuning is inefficient because it takes time and must be repeated whenever the characteristics of a new batch of raw materials change.
A guide called “PAT—A Framework for Innovative Pharmaceutical Development, Manufacturing, and Quality Assurance” was published by the US Food and Drug Administration (FDA) in 2004 (FDA, 2004). This document was created as advice for the pharmaceutical industry, intended for a large audience across numerous organizational divisions and academic fields. The Process Analytical Technology (PAT) initiative aims to improve comprehension and control of manufacturing processes. Rather than testing batches of the final product in the laboratory, PAT works with electronic data already during the manufacturing process and is thus more flexible than traditional approaches to quality management, as processes can be analyzed and adjusted in real time. The likelihood of producing a subpar product is expected to be inversely correlated with process understanding which PAT provides, according to the FDA (Gams et al., 2014).
Similar to PAT, the Quality by Design (QbD) initiative seeks to replace the traditional pharmaceutical quality-by-testing paradigm with a more up-to-date approach. Under this paradigm, product quality is guaranteed through the testing of raw materials, a set manufacturing process for drug products, in-process materials, and finished goods. The goal of QbD is to achieve superior quality with the least amount of testing possible by concentrating the testing on a few key variables and attributes that have the greatest impact on the final product and the manufacturing process (Gams et al., 2014). 
In order to implement these concepts into pharmaceutical production, data analysis during manufacturing processes is needed. Data is usually obtained by a vast amount of sensors of the production machinery, which is fed into machine learning algorithms for manufacturing process control (Gams et al., 2014). Thus, the analysis and processing of these big datasets usually relies on data that is collected automatically at frequent intervals. However, there are constraints on the data that can be collected. This may be due to high production costs or a small number of produced batches if demand is expected to be low. Temporal resolution, that is, the time needed to collect data or a lack of automated processes to log data at the manufacturing site can further restrain the data collection process. While traditional quality assurance of a produced batch can only be determined once production is concluded, AI-supported quality control can analyze and process data continuously, even when initial datasets are relatively small (Gams et al., 2014). 
[bookmark: _Toc221687486]AI in Assisted Surgery
The following paragraphs will briefly introduce you to basic technologies and concepts for AI-assisted surgery. This includes (1) decision support, (2) context aware assistance and (3) cognitive robotics.
(1) Surgical decision-making needs to consider a range of factors, from individual patient risk factors, including anatomy and disease history, to the patient’s values and preferences as well as financial considerations. Taking these factors into account allows surgeons to make more accurate outcome predictions about the results of their decisions. AI is gaining increasing importance in supporting surgeons in this process. For example, research showed that a deep learning model could be used to predict which epilepsy patients would most likely benefit from surgery. Deep learning is a powerful computational method able to automatically learn features and patterns from data. This data was based on presurgical connectomes, displaying the structural connectivity of the brain, and was used to predict postoperative seizure outcomes (Gleichgerrcht et al., 2018). Connectome
a vivo magnet resonance imaging technique to visualize neural connections in the brain

(2) To assist the surgical team in the operating room and to lower risk, AI platforms can offer roadmaps to make surgeries safer. In 2018, the UK based company Digital Surgery presented the world’s first real-time, dynamic artificial intelligence (AI) system designed for the operating room (OR). The company has a background in augmented and virtual reality training of surgeons. The presented system provides a database with surgical procedures and acts as a navigation system during surgeries via a set of cameras. The AI can track the actions of the surgical team and cross-checks anatomy and action against a large library of surgical roadmaps. In 2020, Digital Surgery was bought by Medtronic for $300M (Field, 2020). 
AI can further be used to alter surgical procedures beyond planning and decision-making. It has been demonstrated that, for example, remote-controlled robotic surgery increases the safety of procedures involving high doses of ionizing radiation exposure for medical personnel and enables surgery in anatomical regions that would not otherwise be accessible to human hands. In the future, surgeons will probably occasionally supervise the movements of robots as autonomous robotic surgery advances (Dias et al., 2020). 
In settings like these, AI is commonly used as part of the robotic control which involves computer vision. Computer vision is a field of AI that generates information by extracting and processing data retrieved from images and videos. In some domains, computer vision technologies are already capable of matching or even outperforming human performance (Dias et al., 2020). In the not-too-distant future, robotic technology will alter how surgery is performed. For many common procedures, including abdominal and coronary surgery, robots are predicted to eventually replace humans as the primary tool. Developers are investigating and implementing both autonomous and semi-autonomous technology that can be utilized in different stages of surgical procedures. The complexity of the tasks the technology can perform is ever increasing. Where early medical robotic technology was able to perform low-level automation, newer technologies feature high-level autonomous capabilities that can perform intricate tasks like endoscopic surgical techniques and shared-control interventions such as stabilized image-guided surgery on a beating heart. Further advancements in the field require interdisciplinary collaboration and continuous engagement with emerging technologies such as nanorobotics. Advancements of AI-driven technologies will continue to play a major role in this fascinating research field. Concluding AI assisted surgery, innovative computational algorithms continue to evolve with the aim of developing intelligent “machine teammates”, modeled on human cognition. In healthcare applications, and pharmaceutical manufacturing the ongoing research is creating novel forms of human-machine teaming, which might cause disruption and radically change the way surgeries are done (Dias et al., 2020).
Self-Check Questions
3. Please list three key statements of disruptive innovation. 
Disruptive innovation may only be labeled as such retrospectively.
Potential for success does not guarantee a disruptive innovation.
Without reimbursement, disruption in healthcare technology cannot happen.
4. Please mark the correct statement(s) on AI.
· The processing of any input data to an output value is a prediction, based on the learning set of data.
· AI is transferring clinical data into knowledge to resolve challenging clinical problems.
· AI reduces complexity.
5. Please complete the following sentence.
In healthcare applications, and pharmaceutical manufacturing the ongoing research is creating novel forms of human-machine teaming, which might cause disruption and radically change the way surgeries are done.
4.2 Augmented and Virtual Reality
Virtual reality (VR) and augmented reality (AR) are two fascinating, interconnected, but fundamentally different emerging technologies. Virtual reality is completely immersive: via headsets users are forced to be disconnected from the outside world. Augmented reality, in contrast, enriches the physical real-world view with additional audio-visual preprocessed information (e.g., Pokemon Go). However, many applications utilize both, depending on the context, and are called mixed reality (MR). By 2022, it is anticipated that combined sales from virtual and augmented reality will reach US $90 billion and that the healthcare sector will account for the second-largest market share (Munzer et al., 2019). 
Recent technological advancements promote the use of head-mounted displays (HMDs) as a research tool for visualizations in virtual and augmented realities. With the aid of visual analytics (VA), it is possible to fill the entire area surrounding the observer. Additionally, contemporary systems can provide feedback through vibrations and vision, including position tracking, mouse, hand, and eye or head movements. The most recent innovation to track positions and movements is electromagnetic tracking (EMT). It consists of two magnetic field generator and magnetic receiver units. A low-frequency, time-variable magnetic field is created by the generator. Every point in the generator's vicinity can be pinpointed with precision, and its magnetic signature can be seen. It can be applied in handheld devices for image-guided surgery, gaming, and medical simulation (R. Buettner et al., 2020). 
The applications of VR and AR can be in certain ways categorized. First, clinicians as users use VR/AR as a clinical tool, for trainee or clinical educations, for surgical planning, radiotherapy contouring and so on. Further as interventional aid such as for AR guided surgery and biopsy. Second, with patients as users, VR/AR setting are applied as therapy against phobias, post-traumatic stress disorders (PTSD), rehabilitation or pain treatment. The following paragraphs provide more details. 
AR System for medical care and education 
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Source: OneForAll (n.d.-a, n.d.-b). GettyImages License.
Clinical care
A common complication of amputation is phantom limb pain (PLP), which is the perception of pain in a limb that is no longer there. PLP has been treated with a variety of interventions, including mirror therapy. Treatments for mirror therapy that use augmented reality (AR) and virtual reality (VR) have also been used and have the potential to give amputees an even more immersive experience. However, the efficacy of VR and AR therapy still has to undergo clinical evaluation (Dunn et al., 2017). 
Since the COVID19 pandemic spread around the world, remote virtual rehabilitation has drawn increasing attention. Its significance has also grown. The benefits of gamification, telerehabilitation, virtual reality, and augmented reality have been proven in several medical fields. Increased clinical scores showed that physical improvements had occurred, and remote virtual rehabilitation was not inferior to in-person therapy. At the same time, cost for transport, hospital, and readmission were reduced by virtual remote rehabilitation (Berton et al., 2020).Exposure therapy to treat anxiety disorders, phobias, panic disorders, as well as symptoms of post-traumatic stress disorder (PTSD) has also seen successful application of VR technology. When a person undergoes a severely distressing experience that involves a confrontation with actual or threatened death, serious injury or sexual violence, they may suffer from long-lasting psychological distress. Exposure therapy encourages an emotional engagement with the past event, helping to relieve the symptoms of PTSD. However, the imaginal exposure can be highly distressing. Virtual reality exposure therapy (VRET) enables multi-sensory exposure while the therapist can control the intensity of the experience. In the future, AI could potentially support the therapist by making the VRET system less reliant on their judgement (Gonçalves et al., 2012). 
Orthopedic surgery to treat femur bone fractures can be aided using haptic technology and immersive VR-based technologies. Surgeons are helped in the preoperative planning by Computer-Aided Surgery (CAS) systems and surgical simulation. Interactive tools called manipulators are an essential component of VR, such as a scalpel, calipers, hammer, pen, and other objects. Selectors display several selectable options and give status details. In the preoperative simulation, surgeons can thus plan and practice in a risk-free way. Computed tomography (CT) or magnetic resonance imaging (MRI) provide individual patient data, making it possible for the surgeon to address the patient’s specific needs. During surgery, VR/AR supports the aim of successful operations by guiding and providing the essential information needed into the visual field of the surgeon (R. Buettner et al., 2020). Moreover, virtual reality (VR), mixed reality (MR), and augmented reality (AR)-based technologies provide new means for medical education training and teaching because they enable immersive experiences that may help with the teaching and learning of difficult medical concepts. In the simplest way, the classical two-dimensional images of medical books are presented virtually in 3D and enable learners to study procedures, anatomy, or pathology models from real world medical data. Teachers can conduct lectures on surgical procedures as they proceed in real time and the same perspective. A further extension to VR is serious games. Action forces of police or fire brigade use serious games to train complex missions, healthcare providers use VR/AR to train surgical procedures following training guides or in a game setting for unexpected complications during a surgical procedure (Goh et al., 2021). VR/AR is also used in emergency medicine for training and education. The phrase “advanced cardiac life support” (ACLS) refers to a series of procedures that a nurse must perform when a patient's heart or breathing stops. Face-to-face training activities related to this have several drawbacks, including cost and time constraints. VR simulators used in ACLS training sessions could lessen these drawbacks (R. Buettner et al., 2020). 
Limitations of VR
The phenomenon of cyber-sickness is a crucial factor for users of virtual reality technology to take into account. The most frequent reason for nausea and discomfort after experiencing virtual reality is moving around in the virtual environment in a way that is not equivalent to moving around in real life. This results in vestibular mismatch, which is similar to motion sickness but occurs in the opposite “direction”: The eyes pick up motion signals, but the inner ear picks up signals that there is no motion. A small percentage of users are immediately affected by vestibular mismatch, while others are impervious to its effects. This has implications for the product design. Environments need to be designed so that the user's virtual perspective only changes when their head actually moves in order to prevent this phenomenon. However, the accurate representation of head movements in the virtual space is possible only to some degree. The disconnect between the actual movement and what is projected in VR will likely prevail and continue to pose a risk of causing cyber-sickness (Goh et al., 2021). 
 Self-Check Questions
1. Please complete the following sentence.
Virtual reality (VR), mixed reality (MR), and augmented reality (AR)-based technologies provide new means for medical education training and teaching because they enable immersive experiences that may help with the teaching and learning of difficult medical concepts.
2. The applications of VR and AR can be in certain ways categorized (mark the WRONG statement): 
· Serious gaming
· Remote surgery
· Surgical planning
· Clinical training
3. Which effect is a major limitation of VR?
Motion sickness
4.3 Blockchain Technologies
Since Bitcoin introduced the blockchain, work has been done to expand its use beyond financial transactions. Blockchain technology is predicted to influence the healthcare sector in mayor ways. Health informatics is a rapidly developing field that makes it difficult for practitioners and even researchers themselves to keep up to date with current advancements.(Agbo et al., 2019).
What is a blockchain?
Imagine a bicycle chain. It is a roller-chain that transfers the pedal power to the wheel. Before the roller-links were invented, people used even simpler chains, simply made up of connected steel blocks. A digital blockchain consist of blocks that contain information. Part of that information is organized in a block-header and block-transactions. Any modification of the original information is tracked in the transactions. The header links the information of the own transactions to the header of the previous block. 
Immutability is a fundamental characteristic of blockchain technology. It means that the data stored in a blockchain is there permanently and cannot be changed or deleted. Any alteration to a block in the blockchain would break the chain, making it immediately evident to the network. Updates to the information on the blockchain need to be added as additional blocks to the chain, that is, by creating a new record. This is why blockchain technology is also referred to as an “append-only ledger”.
,Since the transactions are time-stamped because of chaining blocks to the blockchain, an audit trail of what was done when and by whom is produced (Agbo et al., 2019).
The immutability of blockchain technology provides a high degree of security, as it ensures that once a transaction has been recorded on the blockchain, it can never be tampered with or deleted.
Use cases of blockchain in healthcare
Blockchains are a decentralized and secure method to store sensitive information such as electronic medical records (EMR), which are also referred to as electronic health records (EHRs), or personal health records (PHRs). The EMR as use case of blockchain is currently, in 2022, a hot topic in research literature and might evolve to be a disruptive innovation (Agbo et al., 2019).
EMRs are used to create, store, and manage patient-specific personal, medical, and health-related data electronically. Today patient records are kept independently in various databases across various service providers, with little to no interoperability. This restricts the cooperative sharing of such data among healthcare stakeholders and places a greater emphasis on the service providers' control over the information. Patients like to control their own health data and have control over how it is used.. Due to their architecture, blockchain technology is frequently suggested as a solution to the problem of securely storing, processing, and sharing patient data. It would allow patients to be in control of their own data, while allowing healthcare stakeholders to share data amongst themselves. Any processing of sensitive data in the EU needs to adhere to the European General Data Protection Regulation (GDPR). According to these regulations, sensitive personal data can only be processed with the explicit consent of the patient. There is general consent that it will be simpler, better managed, transparent, and reliable for healthcare stakeholders to share data. However, using blockchain to store EMRs raises questions about the security and privacy of sensitive patient data, a topic that receives considerable attention in the research (Agbo et al., 2019).
Guardtime, an Estonia based company is cited as a well-known example of how blockchain technology can be used to manage electronic medical records. Guardtime uses a blockchain-based platform to secure the records of over 1 million patients in Estonia (Guardtime, n.d.). 
Other examples of this kind are MedRec and the Gem Health Network (GHN). The MedRec initiative is a collaboration between the MIT Media Lab and the Beth Israel Deaconess Medical Center. Its objective is to empower patients by enabling them to control their own data. Patients can choose who can access their data by giving granular access permissions, enabled by blockchain technology. GHN was created by the startup Gem and uses the Ethereum blockchain technology. It permits various healthcare professionals to share access to the same data. Similar efforts are being made by Healthbank, a digital health company based in Switzerland, to give patients complete control over their data (A. Azaria et al., 2016).
Another example of how blockchain is being used is in the pharmaceutical and drug supply chain. The delivery of fake or subpar medications can have serious negative effects on patients, but the pharmaceutical industry frequently deals with this issue. This issue can be solved using blockchain technology, according to research (Agbo et al., 2019).
Further blockchains have an intriguing application in biomedical education and research. Blockchain can aid in clinical trials by preventing data falsification and the underreporting or exclusion of unfavorable clinical research findings. Due to the data's inherent anonymization, which is encoded in the blockchain, it is simpler for patients to consent to the use of their data for clinical trials. The immutability feature of blockchain further guarantees the accuracy of data gathered for clinical research using the technology (Agbo et al., 2019). 
Self-Check Questions
1. Please complete the following sentence.
A change to even one transaction in a block will cause a significant change in the corresponding output, breaking the chain to all subsequent blocks in the blockchain.
2. Blockchain technology is used in health care for: 
· safer treatment of diseases
· EHR
· functional benchmarking
· validation of originality of drugs
3. What is the key feature of blockchains ?
Immutability
4.4 3D-Printing
Another common term for 3D-printing is additive manufacturing, referring to the process of the product manufacturing by adding one layer of material to another without using product specific tools.
Today, dental crowns, hearing aids, surgical instruments and implants are already being manufactured using additive manufacturing processes. For example, in the production of patient-specific implants in orthopedics, the use of additive manufacturing processes can be advantageous. Despite there are many different shapes and sizes of implants on the market, using such standard implants imply a trade-off between the best possible reconstruction of the patient's functional anatomy and the accuracy of fit of the implants. Traditional mass production methods, such as primary molding processes, are time-consuming and costly when manufacturing patient-specific implants and do not allow the production of all conceivable shapes. These problems can be avoided by additive manufacturing of implants. Additive manufacturing allows endoprostheses to be individualized and efficiently designed and produced with a high degree of complexity. Table 1 summarizes advantages and disadvantages (Thomas & Singh, 2020). 
Advantages and disadvantages of additive manufacturing of medical devices compared to traditional manufacturing processes
	
	advantages
	disadvantages

	Traditional manufacturing
	- High quantities
- Long-term experience with biocompatibility of implants
	- No complex component geometries
- Low individuality of the components

	Additive manufacturing
	- complex component geometries
- individual components
- design freedom
- low-resource production
	- small quantities
- hardly any long-term experience
- difficult process validation


Source: Jan Rüterbories (2023).
Basic Technology
The figure below provides an overview of currently used methods for the manufacturing of medical devices. For now, consider the colored boxes as different kind of printers, used within the processing chain of Figure 5. This process chain is defined by the FDA and provides the legal view on a technical process which we will follow here. As in 2.4 described, technical documentation of product development must be done according to the local legislations to get market approval and validation of the additive manufacturing process is more complex (U.S. Food and Drug Administration, 2017). 
Methods of additive manufacturingMaterial Control
Design
Software Workflow
Printing
Post Processing
Testing Considerations
Source: Jan Rüterbories (2023), based on (U.S. Food and Drug Administration, 2017).

During the design process, either the size of the predefined standard model of a medical device is adjusted or a patient-specific medical device is created based on digital models out of medical imaging modalities (e.g. CT, MRI) of the patient. Depending on the requirements such as size, manufacturing tolerance of the component, material, the respective additive manufacturing process is selected (U.S. Food and Drug Administration, 2017). Additive manufacturing of medical devices
Stereolithography
(SLA)
Fused Filament Fabrication
(FFF)
Powder Bed Fusion
Liquid-based Extrusion
Metal powder
Plastic powder
Selective Laser Sintering (SLS)
Direct Metal Laser Sintering (DMLS)
Selective Laser Melting (SLM)
Electron Beam Melting (EBM)
Source: Jan Rüterbories (2023), based on (Thomas & Singh, 2020).

A possible 3D printing process


Software Workflow: The digital device design is transformed into a buildable file and sent to the printer. The design is divided into layers, additional support material is added to help with printing, and the printer is instructed where to build the device on the printing platform in this file (U.S. Food and Drug Administration, 2017). 
Material Control: Materials must meet consistent specifications, just like in any manufacturing process, for 3D printing to produce consistently high-quality devices. To do this, suppliers, buyers, and end users of the material establish protocols, conditions, and agreements known as material controls, which must be verified for each batch of material (U.S. Food and Drug Administration, 2017).
Printing: The digital object is transferred into a physical object (U.S. Food and Drug Administration, 2017).
Postprocessing: After printing is finished, the device or component may undergo one or more post-processing steps. These might involve controlled cooling, also known as annealing, cleaning to remove any remaining debris, and/or additional processes like drilling, cutting, polishing, and sterilization (U.S. Food and Drug Administration, 2017).
Testing: - is required to demonstrate that the printed product meets the initial requirements and complies with the legal requirements. To ensure proper function and to confirm that the object meets the required specifications, some characteristics of the device or component can be checked individually once produced. Geometric features can be checked easily and without doing any damage. For other features, such as mechanical strength, individual testing is more difficult, as the test itself could result in damaging the object. Therefore, manufacturers need to validate their processes before production. Process validation monitors and controls pre-defined processing parameters and ensures that the product will be produced according to the defined standards, thereby meeting the required specifications. Each product is subject to a unique set of tests, which may be based on global standards, or internal process controls. The same regulatory requirements that apply to medical devices that are more conventionally manufactured are typically applicable to 3D-printed devices.
As Figure 4 indicated, additive manufacturing is done by different means of printing technology, mainly due to the use or demand of different materials. The following paragraphs are going by printing technology and referring to possible materials (U.S. Food and Drug Administration, 2017).
Stereolithoraphy (SL) was the first 3D printing method that had been used in practice. Layers of photosensitive resin are selectively cured in this process by directing a focused laser beam. The SL 3D printing process is extremely accurate and can be used to create extremely complex geometries. The laser beam is directed in the X-Y axes over the top surface of the photosensitive polymer resin. The build platform inside the tray lowers in the Z axis after a layer has dried, and the subsequent layer is created (Thomas & Singh, 2020). 
Fused filament fabrication, also called fused deposition manufacturing (FDM) is based on layers of polymer materials that are fused during the printing process to create an object in three dimensions. This technique is the most adaptable, affordable, and well-liked 3D printing approach for use in the medical industry. 
The plastic filament is available in different diameters and usually stored on rolls or drums. A material feeder transports the filament with a defined feed rate to the extruder. Inside the extruder the material is heated to the melting point temperature. Via a noozle a thin thread of material is “printed” on a heated printer bed by either moving the bed in X-Y direction and the Extruder in Z, or vice versa. A precise temperature control is necessary to print materials such as the following polymers: polycarbonate (PC), poly-lactic acid (PLA), high density polyethylene (HDPE), poly-phenyl-sulfone (PPSU), and high impact polystyrene (HIPS; Thomas & Singh, 2020).
Powder bed fusion compromises different mean to create 3D objects. Common is, that a 3D object is created based on material powder in a leveled bed and focused energy is used to bond the small material particles. Bonding of the material particle can be performed by melting or sintering via a laser or electron beam (see Figure 4). Usually is the beam moved in X-Y direction, while the powder bed is moved in Z. The difference between melting and sintering is, that latter one bonds material under pressure and temperature, without melting the material. Burning of ceramics is a similar process or compressing snow with your warm hands into a snowball. Melting is similar to welding, where material bonds in a liquid state. The appropriate printing method depends on the material properties. Plastic and different metals are possible, however powder bed fusion it is the only method to print metal (Thomas & Singh, 2020).
Liquid based extrusion. This method comprises two inkjet binder printing or bioprinting. The inkjet process prints one layer at a time, by placing a liquid binder to bond together a powder. The finished layer is dropped and cover by a new layer of powder. This process is repeated until the object is finished (Thomas & Singh, 2020).
Bioprinting is still a fairly new technology that enables 3D printing with organic substances. It is an additive manufacturing that prints living cells layer by layer. At the moment, this process is still being researched and is expected to be a revolution in the future. Bioprinting is still at the very beginning of research. A bioprinter uses cells that produce a desired shape. Cells are grown in advance, which are then inserted into polymer gel. This gel is placed on a biodegradable scaffold. The cell self-differentiate by adding certain growth factors and controlling the incubation climate. However a current major drawback is the lack of blood vessels in order to provide nutrients to the printed structure (Thomas & Singh, 2020). 
Applications: Implants, Bioprinting, Tissue Engineering 
In general, additive manufacturing is used to produce prototypes of medical devices such as housings or handheld instruments to further specify design and improve usability. This can be done very fast and cheap during the development process. However, a wider range of medical devices is produced to patient specific functional or geometric need such as:
Prosthetic devices can be produced at the point-of-care with ultra-precision to patient-specific geometry. This reduces the risk and the time to recover for a patient and may lower the overall therapy costs. Orthopedic, plastic, and pediatric prosthetics now frequently use 3D printed parts such as, knee or hip joint, vertebral body, bone replacement or silicone structures for aesthetic reconstruction (Thomas & Singh, 2020).
Surgical planning and training - One of the most-studied applications 3D printing are 3D models for surgical planning. Derived from medical images, 3D models of anatomy and pathology are manufactured and used to train for multiple procedures and have been evaluated by regulatory bodies (Sutherland et al., 2019) (Thomas & Singh, 2020)
Dental applications comprise metal implants produced by SLS. The designed structure and material composition offer a better osseointegration compared to conventional implants. Further dental prothesis or brace can be printed at point of care either by powder printing techniques or resin based (Thomas & Singh, 2020).
Bioprinting is basically a part of tissue engineering. Printed scaffolds and seeded cells may substitute or restore tissue such as skin, connective tissue or blood vessels. Printing of organs will remain fiction since printing a perforative structure to provide nutrient supply by blood is currently not possible (Thomas & Singh, 2020).
Self-Check Questions
1. Please complete the following sentence. Benchmarking is a management tool to A common term for 3D-printing is additive manufacturing referring to the process of the product manufacturing by adding on layer of material to another without using product specific tools.
2. The process of additive manufacturing is…?
· much faster than conventional manufacturing.
· more complex to validated compared to conventional manufacturing.
· possible for all kind of materials.
· is disruptive. 
3. What is the current limitation of bioprinting?
a perforative structure to provide nutrient supply
Summary
In this unit, you discovered the technology and concepts behind artificial intelligence. Artificial intelligence enables technical systems to synthesize the input they receive from the environment and generate a meaningful output to solve specific problems or perform goal-directed actions, imitating human intelligence. . Possible applications in the pharma industry such as drug discovery, drug design or clinical trial management were shown. Examples of AI assisted surgery comprised among others, planning and guidance of procedures.
Furthermore, you were introduced to the possibilities of virtual reality (VR), augmented reality (AR), and their combination, mixed reality (MR) in healthcare. VR, AR and MR are fundamentally different on the level of immersion and the required technology. However, in all cases motion traction of the user and the objects in their visual field is required. The wise range of possible pplications of these technologies was demonstrated, from clinical tools to therapeutic interventions. The major limitation to overcome is the effect of motion sickness.
The third topic this unit engaged with was blockchain technologies. Their main application is secure data storage, such as medical record. Blockchain technology allows to store the data in “blocks” with header and transaction information. Any modification of the data will result in significant changes of the chain and can always be traced back. A common application are EMRs. 
 Finally, additive manufacturing was introduced. The main advantage of 3D printing technologies is the possibility of a patient-specific production of implants, devices and even tissue. 3D printing processes are complex, but they allow to produce geometricizes which would not be possible with conventional methods. The four major printing methods are stereolithography, fused filament fabrication, powder bed fusion and liquid based extrusion. Today, dental crowns, hearing aids, surgical instruments and implants are already being manufactured using additive manufacturing processes. The major challenge is still the validation of the manufacturing process with respect to the regulatory requirements to obtain market access. 




Unit 5 – Important Trends in Pharma

Study Goals
On completion of this unit, you will be able to …
… discuss recent key trends in pharma
… define precision medicine
… understand the importance of molecular and informative technologies for precision medicine
… explain various -omics approaches benefiting diagnosis and drug development processes
… define in silico methodologies
… explain the importance of involving patients in drug development




5. Important Trends in Pharma
Introduction 
Global demand for pharmaceuticals is expanding at a tremendous rate. The recent Covid-19 pandemic has highlighted a sudden and unexpected need for vaccines, effective drugs and treatments, testing kits and special equipment, which has put an increased demand on pharmaceutical and associated industries.  Following the pandemic, the industry is adapting to altered circumstances, such as new habits in the working environment, high inflation as well as geopolitical conflicts. The pharmaceutical industry is confronted with a variety of industry-specific as well as worldwide challenges and needs to reassess and prioritize long-term plans for R&D, sourcing, supply chain, production, clinical trials, and post-marketing activities. In this rapidly changing environment, the pharmaceutical and healthcare industries have an opportunity to focus their approach on ‘value creation’, thereby offering better and improved outcomes for their patients and shareholders. These approaches include moving away from traditional methodologies to newly emerging technological strategies and finding effective solutions to key industry challenges, such as cost and pricing pressures, R&D investments and how to navigate more and more complex clinical trials (Dukart et al., 2022). 
Great innovations have been made in the field of precision medicine and this will continue to expand in future years. New advancements in drug development, medical imaging and digital tools will continue to shape the field of medicine. As patient centricity should be at the forefront in any drug development endeavor, involving patients in all stages of the process will become more and more important for future projects.

5.1 Precision Medicine
Previous medical treatment strategies have focused on serving large patient populations and were designed to address a disease in a broad, all-encompassing approach (e.g., statin treatment for the prevention of cardiovascular disease in patients with high cholesterol levels). Although this method may be successful in a large number of patients, it is not suitable for everyone and some patients may experience severe side effects as a result of the ‘one size fits all’ approach (e.g., for statin treatment, patients can experience muscle pain and damage, liver damage or neurological side effects).
Precision medicine (PM) is a modern method designed to prevent the occurrence of diseases and to design treatments based on the genetic or proteomic profile of the disease itself. PM is founded on the application of scientific research including genetic information to address the underlying molecular defect(s). In contrast, personalized medicine is the treatment of a specific disease tailored to the patient’s individual profile, which may include precision medicine, but will take patient specific factors into account as well (Akhoon, 2021; U.S. Food and Drug Administration, 2018). Precision medicine can be summarized as:
· right treatment
· right patient
· right timeHER-2
Human epidermal growth factor receptor-2; 
Elevation in this protein is seen in patients with breast, non-small-cell lung  and gastric cancer. 

In the field of oncology, precise information (e.g., a specific biomarker) on a tumor can assist in providing the correct treatment. For example, HER-2 positive breast cancer patients will receive trastuzumab (a HER-2 antibody) in addition to chemotherapy, to address the underlying molecular defect. The field of PM promises to significantly transform healthcare through targeted medications, aiming to prevent or cure diseases and to extend the life span of populations (Joyner & Paneth, 2019). 
The emergence of PM
Conventional medical practice considers the pathophysiological appearance of a disease, such as signs and symptoms, and treatment decisions are based on evidence produced by scientific research and the outcomes of clinical trials. However, in many cases, the efficacy of the treatment seen in clinical trials often does not reflect the diversity and uniqueness of the general patient population (Gameiro et al., 2018). As a result, the drug might be ineffective in addressing a medical problem in a specific or diverse population, or may even have detrimental effects in some cases. 
After the sequencing of the human genome was accomplished in 2003, there was great anticipation that the information obtained on the genome would assist in predicting disease states, based on genetic data. Although this has not yet been fully implemented, genetic and data-driven medicine has made a major breakthrough in the healthcare sector. For nearly two decades, scientists have been researching and identifying underlying genomic alterations as the cause(s) of many diseases. Advancements in genomics and molecular technologies as well as data mining, aided by new computational facilities and new artificial intelligence tools, have assisted in enabling transformative healthcare. This means, previously lethal diseases can now be cured through customized treatments for specific genomic alterations, which was not possible before (Denny & Collins, 2021; Gameiro et al., 2018). These new and innovative approaches will continue to guide the future of medicine. 
Modern medicine is evolving towards a more patient-centric approach, described by the four paradigms, ‘4Ps’: 
· Predictive - focuses on the timely identification of possible disease parameters
· Preventive - intends the targeted prevention of diseases based on calculated predictions
· Personalized - considers the distinctive traits of the individual patient for diagnosis and therapy
· Participatory - emphasizes that individuals are responsible for taking care and control of their own health
This type of personalized medicine provides a thorough medical treatment approach, which centers around the patient (Izquierdo, 2021).
There is great emphasis on ‘preventive medicine’, which is generally understood as actions taken to decrease the chances of the onset of a disease or condition. Numerous studies have highlighted that prevention is more cost-effective for health care systems, so prevention is an important public health goal. However, ‘prevention’ from a healthcare perspective has a wider meaning. It consists of 3 stages: primary, secondary, and tertiary prevention. 
· Primary prevention: Focuses on preventing a health condition or disease before it occurs. Examples are vaccinations, the ban or controlled usage of specific substances, mandatory safety regulations, education around healthy diets or daily exercises to maintain health and fitness.
· Secondary prevention: Aims to prevent further events, once a disease or an injury has already occurred, therefore early detection is paramount. Examples include routine screening tests to monitor the condition, changes in the work environment, or adjusted diet and daily medications to control further incidences.
· Tertiary prevention: Aims to manage the disease after a diagnosis has been made by slowing progression and to minimize treatment effects to improve the quality of life for the patient. For example, further screenings, rehabilitation, and patient support programs (Institute for Work & Health, 2015).
P4 medicine is a new concept for a public healthcare model, which leverages artificial intelligence and computational tools to obtain information on the health status of patient populations. This proactive tool can play an important role in the prevention of diseases or in detecting deterioration in the health of individuals, through taking into account their unique phenotype (Boffetta & Collatuzzo, 2022).Phenotype
Refers to an individual’s observable trait, such as eye colour or height, which is determined by the expression of their genes and environmental factors

Phenotype
Refers to the observable traits of individuals (height, eye colour, blood type etc.), which are determined through their genomic make-up, but also influenced by environmental factors (National Human Genome Research Institute, 2023).

Factors influencing Personalized Medicine
Patient and disease heterogeneity
Every patient has a unique genetic and molecular profile and no two individuals will be the same. The heterogeneity of patients determines how they will respond to a certain treatment or drug. A treatment and the resulting effects are impacted by two distinct processes: pharmacokinetics and pharmacodynamics. 
Pharmacokinetics study the absorption, distribution, metabolism and excretion (ADME) of a drug or treatment. Pharmacokinetics can be influenced by a variety of factors such as:
· phenotype (weight, body surface area, age, ethnicity, gender, microbiome)
· genotype (e.g., genetic polymorphism in metabolizing enzymes or transporters)
· disease response
· lifestyle and environment
· adherence to treatment
It is easy to see, that certain changes or variability in an individual patient can impact on how a drug is absorbed and how effectively it will distributed or metabolized to  produce the desired effect. For example, genetic changes in metabolizing enzymes in a patient can lead to an accumulation of the drug in the body, which may cause more severe side effects or even toxicity as a result of the genetically impaired metabolism (Akhoon, 2021);Grogan & Preuss, 2022). 
Pharmacodynamics refers to the study of the molecular, biochemical and physiological effects or actions of a drug at their site of action (drug target). Pharmacodynamic variability can have an impact on how effective the drug will be in an individual patient.  For example, if there are genetic changes at the drug target site or receptor, the drug will not be able to bind effectively, hence the desired effect will be weaker or in extreme cases be absent. Therefore, a genetic change leading to a polymorphism in the drug receptor could mean, that a patient with a certain genetic variation will not respond accurately to the drug, as the ‘target’ is no longer recognized (Akhoon, 2021).
Diseases themselves can be heterogeneic in nature. Cancer is an example of a heterogeneic disease, as the disease can be caused by a variety of genes. In the case of malignant melanoma, the BRAF inhibitor drug vemurafenib (Zelboraf®, Genentech), selectively targets specific tumors with a V600E mutation in the B‑Raf gene. Patients with colorectal carcinoma carrying the same V600E mutation mayl only receive vemurafenib in second line treatment in conjunction with epidermal growth factor receptor inhibition, but BRAF inhibitors still have application in second line metastatic colorectal cancer, where used in combination with epidermal growth factor receptor inhibition (ASCO, 2021; Akhoon, 2021; Hyman et al., 2015). Certain rare subtypes of melanoma (lentigo malignant melanoma and mucosal melanoma) can carry a mutation in the KIT gene, which can be targeted by drugs originally developed to treat chronic myeloid leukemia, such as dasatinib, imatinib and nilotinib. These drugs are currently researched in clinical trials for patients with stage IV mutated c-KIT melanoma (Cancer.net, 2021).
A disease might have several root causes that could be dependent on variations in several genes. Genetic heterogeneity is defined as the genetic alterations which create similar phenotypes of the disease and is divided into two subclasses: allelic, and locus heterogeneities. Allelic heterogeneity arises from the variants at a single gene locus, whereas locus heterogeneity appears in the presence of variants at distinct gene positions (National Cancer Institute, n.d.).
Application and Implementation of Precision Medicine 
Recent advances in technological innovations, such as the development of Next Generation Sequencing (NGS) technology, have greatly aided the implementation of PM. NGS can identify and determine the sequence of large segments of an individual’s genome (U.S. Food and Drug Administration, 2018). In contrast to the traditional sequencing (or Sanger) technique, NGS enables rapid and cost-effective sequencing of hundreds to thousands of genes from multiple samples, which can be performed simultaneously. NGS is also commonly described as high-throughput sequencing technology. The technique is performed in 4 main steps:
1. Isolation of the nucleic acid from the sample
2. Preparation of DNA or RNA libraries
3. Amplification of nucleic acid fragments
4. Sequencing and data analysis by bioinformatic tools (AAT-Bioquest, 2022).
Scientists and physicians can benefit from DNA or RNA sequence data to detect genetic variations, which can assist with diagnosing patients, develop better therapies, and to enhance in-depth knowledge of complex human diseases, including cancer. This new technique is illustrated in the figure below (U.S. Food and Drug Administration, 2018).
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Source: Bettina Kofler (2023), based on Bunnik & Le Roch (2013); European Federation of Pharmaceutical Industries and Associations (n.d.).
NGS has been successfully applied in the area of cancer to identify genetic mutations of various cancer subgroups. This technology has provided new insights into tumor variability of prostate, breast, ovarian and pancreatic cancer as well as yielding valuable information in the field of hematological malignancies. The discovery of new cancer genes and a new appreciation of how tumors progress based on genomic information, have opened the way for new approaches and treatments in these areas (Sabour et al., 2017).Myeloid precursor
Stem cells develop into two distinct cell types: myeloid precursor, which can develop into red and white blood cells and a lymphoid precursor, which can develop into natural killer cells and lymphocytes

As an example, acute myeloid leukemia (AML) is an aggressive disease, occurring mainly in elderly patients and characterized through the uncontrolled production of immature myeloid precursor cells in the bone marrow. If left untreated, AML is fatal within 2-3 months. If AML is suspected in a patient, a NGS panel is generally performed to detect the different genetic variants that can underpin the disease. Some genetic aberrations such as t(8;21) or RUNX1 have a favorable prognosis (classed as low risk due to better survival of patients), others such as the FLT-3 mutation used to carry a high risk, as survival chances were low. However, since the development of novel, selective FLT-3 inhibitors such as gilteritinib, patient survival has significantly improved. Based on the better outcomes for patients with FLT-3 mutations through a precision treatment, the European Leukemia Net has revised their guidelines in 2022, which now classify FLT-3 mutations as intermediate risk instead of the previous high risk classification (Perl et al., 2019; Rato et al., 2022).t(8;22)
indicates a genetic translocation at chromosome 8 and 22

An early application of precision medicine in cancer can be illustrated with the development of a targeted treatment for chronic myeloid leukemia (CML), a blood cancer characterized by the continuous expression and signaling of the aberrant tyrosine kinase BCR-ABL. This mutant protein is caused by ABL located on chromosome 9, which translocates to chromosome 22, resulting in the fused BCR-ABL protein, also called t(9:22) or the Philadelphia chromosome. 95% of patients with CML carry this mutation. The development of small molecule tyrosine kinase inhibitors (such as imatinib, dasatinib, nilotinib and ponatinib), which address this genetic defect, have changed the outlook for CML patients dramatically, with survival rates of 10 years or more seen in over 80-90% of patients compared to a 20% survival rate 20 years ago. The application of precision medicine has turned a potential lethal disease into a chronic condition, which can now be successfully monitored and treated (Jabbour & Kantarjian, 2020).
 Precision treatments have also been successfully applied in other therapeutic areas. In monogenic diabetes, a rare population of children carry a mutation in the transcription factor gene HNF1A. This mutation has been shown to respond well to sulfonylurea treatment. Sulfonylurea therapy is also effective in neonatal diabetes in infants expressing the KCNJ11 and ABCC8 gene mutations, which block the closing of K+ATP channels in pancreatic beta cells, preventing their depolarization and the secretion of insulin (Delvecchio et al., 2020; Akhoon, 2021). 
Applications of Precision Medicine in Prevention
Genetic variation in the drug metabolizing enzyme CYP450 can lead to a different drug metabolizing profile for patients, resulting in a faster or slower metabolism, which can manifest in adverse drug reactions. If these genetic variations are detected, drug dosing can be adjusted to account for this variability and thereby preventing the development of adverse events. In HIV, the drug abacavir can lead to multi-organ hypersensitivity in patients carrying the HLA-B*5701 gene and genetic testing is recommended before starting anti-viral therapy to exclude patients carrying this particular mutation. 
Early detection and knowledge of genetic aberrations associated with familial cancers can be employed to reduce the risk of cancer development in affected patients. For example, patients who carry the genetic marker for multiple endocrine neoplasia-2 are advised to have a total thyroidectomy to prevent medullary thyroid cancer. In patients with BRCA mutations, prophylactic bilateral mastectomy is recommended to reduce the risk of breast cancer. Mastectomy has been shown to reduce the risk of breast cancer by 95% in women with mutations in the BRCA1 or BRCA2 gene (Akhoon, 2022).
The e4 genetic variant of the APOE gene occurs in nearly a quarter of the population, which has been shown to increase the risk of developing Alzheimer’s disease by up to 3-fold. Detecting and identifying this polymorphism at an early stage can ensure that specific measures are applied to slow down cognitive decline (Izquierdo, 2021). 
Challenges of Precision Medicine
Although PM emerged as a new frontier in medicine, there are still many challenges in the application of precision therapies in clinical practice. In particular, there is paucity how precision medicine can be translated into an approach for public health, especially as precision medicine is mainly focused on smaller patient populations. There have been many new development in the field of rare diseases and orphan designation, however due to the high development costs and the small patient populations they serve, their costs is quite high, making it difficult for health care systems to provide these to patients, if funds are limited. For rare genetic diseases, gene editing techniques such as the CRISPR-Cas9 methods have shown great promise for precisely altering genes by cutting DNA at specific locations to make repairs. However, many research methods, facilities and medical research funding depend on finding treatments for larger populations and the adaptation of precision therapies to larger populations  is still proving a major challenge (Bilkey et al., 2019). 
The successful integration of PM into healthcare systems will be reliant on data sharing on a global scale (e.g., clinical trial data), which will help to avoid unnecessary duplication and therefore maximize allocated budgets and preserve costs (National Academies Committee, 2015). However, there are some ethical issues to consider with regards to large-scale data sharing and analyses. As an example, patients taking part in a clinical trial will have to provide informed consent before the start of the trial and they will be informed, how their data is being used. However, informed consent does not apply to large-scale analysis (big data), so patient data (perhaps even sensitive data) such as genetics or certain biomarkers connected to a disease could be used without the patient’s knowledge. If this information would get into the wrong hands, the patient could be disadvantaged through having taken part in research or for having been tested for a specific genetic disease. For this reason, governments and decision-makers will have to develop regulatory policies to protect important factors such as privacy, personal barriers and the willingness to engage in research (Bilkey et al., 2019).
Future Outlook
To maximize the effectiveness of resources in healthcare systems, the ‘open system’ principle should be applied, which helps to facilitate merging data from multiple studies groups, including huge genomic data and lifestyle assessments. The COVID-19 pandemic highlighted the value of quick global access to case reports and more comprehensive awareness of social factors affecting health. Pooling of research studies has succeeded in identifying specific loci related to the susceptibility for the disease, including their translation to patient outcomes. More recently, the Global Alliance for Genomics and Health (GA4GH) have been looking to facilitate collaboration and conformity. The International Hundred Thousand Plus Cohort Consortium (IHCC) has compiled over 100 cohorts from 43 countries, gaining access to data from over 50 million participants, which will  make a large contribution to the global research effort (Denny & Collins, 2021). 
The big challenge precision medicine faces is the lack of diversity in the researched populations.  Patient populations taking part in clinical trials are usually not very diverse, and patients with insufficient healthcare access may miss out on these opportunities. These people might be from different backgrounds, genetic ancestry or health conditions, which could impact on the efficacy and safety of researched drugs. A more realistic assessment of social determining factors and etiology-based optimizations may offer more effective therapies (Denny & Collins, 2021).
Although precision medicine has made enormous progress over the past 20 years, there are still challenges ahead to provide precision medicine for a bigger and more divers patient population.
Self-Check Questions
1. Please list two important variations determining drug distribution and target adherence.
· Pharmacokinetic variations
· Pharmacodynamic variations
2. Please mark the correct statement(s).
· When favorable economic, supportive, and social conditions are provided, PM can be directly applied to the healthcare system.
· Preventive medicine aims to provide the right treatment for the right patient
· CRISPR-Cas9 is a gene editing technique that might be utilized by PM to treat patients with monogenic diseases.
3. Precision medicine (PM) and personalized medicine can be used interchangeably.
a. True
b. False
b) false, PM is referring to the application of research and science behind the treatment, whereas personalized medicine is targeted specifically at the individual patient. 






5.2 Omics-based Approaches for Drug Discovery
‘Omic’ technologies are an area of applied research, which can deliver a vast amount of complex and multi-dimensional molecular information from tissue samples or cells. Examples would be genomics, proteomics, transcriptomics, metabolomics, lipidomics and epigenomics, which can provide specific information on DNA, proteins, RNA (coding and non-coding), metabolites, lipids and epigenetic changes in a cell, respectively (Conesa & Beck, 2019; Micheel et al., 2012).High-throughput
Fast and efficient process, particularly used in drug discovery, for automated testing of large sets of samples.

Omics technologies are actively embedded in current research practices to support the application of precision medicine  and can be placed into two main categories: 
· High-throughput sequencing (HTS) technologies: e.g., genomics, epigenomics, and transcriptomics
· Mass spectrometry (MS)-based technologies: e.g., proteomics, metabolomics, phenomics, radiomics, and pharmacogenomics (Tebani et al., 2016).Transcriptomics
Analysis of transcription activity (coding and non-coding) to provide insights into cellular functions


New biomarkers have gained increased interest over the last decade and are indispensable in current, targeted drug discovery processes. A biomarker is deﬁned as a molecule or compound associated with a biological condition or disease,  which can be used to diagnose the condition. It can also have therapeutic value in predicting health outcomes or how patients may respond to the treatment (Tebani et al., 2016). Biomarkers are a diverse group of molecules and can range from proteins, genes, markers of gene expression to metabolites. Precision medicine is closely associated with biomarkers and many new targeted therapies are based on the detection of a certain biomarker for making a precise treatment decision. As an example, PD-L1 is a cancer biomarker, which is present in many diverse cancers such as melanoma, colorectal, non-small cell lung cancer and gastric cancer. Patient tumors can be screened for the presence of this biomarker and when present over a certain threshold, patients may receive immunotherapy treatment in the form of PD-1 (such as nivolumab or pembrolizumab) or PD-L1 (such as avelumab or atezolizumab) inhibitors (Mishra et al., 2022).

Omics-based approaches together with bioinformatics can assist with establishing and analyzing vast sets of biological data for drug target identification. In particular, genome -wide association studies (GWAS), whole genome sequencing and transcriptome analysis have been essential tools to analyze therapeutic efficacy of new drug targets, but also in predicting possible side effects. Novel drug target discovery (DTD) platforms have been developed to   provided unique resources for exploring new targets by screening genes, mRNAs, proteins, metabolites, and their complex interactions. These tools have played an essential role in assessing therapeutic efficacy, side effects and toxicities of potential new drug candidates (Paananen & Fortino, 2020).
5.2.1 High-Throughput Sequencing (HTS) Technologies
Sequencing of complete genomic information can be performed fast and accurately by NGS, which is also known as whole-genome sequencing (WGS). Analyses of protein-coding regions of genetic information (exons or exome) is referred to as whole-exome sequencing (WES). Through these detailed analyses, genetic variants linked to a specific disease can be identified (Tebani et al., 2016).
Genomics
Genomics is the study of the whole genome and its functions. Genomics work with the complete set of DNA including the three-dimensional (3D) structure. Contrary to genetics, which encompasses the study of individual genes and their functions with regards to inheritance, genomics relate to the cooperative characterization and assessment of all genes of an organism, as well as their relationships and effect on the individual (WHO, 2004).Microarrays
Tool to detect expression of thousands of genes. Each spot contains a known sequence or gene


The Sanger DNA sequencing technique, named after Fredrick Sanger (Sanger et al., 1977), was the first technique used for analyzing the genome. Sanger sequencing was suitable for short DNA sequences (up to 1000 bases), but also proved to be expensive, laborious and time-consuming. To overcome these restrictions and to process much vaster arrays of genes, novel HTS systems such as NGS and microarrays were developed (Tebani et al., 2016).Single Nucleotide Polymorphism
Most common form of genetic variation, occurs when a single nucleotide (A,T,C or G) is altered in  the genome sequence and present in at least 1% of a population. Some are without consequences but others are linked to diseases


Microarrays in particular were used to conduct GWAS, which gave valuable information on genetic variants such as single nucleotide polymorphisms (SNPs) and their relation to disease risk or traits. Understanding these genetic changes and the molecular mechanisms that are associated with influencing diseases can help to identify potential targets for drug development. Thousands of genes which are contributing to complex diseases have been detected so far and 10,000 strong associations have been identified between genetic variants and complex traits. However, it is not always clear how certain variants can affect specific downstream pathways and cause disease. For this reason, genomics information is often combined with transcriptomics data, which compares gene expression data between the disease and control populations. A new field called pharmacogenomics is emerging, which looks at the impact of genetic variation for drug response or metabolism. This can predict if the drug will work in a particular patient (efficacy) but also if toxicities are to be expected (due to variations in drug metabolism). Pharmacogenomic databases as well as GWAS data are currently employed to look for new drug targets, but are also used for drug repositioning, as well as efficacy and safety studies (Paananen & Fortino (2020).
EpigenomicsChromatin:
mixture of DNA and proteins forming  chromosomes. Some proteins, e.g. histones, compress DNA to fit in the cell nucleus (Nat Hum Genome Res Inst, 2023)

The epigenome is characterized through chemical modifications of DNA, histones, non-histone proteins and nuclear RNA and can affect gene expression without altering the order of nucleotide bases (A, G, C, T) of DNA. These changes can be inherited. The most common epigenetic changes are DNA methylations, histone modifications, microRNA (miRNA) expressions, and chromatin condensations, which might be reversible or could be inherited by daughter cells. Epigenetic methods to detect these changes are: 
· ChIP-seq (chromatin immunoprecipitation sequencing) – to identify DNA-linked protein-binding sites
· DNase-seq - assessing regulatory regions of the genome 
· ATAC-seq  and DNA methylation - for transposase-accessible chromatin sequencing to chart genome-wide chromatin (Tebani et al., 2016).
Epigenetics can determine how the genome is influenced by environmental factors, which in turn may influence DNA accessibility. This field is expanding rapidly with new international research initiatives, such as the Human Epigenome Project and the International Human Epigenome Consortium. 
For example, the expression of genes which can contribute to atherosclerosis or hypertension disease risk later in life can be altered through early life events, such as malnutrition or environmental exposure. It was shown that Vitamin B12 deficiency during a critical early period could be a driver for these epigenetic changes and contributing to the risk of disease later in life (Loscalzo and Hardy, 2014).Transcriptome
full range of mRNA expressed by an organism or transcripts produced by a cell


Transcriptomics
The transcriptome is the complete collection of RNA transcripts produced from a DNA sequence. The expression of RNA in a given cell or tissue can provide information on the functional state.  The transcriptome includes all transcripts such as: 
· messenger RNA (mRNA) (coding RNA), only represents 1-2% of the transcriptome
· ribosomal RNA (rRNA) (noncoding RNA)
· transfer RNA (tRNA) (noncoding RNA)
· other non-coding RNAs
· RNA interference (RNAi)
· microRNA (miRNA)
· small interfering RNA (siRNA)

Transcriptomics can provide important quantitative information on gene expression levels during developmental stages and under physiological disease conditions. Technologies such as microarrays, which combine/hybridize RNA transcripts to DNA probes, are used to gain important information on expression patterns. RNA sequencing (RNAseq) through HTS-based methods are also often employed, looking at (5′ and 3′) ends, transcription initiation regions and splicing patterns (Tebani et al., 2016; Wang et al., 2009). 
 
For a long while, it was assumed that RNA is less important than DNA and disposed of after the RNA function has been performed. However, Thomas R. Cech and Sidney Altman, who shared the Nobel Prize in Chemistry in 1989, discovered that RNAs are not just passive messengers, but have their own functionalities. In addition to carrying the instructions of DNA, RNAs can regulate gene expression and also function as biological catalysts, such as enzymes. 
RNA can form complex three-dimensional (3D) structures, known as RNA enzymes or ‘ribozymes’, and can assist in accelerating various biochemical reactions. A type of non-coding RNA, RNA interference (RNAi), plays a regulatory role for gene expression in humans (Chech, 1989). 
Small interfering RNA (siRNA), also known as short interfering or silencing RNA is a class of non-coding, double-stranded RNA, which operates within the RNA interference pathway. These degrade mRNA after transcription (Chech, 1989). So effectively, RNAs are not only the subject of transcriptomics but also epigenomics. 
Transcriptome profiling has been used extensively to look at human diseases at the genetic level. Many molecular biomarkers have been discovered as a result of transcriptome analysis and total RNA sequencing. RNA-seq makes it possible to analyze and quantify low-expressed genes using this new HTS method, which was not previously possible with microarray analyses. This method has applications in the area of cancer, as specific splicing events have been shown to contribute to the development of the disease. However, the complex interaction between epigenetic regulation of alternative splicing and disease models is still not fully understood. Transcriptome analyses can be useful for gaining insights into human diseases but can also be employed to stratify patients into clinical trials based on their molecular profile (Casamassimi, 2017).
5.2.2 Mass Spectrometry (MS)-based Technologies 
Mass spectrometry (MS) is an analytical method for measuring the mass-to-charge ratio of molecules in a chemical or biological sample. It can also be employed to calculate the exact weight of the component. For sensitivity and specificity purposes, MS devices are usually equipped with liquid chromatography (LC-MS) columns to separate, identify, and measure the amount of a specific compound in a liquid mixture. MS-based technologies are  important methods for exploring proteins and metabolites (Tebani et al., 2016).



Proteomics
The proteome comprises the expression of all proteins by a biological organism. Proteomics is a new analyzing technique, which studies the complete protein content of a cell, tissue or organism under a defined set of conditions. Proteins consist of varying 3D structures, confirmation and interactions, which increases their functionality but also add complexity to the proteome. MS or protein microarrays can assist with detection of hundreds of human proteins and peptides from small samples (e.g., body fluids or tissue). Often applied methods for analyzing complex proteomes are:
· two-dimensional polyacrylamide gel electrophoresis (2D-PAGE) 
· LC-MS
· Microarrays
Due to data complexity resulting from analyses, proteomics are mainly used in research settings, however, there are some applications in clinical practice (Tebani et al., 2016).
Proteomics can assist with the initial diagnosis of a disease. The development of new cancer biomarkers, such as over-expressed proteins found in blood or tissues, has been greatly aided by the application of proteomics. Biomarkers can be diagnostic, prognostic or predictive. As an example, HER-2 is a predictive biomarker for breast cancer and in patients testing positive for HER-2, it can predict their response to the HER-2 antibody trastuzumab. The mutation of the Kirsten rat sarcoma virus gene in colorectal cancer can predict, which patients would be resistant to treatment with epidermal growth factor receptor inhibitors (such as cetuximab) (Al-Amrani et al., 2021).
Proteomic approaches can detect specific patterns of many different proteins, rather than just a single change in protein level, including the transition from healthy to diseased stage. These disease-linked alterations may develop from a specific process of protein degradation that causes the overexpression and/or abnormal ectodomain shedding of membrane proteins (Al-Amrani et al., 2021).Ectodomain shedding
 Loss of the extracellular (outside) parts of proteins located in cell surface.

Proteomics has also great applications in drug discovery. Given that many proteins are involved in the development of diseases, in particular cancer, ‘oncoproteomics’ has been applied to identify novel anti-cancer drugs for colon, breast, rectum, prostate, and brain cancer.
However, there are also limitations with this technology. The change in protein expression is  dependent on the environment and cellular type and this can add layers of complexity. In addition, sample preparation and manipulation techniques can also greatly influence the resulting quality of the data. However, this new technology is very fast and sensitive and can assist in finding new biomarkers for unmet medical needs to aid the development of novel and effective therapies (Al-Amrani et al., 2021).
Metabolomics
‘The metabolome has been defined as the qualitative and the quantitative collection of all low-molecular-weight molecules (metabolites) present in the cell that are participants in general metabolic reactions and that are required for the maintenance, growth, and normal function of a cell’ (Færgestad et al., 20010.
Amino acids, fatty acids, carbohydrates, vitamins and lipids are all part of the metabolome. The metabolome is dependent on the organism studied and is changeable due to the chemical reactions ongoing within a cell. Metabolomics analyze the biochemical properties of metabolites and how they change in relation to internal or external factors (genetic or environmental changes) (Clish, 2015). 
Analytical methods for metabolomics include:
· MS
· nuclear magnetic resonance (NMR)
· ion mobility spectrometry (IMS)

which have allowed for a better characterization of the metabolome (Tebani et al., 2016). 
A case study analyzed urine samples of newborns from 14 clinical centers using NMR to determine the chemical alterations in 65 metabolites. A reference database was established detailing specific metabolites that varied between patients and healthy individuals.  Information on diseases such as phenylketonuria, congenital hypothyroidism, and biotinidase enzyme deficiency could be established with this methodology (Aygen et al., 2014; Tebani et al., 2016). Metabolomics can also assist in drug discovery, providing important information on possible drug targets and the required 3D shapes of drugs for binding (Cuperlovic-Culf & Culf, 2016).
Emerging Omics and Multi-omics Approaches
Phenomics
Phenomics is an emerging methodology, which provides information on how genes are responding to environmental changes. The ‘phenotype’ is the observable trait of an individual, such as height or eye colour, which is determined by the individual’s genomic information (genotype) but also through environmental factors. This information can assist in understanding how we are reacting to environmental influences and how this will influence or affect the development and progression of diseases. Phenomics consist of deep phenotyping (DP) and phenomic analysis (PA), with DP combining data on clinical assessment, laboratory analysis, pathology and imaging analysis, whereas PA analyzes patterns and relationships that can be observed when looking at genotype-phenotype associations (Tebani et al., 2016). 
Phenotype is an individual’s observable trait, such as height, eye color etc, which is determined by genomic information (genotype) but also environmental factors. Phenotypes can be used to determine different clinical manifestations of a disease. For example in asthma, different patients experience different levels of severity and patients can be categorized according to disease phenotype, on how they will respond to treatment based on their clinical presentation. Patients with severe asthma will respond differently compared to patients with a mild disease. Some patients may respond to a particular therapy, whereas others could show resistance. Phenotyping will be helpful in linking clinical phenotypes to the mechanism of the disease, thereby identifying patients that might not respond to specific targeted medication (Chung and Adcock, 2013).
Radiomics
Radiomics originated around two decades ago from the field of radio-genomics, which analyzed how gene expression is influencing sensitivity to radiotherapy. This field is experiencing a significant growth rate in recent years, giving rise to new research findings for the medical imaging community. This expanding methodology allows for the exploration of ‘space-time’ heterogeneity of tumors at the microscopic and macroscopic level. Radiomics employs high-throughput mining of large numbers of radiographic images using computational processing and machine learning algorithms (Aiello, 2022). Radiomics data can assist with patient profiling; for example cancer patients can be sub-grouped based on medical images of tumors taken from different perspectives. 
In the drug development process, radiomics information can assist with more accurate profiling of patients, tumors and therapies to detect specific patterns or similarities. Radiomics as well as genetic data from patients can help with clinical trial design by grouping patients with shared characteristics most likely to respond to the therapy, thereby improving the success rate of the trial. Radiomics is another methodology assisting with the developing of more targeted and precise medicines for patients. (Higgins, 2021).
Pharmacogenomics
The heterogeneity of patients can limit the efficacy of therapeutics in certain subgroups and may result in severe side effects. These variations can be attributed to genetic differences between patients, influencing pharmacokinetics and pharmacodynamics of drugs. Pharmacogenomics explores the relationship between genetics and the activity of drugs, aiming to improve drug safety and efficacy and provides another important methodology for the application of precision medicine (Mlakar et al., 2016).
Information on genomics and pharmacogenomics can assist in with the development of suitable biomarkers to diagnose and monitor diseases. Based on levels of specific biomarkers in individual patients, suitable treatment adaptations can be performed (such as choosing the right treatment and doses), which can assist in predicting drug responses, reducing side effects and increase efficacy. As an example, methotrexate (MTX), an anti-folate cancer agent, has been used in cancer therapy for over 60 years. Pharmacogenomics analyses have shown that variants in the MTHFR receptor (responsible for metabolizing MTX) are linked to toxicities, survival and dose exposure in children with acute lymphocytic leukemia (ALL). Hence, knowledge of these associations can provide important and vital information before starting therapy (Emilien et al., 2000).

Multi-Omics Strategies and Drug Discovery
Omics technology provides vital information between normal and disease states. However, single-omics data is still limiting and as ‘Omics’ methodologies can be more easily performed and are more accessible to clinical practice, there is an emerging trend to combine technologies to provide multi-dimensional information. 
For example, in cancer patients, detailed tumor proﬁling can be performed by incorporating a multi-omics methodology in which protein levels, phosphorylated state of proteins (activation), and transcriptomics are used for deciding on appropriate cancer medications (Jameson et al., 2014). A recent  genomic and proteomic data analysis has shown that changes in the PI3K pathway are very common in hormone receptor-positive breast cancer patients, which can be used for choosing the correct targeted therapy.
Omics and multi-omics approaches play an essential role in understanding underlying molecular mechanisms, which can assist with the selection of the right drug therapy to improve efficacy and safety of these treatments. However, there are still challenges to overcome for a more integrated approach in drug development as well as in clinical practice (Paananen & Fortino, 2019).
Self-Check Questions
1. Please list two other key functions of RNA, except carrying the instructions of DNA
· It can function as an enzyme
· It can regulate gene expression
1. Please mark the correct statement(s) regarding metabolomics
· It is the study of genome analysis
· It may include the analysis of blood
· It may include the analysis of urine
12. Please complete the following sentence.
A biomarker is a molecular marker which can assist with the diagnosis, treatment choice and management of a specific disease or condition.

5.3 In Silico Trials 
‘In silico’ is pseudo-Latin and derived from the word ‘in silicon’, referring to the silicon in a computer chip. It describes experimental techniques performed by a computer.  In silico has gained a lot of traction in the last decade, and is being more and more embedded in the drug development process. Whereas in vitro, in vivo and clinical research have been the pillars of traditional drug development, the emergence of enhanced computer models and analyzing techniques allow for sophisticated simulations and predictions of natural processes, greatly enhancing the information on disease areas, drug targets and biomedical properties of substances. In silico computer simulations and modelling scenarios have wide applications in diagnosis, treatment or prevention of diseases (Pappalardo et al., 2018). 
5.3.1 Implementation of Computational Techniques in IST
IST engage various modeling and simulation methods, which range from basic computational techniques, such as agent-based modeling (ABM) or machine learning (ML) to complex mathematical models, e.g., differential equations, regression models, and finite element analyses (Pappalardo et al., 2018). 
Agent-Based Modelling (ABM)
ABM techniques have been employed in precision medicine to decide on an optimal drug dosage or when the drug needs to be administered for best therapeutic efficacy. It has also assisted in predicting immune responses for the development of vaccines (Pappalardo et al., 2018). For the clinical trials stage, it can simulate virtual patients and can calculate how many patients are needed for the trial to reach statistical significance. Futher applications are predicting drug effects in populations which are usually excluded from clinical trials (such as the elderly or children). As example, optimal antibiotic doses and schedules for a tuberculosis treatment could be determined using a hybrid computational model consisting of ABM, pharmacokinetic/pharmacodynamic models and a mathematical optimization approach (Cicchese et al., 2017; Curreli et al., 2022). However, one of the drawbacks of ABM is the enormous computer power that is needed to perform these calculations.

Machine Learning (ML)
Machine learning is the application of artificial intelligence (AI) and can assist with mining large volumes of patient data to obtain complex biological patterns. The major advantage of ML lies in the inherent capacity for the validation of complex decisions through training models and comparing input data. However, ML approaches are mainly employed for explorative modeling and not suitable for disease modeling. Drug efficacy and safety can be predicted through applications of ML (Pappalardo et al., 2018). 
ML has been used to amalgamate vast amounts of data from existing research and literature  for predicting molecular mechanisms and complex drug-protein interactions.  It can also be helpful in the preclinical process through aiding drug candidate synthesis and analyzing existing clinical data. In addition, it can also be employed for clinical decision-making and other healthcare applications (Weissler et al., 2021). Important AI terms and their explanations are listed in Table 1 below: 
	Important AI Terms
	Description

	Machine Learning (ML)
	Application of AI; mathematical computer algorithm that increases performance and capabilities through continuous data exposure

	Deep Neural Networks
	Subtype of ML in which interactions can create complex tasks or high-dimensional tasks (e.g., natural language processing)

	Training set
	Dataset which teaches the model to optimize the parameters for achieving the desired task

	Test set
	Dataset on which the performance of a previously trained model is tested

	Validation set
	Dataset that is used to validate the performance and to establish the parameters of the model during training

	Clinical Simulation
	Design of virtual organisms, to examine the efficiency and safety of drugs in order to reduce animal experiments or human subjects

	Digital Twins
	Digital representation of a real-world asset to improve information access and decision-making; e.g. in silico patients generated through training of neural networks with real patient data

	Bio-simulation
	Uses differential equations or physical approaches to simulate human physiology. ML can assist in optimizing bio-simulation models for improved precision

	Individualized Predictive Modeling
	Development of predictive models that adapt to personal traits to study their effects on patients

	Computer-aided Trial Design
	Process to develop, manage, and enhance clinical trial procedures


Table 1: Important terms of AI in the context of  IST. (Erkoc & Kofler, 2023) based on Weissler et al., 2021).
Many ML applications are based on deep neural networks, which are a subclass of ML. Neural networks can optimize therapeutic delivery strategies within the limitations of a particular biological system. For example, a neural network modeling approach was used to predict parameters affecting gene delivery to specific cancer cells for correcting the underlying abnormality. Experimental outcomes from 21 datasets were arbitrarily separated into training and validation sets, providing interesting predictive data on how to approach the problem (Dogan et al., 2022). Prediction of key parameters on target systems with reduced investigational efforts and costs may open up new opportunities for the future of pharmaceutical drug development.
Differential equations 
Differential equations are mathematical functions, which contain one or more terms and derivatives of one or multiple variables. They are extensively used in applied mathematics, chemistry and engineering for modeling physical, chemical and biological processes (e.g. describing a wave front or chemical kinetics). 
These equations can be applied to forecast tumor dynamics and to describe the course of infections. For example, in a differential equation-based tumor model, the heterogeneity of tumor cells or inhibition/activation of important pathways can be simulated to design specific drugs to address the problem. In addition, through a better understanding of the exact mechanism of action, the efficacy of drug candidates can be easier predicted (Truong et al., 2022).
However, this method has limitations, as finding solutions for a broad set of equations requires the usage of numerical approximation techniques to describe the dynamics in living organisms. As this method works with approximations, it is not always possible to make precise  projections on the biological system under investigation (Pappalardo et al., 2018). 

In Silico Applications in Drug Development
In silico modeling has revolutionized modern drug discovery. It relates to procedures and processes designed in a virtual environment to assist with virtual screening, molecule design, structure activity relationships, ADME modeling and assessments for drug target interactions  (Doytchinova, 2022). It can also assist with clinical trial design as well as predicting commercial activities after the product has been launched.
 The development of a new treatment follows three distinct stages: (1) discovery, design & screening, (2) pre-clinical assessments and (3) clinical trials. As the development of a new drug cost on average around US $2.3 billion, predictive assessments can greatly assist in pursuing  candidates that have a greater likelihood of success. This will ensure the best use of resources and reduces time and development costs of a potential new treatment (Wang et al., 2022). 
(1) Drug discovery, design & screening
The initial step of drug discovery begins with the identification of a biological/pharmacological target and the screening of thousands or ten thousands of compounds to look for target activity. These days, more sophisticated methods such as ‘rational drug design’ are employed, which greatly reduces the possibility of finding unsuitable candidates. In silico experiments on pharmacokinetics and dynamics can be performed to predict absorption, distribution, metabolism and excretion (ADME) of potential drug candidates as well as predictions on how the drug might bind to the intended target (Doytchinova, 2022). 

(2) Pre-clinical assessments
In vitro and in vivo tests complete the preclinical development phase. In silico experiments can assist in predicting how the compound might perform in certain cell lines or can assess which cell lines would be most suitable to perform the initial assessments. They can also predict performance in live biological organisms (e.g., mice, rats etc.) through a virtual environment, thereby having the potential to minimize or reduce animal experiments and saving on costs (Wang et al., 2022). As many drugs are metabolized through the liver, new ‘organ-on-chip’ assessments can help to predict the effect of the drug on the liver. If toxicity is predicted to be too extensive, the drug candidate can be abandoned before reaching the clinical trial stage and thereby preventing toxic exposure to patients (Fosse et al., 2023).Organ-on-chip
Computer model mimicking human organ biology to predict drug treatment effects and toxicity


(3) Clinical trial phase
The clinical trial phase consists of three distinct stages: 
· Phase I: 20-40 healthy volunteers or patients (e.g., for cancer drugs) to test safety and efficacy, dosing information
· Phase II: 80-300 patients; dose expansions, safety and efficacy in the target population
· Phase III: 300-1000+ patients; safety and efficacy in large, targeted patient populations
 A widely used approach is the strategy of creating digital twins, which simulates patient responses to treatments based on previous patient data. Diseases such as  Multiple Sclerosis (MS) and Alzheimer’s Disease (AD) have been successfully modeled based on digital twin applications through utilizing data from subjects with the disease (Wang et al., 2022).
Phase I trials test the safety and efficacy of the new drug in a small cohort of healthy volunteers or patients. IST can assist with calculating the optimal dose based on mathematical optimization methods. For example, optimizing vaccine administration practices can assist in achieving better immune activation in the long term. A typical limitation of Phase I studies is the low number of participants, which can lead to the under-representation of adverse events due to a lack of variability in the small sample group. This limitation can be overcome using an IST approach through simulating the necessary  variability by assigning subpopulations. (Pappalardo et al., 2018).
IST can also be applied in phase II trials to model the drug on virtual patients with the relevant disease. This could potentially reduce the number of real patients needed for phase II and saves time and costs, but can also predict potential problems before going through a full-scale phase III clinical study with a much larger patient population (Pappalardo et al., 2018). 
After a drug is approved, regulatory bodies, such as the FDA in the US or the EMA in Europe, insist on post-marketing trials to provide additional safety and efficacy data on a more heterogenous patient population. Rare drug effects, not detected in clinical trials, can be analyzed and can provide vital safety updates for the treatment. In some cases, data analysis of specific cohorts can detect drug effects which might be beneficial or have applications for a different indication. Drug repurposing is a further implementation of in silico assessments, where already approved drugs can be assessed for new indications (Wang et al., 2022).

5.3.2 In Silico Trials for Medical Imaging
Considerable improvements have been made in developing precise imaging and accompanying information system models, which include simulators for X-ray-based imaging, e.g., radiography, computed tomography (CT), mammography), positron emission tomography (PET), single-photon emission computed tomography (SPECT), magnetic resonance imaging (MRI), and ultrasound (Abadi et al., 2020).
In-silico imaging trials offer a fast and economic method for medical imaging techniques to virtually simulate patients, imaging systems and their interpretation. This process can mimic the clinical trial process without the need to conduct an actual trial. This can assist with the optimization of new and/or present imaging tools, whilst reducing risks to actual patients, such as high radiation doses (Abadi et al., 2020).Finite element method 
3-dimentional  mathematical method for numerically solving differential equations.

IST approaches may also assist in reducing the number of required subjects for a phase II trial. For example, instead of the traditionally used Dual X-ray Absorptiometry Areal Bone Mineral Density (DXA-aBMD) in patients with osteoporosis, the utilization of Quantitative Computed Tomography Subject-Specific Finite Element Modelling (QCT-SSFE) in clinical trials was shown to give more accurate prediction on all-bone strength. This has helped to minimize the size of real-life participants in this study by 30-40% to provide the same statistical power (Pappalardo et al., 2018). 
5.3.3 Big Data for Personalized Medicine
Healthcare organizations from various countries are analyzing data collected and stored in electronic health records (EHRs) to improve healthcare services for their patients. EHRs contain a massive amount of biomedical data from regular clinical practice, as well as large quantities of analytical data obtained from -omics analyses. As this data is acquired from different sources and very heterogenous in nature, it is difficult to analyze or process with conventional software or techniques. 
‘Big data’ has already been successfully implemented in the financial sector as well as in manufacturing and logistics. However, uptake in the healthcare sector has been slower due to privacy concerns regarding confidential patient data (NEJM catalyst, 2018) Big Data
Refers to extremely large sets of data which are analysed to reveal patterns, trends and/or  associations

Big data can be characterized through the three V’s, which sets it apart from conventional data:
· High volume (extremely large digital data sources)
· High velocity (moving with tremendous speed)
· High variability (data is highly variable due to the different sources it is derived from)
Big data analytics can process the analysis of enormous datasets from patients including medical records, physician’s notes and diagnosis details to facilitate the discovery of patterns and trends in the data (Ristevski & Chen, 2018; NEJM catalyst, 2018). Big data mining allows for the development of patient-centric care, e.g., revealing patterns in a patient population regarding responses to treatment, or real-time monitoring of patients. Big data analytics together with machine learning approaches can play a significant role in the drug discovery process by providing precise biomedical input data for ISTs. These datasets can then be used for developing predictive analysis models of diseases, risk assessments, and more effective treatment strategies (Kaur et al., 2018).
Self-Check Questions
0. Please list three key reasons for using big data analytics 
· Patient-centric care
· Development of predictive analysis models for diseases
· Development of more effective treatment strategies
0. Please list the three distinct characteristics of big data:
12. High volume
12. High velocity
12. High variability
5.4 Patient Involvement in Drug Discovery
As eluded to earlier, many new drugs are developed through ‘rational drug design’, based on the knowledge of a specific biological target. Molecules are developed that ‘fit’ to a molecular target or receptor and bind to elicit a specific effect. Advances in drug discovery and novel, innovative developments have greatly shaped the pharmaceutical landscape and have transformed the lives of millions of patients.
Advances in science and technology have greatly improved life expectancy over the last century (Gameiro et al., 2018). The pharmaceutical industry is continuously challenged to produce new and effective medicines to satisfy the continuous demand of patients, providers, payors, and policymakers.  There has been great emphasis on engaging with patients early on in the drug development process to understand their perspectives, views and concerns, but also the compromises they would be willing to make to achieve a cure. (Lowe et al., 2016; Lübbeke et al., 2019).
Unlike other industries, consumer involvement in the development process is a fairly new concept for the pharmaceutical industry. However, by intentionally giving patients a central role in the process and understanding what challenges patients face on a day-to-day basis, the developer can more easily see which aspects are of great importance and which are perhaps rather a ‘nice-to-have’. The following example will illustrate, how patient consultation could have made a difference in developing a new product. In 2006, Pfizer developed a mealtime insulin formulation in the form of an inhaled powder. The product was supposed to be more convenient for patients as the new administration offered a less invasive route (inhalation instead of insulin injection). However, the new insulin formulation did not appeal to patients and was found to be not effective enough to stop using the injectable form, so the company withdrew the product at a loss of US $ 2.8 billion (Lowe et al., 2016).
Below are some examples of how patients can assist in the development process:

· Clinical trial design: patients can provide input into designing protocols and provide constructive feedback when participating in trials
· Informing product strategy: patients or patient advocacy groups can be involved during the whole development processes
· Patient reported outcomes: patients can actively participate in research through interviews or as participants in a study
· Generating evidence: clinical trials or real-world data can assist in providing disease and treatment-related information
· Company meetings: patients may meet with employees of a pharmaceutical company to provide insights into their disease and/or treatment journey
· Regulatory meetings: increasingly regulators or health decision makers include patients to gain insight into a patient’s perspective, before approval of the drug 
A recent study highlighted the main fields where patients are currently engaged in, such as product design agenda, clinical studies, designing patient-reported outcomes (PROs), generating evidence, and participating in business/regulatory meetings. However, it also showed that these engagements are the exceptions and not regularly applied (Lowe et al., 2016).
Many healthcare professionals believe that incorporating patients in early drug development and research activities can be a real asset. What a physician or health care provider considers to be of importance might not be important at all to a patient, hence the consultation will provide important ‘consumer’ insights (Hoos, 2015).
However, there are of course challenges with patient involvement, which need to be taken into consideration such as:
· Budget and time constraints
· Unclear return of the investment
· Speed at which developments move forward
· Compliance concerns
· Need for reporting adverse drug reactions
· No formal regulations on patient involvement
· Researchers and healthcare professionals not always open to patient involvement
· Lack of adequate scientific knowledge of patients to understand complex processes

As the pharmaceutical industry is one of the most regulated industries, it is easy to see that companies would be reluctant to engage or have a greater involvement with patients. Some companies have asked patients to participate in their advisory board meetings and although the discussions were deemed insightful, some employees felt uncomfortable or were unsure of the legality in involving patients in these processes. As there is no clear regulatory framework for patient participation, some companies would be hesitant to engage for fear of wrongdoing, and currently existing frameworks seem insufficient to alleviate these concerns (Lowe et al., 2016).
It is therefore of importance that regulators propose adequate guidance to address these concerns and allow patients to be an integral part of the development process. These could include:
· Acknowledgement that patient involvement is important and to allow them to become partners in the process
· Identifying areas where patients could make a contribution, in all phases of drug development 
· Transparency across all stakeholders, e.g. industry, patients, payers and regulators
· Documentation of engagement is essential, e.g., what has worked, including failures
· Best practice sharing for future engagements

In 2012, a pan-European project named EUPATHI (The European Patient’s Academy) was established to bring together patients, the pharmaceutical industry, academia, non-profit organizations, regulators and HTA bodies (EUPATI, n.d.) to improve collaboration on drug research. This endeavour is directly aimed at giving patients a greater understanding on the drug development process through specific training and education. The increased knowledge and understanding of these patient representative can greatly contribute to the development of innovative new medicine approaches and has the ability not only to make improvements for their own health, but for the medical community as a whole.
EUPATHI currently represents 78 patient organizations from 19 countries across Europe, impacting around 150 Mio patients. These patient organizations are the voices of patients from a diverse range of conditions such as:
· Alzheimer’s disease
· Coeliac disease
· Dystonia
· Digestive Cancers
· Cystic Fibrosis
· Aids
· Haemochromatosis
· Hemophilia
· Fibromyalgia
· Parkinson
· Breast Cancer
· Psoriasis
· Rare diseases and many others
Through active engagement, patients have the ability to put their view and voices forward to ensure equitable access, affordability and an improved quality of healthcare for everyone involved (EUPATI, n.d.).

Self-Check Questions
0. Please list four stakeholders involved in drug development:
· Patients
· Providers
· Payors
· Policymakers
0. Please complete the following sentence:
Patient involvement is the active collaboration between various stakeholders throughout the development and lifecycle management of drugs to improve outcomes.


Summary 
Precision medicine has made great contributions to many diseases for a more targeted therapy approach. Especially the area of oncology has seen numerous new and innovative developments through addressing the underlying molecular defects, thereby turning once deadly diseases into chronic, manageable conditions. The ongoing research into genomic alterations and molecular anomalies of diseases will yield important insights into the differences between health and disease, and will provide a robust science-based framework to deliver new treatment approaches for the future. 
Advances in new analytical sciences have allowed for the acquisition of molecular information through transcriptomics, proteomics, metabolomics and newly emerging -omics technologies, providing crucial insights into diseases but also to assist with the development of precise treatment approaches to address underlying defects. In silico technologies, based on high-technology modeling approaches, have revolutionized the drug development process and have allowed to make informed predictions on new drugs and their targets. This not only helps with selecting the right candidates to go forward for further development, it can also assist with reducing costs through minimizing animal and human experiments.
Patient engagement in the drug development processes is a newly emerging concept, that has been shown to be of great value for patients, payers, regulators as well as stakeholders. A patient’s view can provide interesting insights into the day to day management of a particular disease, which can guide patient-specific developments. Open and transparent collaborations may open new doors for more patient and needs-centered pharmaceutical innovations.



Unit 6 – Important Trends in Medical Technology

Study Goals

On completion of this unit, you will be able to …

… list relevant trends of medical technology.
… explain basic principles of nanomedicine.
… describe basic principles of medical wearables.
… understand basic principles of digital health.
… discuss basic principles of image guided intervention.



1.  Important Trends in Medical Technology
Introduction 
Medical technology is rapidly evolving and advancing, with new trends emerging that are revolutionizing the way healthcare is delivered. Some of the most important trends in medical technology include nanomedicine, wearables for medical technology, digital health, and image-guided intervention.
0. Nanomedicine
The term “nano” comes from the Greek and means “dwarf,” and in scientific language, it means one billionth. Nanotechnologies involve constructions that are 80,000 times smaller than the width of a human hair, falling within the range of 1 to 100 nanometers. Through these technologies, fundamental relationships at the level of molecules and atoms are explored, and new materials with promising properties are developed.
Nanotechnologies are considered as “key technologies of the 21st century.” However, nanoscience and nanotechnology should be distinguished from one another. At the nanometer scale, the ability to observe, measure, manipulate, assemble, control, and manufacture matter is called nanotechnology. When physics, materials science, and biology converge, it is called nanoscience, which deals with manipulation of materials at the atomic and molecular scales.
The result of nanotechnology is nanoparticles. They are found everywhere, including in toothpaste, tiles, jackets, or spectacle lenses, to enhance material characteristics. They also play an increasingly important role in medical technology. 
With the development of nanotechnology, the idea arose that the specific properties of nanoparticles could also be used medicinally. Two things are crucial for this: the preparation must contain nanosized particles, and it must gain useful properties from them that can neither be achieved with larger particles nor with dissolved chemicals. Nanotechnology is used in nanomedicine to create drugs at the atomic, molecular, and supramolecular levels. The field of nanomedicine encompasses a wide range of topics, from the creation of nanomaterials for use in pharmaceuticals to the synthesis of nanomedicines with numerous potential uses (Bayda et al., 2019).
Targeted Drug Delivery
Targeted drug delivery is a therapeutic strategy that involves delivering drugs or therapeutic agents specifically to a target site or organ within the body. The goal is to increase the drug’s efficacy and reduce its side effects by selectively targeting the disease site. The principle of targeted drug delivery involves the use of drug delivery systems that can recognize and bind to specific cells or tissues. These systems can be engineered to release the drug payload at the site of the disease or injury, where it can exert its therapeutic effects.
Different materials, such as polymers, metallic nanoparticles, and liposomes, are used in targeted drug delivery. Polymers have a number of advantageous properties. They are easy to produce, well-tolerated, and biodegradable. In addition, they can be easily loaded with various substances. In liposome-based nanomedicine, a drug is encapsulated inside a phospholipid bilayer structure to increase its bioavailability and therapeutic activity. Drug delivery in general faces the problem that medication is quickly washed out of the blood circulation by the kidneys before they reach the addressed tissue to be released (Tram et al., 2016).
One of the earliest nanomedicines with a proven methodology are liposome formulations. Numerous studies have concentrated on the use of liposomes to encapsulate various cargos, including small molecules like doxorubicin, nucleic acids like RNAs, and biological molecules like hepatitis A virus vaccines. Today, 10 out of 29 approved nanomedicines are liposome-based, and these are mostly for cancer treatment. A further system is based on lipids, for treatments like hepatitis B, hepatic fibrosis ore amyloidosis (Khalil et al., 2020). 
Another system is based on albumin. Through a straightforward self-assembly process of albumin in aqueous solution with a straightforward crosslinking step, albumin nanosystems can be loaded with a variety of cargos. Biocompatibility is albumin’s main benefit. Even so, only two of the 29 listed approved nanomedicines and two of the 65 nanomedicines currently undergoing clinical trials are albumin-based. Currently, it is utilized for imaging and drug delivery for the treatment of cancer diseases (Khalil et al., 2020). 
Micell-based systems are self-assembled nanosystems by amphiphilic molecules. These have both a hydrophilic and a hydrophobic part. They offer a number of benefits, including high permeability and solubility, which increase drug bioavailability. However, due to the use of amphiphilic molecules, which interact with cell membranes, they still have some disadvantages, such as inadequate control over drug release and cytotoxicity (Khalil et al., 2020).
Diagnostics and Imaging
The earlier a disease is detected, the better the patients’ chances of recovery. It is, therefore, important to identify molecules or genes that indicate different diseases. Nanotechnological diagnostic methods make it possible to examine these biomarkers even faster and less invasively, as they work with the smallest amounts of sample material. Further new diagnostic methods with improved sensors or minilabs that fit on a single chip are developed and enable science the study of cellular processes with the help of new contrast agents leading to more detailed medical images (Khalil et al., 2020).
Lab on a chip 
Usually, blood and cell samples taken by doctors are sent to a laboratory because not every doctor’s practice has a fully equipped laboratory. With the lab-on-a-chip method, however, tiny sample quantities can be analyzed decentrally in the doctor’s office. This requires a microfluidic chip connected to a pump and a sensor, as well as the corresponding software that analyzes the results. The pump extracts samples in the nanoliter range, the sensor records the parameter to be analyzed, and the software evaluates. In the future, several analytical steps could be carried out on the same sample without having to prepare it in advance. Taking fewer samples relieves the burden on patients, and diagnoses can be made more quickly and with less effort.
Certain diseases require constant monitoring, such as diabetes or COVID-19. The rapid tests used for this purpose are known as near-patient laboratory diagnostics, or point-of-care testing (POC testing), which does not require a special diagnostic laboratory. POC testing enables patients to monitor relevant values themselves at home. It also provides healthcare professionals with quick and easy-to-perform tests that enable more efficient and safer treatment. In regions without specialized diagnostic facilities, it enables life-saving diagnoses. These POCs are based on electro-chemical or optical sensing characteristics of the nanoparticles.
Inorganic nanoparticles are mainly used as contrast agents for medical imaging or heath therapy. For magnetic resonance imaging, which is used to produce contrasted images for various types of cancers, iron-oxide nanomedicines are also authorized as contrast agents. Iron-oxide nanomedicine can be distributed in tumor tissue due to its magnetic properties and small particle size, which enables accurate imaging of the edges of cancer. Perflutren is additionally employed in lipid- or albumin-based nanomedicines as an ultrasound contrast agent. Another type of nanomedicine used as an ultrasound contrast agent is the phospholipid-stabilized microbubble, which was authorized by the EMA in 2001. Encasing air bubbles, which serve as ultrasound reflectors, is the main working principle (Khalil et al., 2020). 
New approaches combine focused ultrasound (HIFU), which treats benign and malignant tumors using a noninvasive thermal ablation technique, and poly (lactide-co-glycolide; PLGA) nanoparticles encapsulating perfluoropentane (PFP). The fundamental idea behind HIFU therapy is to precisely direct a number of low-energy ultrasonic beams at the target areas. This causes mechanical, thermal, and cavitation effects that ultimately lead to irreversible coagulation necrosis and lesion resection. In contrast to the use of air bubbles to enhance contrast, the PLGA nanoparticles in this application increase the cavitation effect (Zhang et al., 2019).
Regenerative Medicine
The development of biological replacements that restore, maintain, or enhance tissue function is the focus of the interdisciplinary field of tissue engineering, which integrates engineering and life science principles. Between conventional medical devices and conventional pharmaceuticals, tissue engineering is a young field. It requires the work of doctors, cell biologists, material scientists, chemical engineers, and chemists; it is a field that faces many challenges. It is also highly interdisciplinary. According to some studies in the life sciences, nanotechnology has uses for tissue engineering in addition to the use of nanoparticles for diagnostic and therapeutic purposes (Jain, 2008). A few will be shown in the following paragraphs.
Nanofilaments and nanofibers, which fall under the category of fibrous materials, have garnered significant attention in the field of biomedical engineering due to their unique properties, such as high surface-area-to-volume ratio, porosity, and tunability. In the domain of tissue engineering, fiber meshes have been employed to produce biomimetic nanostructures that facilitate cell attachment, migration, and proliferation, thereby promoting tissue regeneration, wound healing, and controlled drug delivery. Natural polymer-based fibers, particularly those derived from proteins, possess improved biocompatibility, bioactivity, and biodegradability in comparison to conventional synthetic polymer fibers. Proteins, such as keratin, collagen, silk, elastin, zein, and soy, are the most commonly used materials in fiber production. It has been observed that the specific properties of these materials vary depending on their physical characteristics and method of fabrication. Techniques such as wet/dry jet spinning, dry spinning, centrifugal spinning, solution blowing, self-assembly, phase separation, and drawing are some of the fabrication methods that have been utilized so far (Reis & Oliveira, 2019).
Tissue engineering has become a significant field of interest due to the shortage of tissue transplants and the host’s rejection of foreign tissue. The research in this area is focused on two key components: the scaffold, which provides the mechanical structure, and the cells that cover it. Protein-based nanofiber membranes are an excellent choice for scaffolds in tissue engineering due to their innate cell adhesion sites and functional properties, which make them superior to synthetic polymers for scaffold construction. Using these scaffolds, it is possible to accelerate the development of new specialized tissues by seeding cells in a predetermined structure that mimics the host morphology. Fibrous membranes also enable the development of porous scaffolds, which are essential for cell migration, gas exchange, nutrient diffusion, cell communication, waste elimination, and promoting the growth of the native extracellular matrix and neighboring cell division. These constructs have been successfully used in various studies, including 3D cell culture, vascular regeneration, skin grafts, bone tissue engineering, cartilage repair, nerve regeneration, spinal cord healing, and correction of corneal defects (Reis & Oliveira, 2019).
Self-Check Questions
6. Please list three key abilities of nanotechnology. 
manipulate at the nanometer scale, observe at the nanometer scale, assemble at the nanometer scale, control at the nanometer scale, and manufacture at the nanometer scale
7. Please mark the correct statement(s).
· One of the earliest nanomedicines with a proven methodology is liposome formulations.
· Today, 10 out of 29 approved nanomedicines are lipid-based, and these are mostly for cancer treatment.
· Drug delivery in general faces the problem that medication is circulating too long within the blood before it reaches its destination.
8. Please complete the following sentence.
The development of biological replacements that restore, maintain, or enhance tissue function is the focus of the interdisciplinary field of tissue engineering, which integrates engineering and life science principles.
0. [bookmark: _Ref127775253]Wearables for Medical Technology
Wearables are microcomputer or sensor systems worn directly on or near the body that can collect and/or analyze different types of data. In most cases, such information includes physiological parameters that provide the user or third parties with information on the state of health.
The wearables market has been highly innovative in the past and is currently ongoing. Global companies are constantly developing new products, not only because of technological progress – sensors and processors are becoming more powerful, more compact, and cheaper – but also because of the combination of possible applications. Wearables currently cover the following areas of application: 
· altimeter
· acceleration measurement
· Bluetooth
· digital camera
· pressure measurement
· electrodermograph
· electroencephalography (EEG)
· electrocardiogram (ECG)
· electromyography (EMG)
· microphone
· positioning (GPS)
· oximeter
· temperature measurement
The combination of possible applications defines the potential of wearables and is constantly giving rise to new products on the market. The evaluation of the data takes place in real time and can be tracked on the wearable itself or on a mobile phone or tablet. The data is mostly stored via cloud solutions.
There are many approaches to using smart technologies for diagnostic or therapeutic purposes. According to the Medical Devices Regulation (MDR) the intended purpose is the factor that decides if a wearable product is a medical device – with the relevant regulatory requirements, e.g., using a smartwatch to monitor heart rate variability for self-quantifications is a lifestyle product, the same watch used for medical diagnostics would be a medical device and the manufacture must declare product conformity according to local regulations.Self-quantifications
Defines the self-tracking, measurement, and quantification of all aspects of daily life using technologies such as apps and wearables.

 Needle-Free Diabetes Care
Nearly 10 percent of the world’s population live with diabetes and rely on routine glucose monitoring to manage their condition. Diabetes is the disease with the fastest rate of growth in the world. Traditional capillary blood glucose (CBG) meters assess the amount of glucose in the patient’s capillary blood samples. Each measurement necessitates the painful and inconvenient procedure of lancing a finger to obtain a blood sample. Continuous glucose monitoring (CGM) is the current trend. Freestyle Libre from Abbot2, Dexcom G6 (subcutaneous needle), and Eversense from Senseonics4 (subcutaneous sensor) are examples of new interstitial fluid (ISF)-based devices. These tools effectively aid patients in better managing their condition and enhance the quality of life for those who live with diabetes. ISF is used to carry a variety of substances, including glucose, from the blood into the cells. Blood glucose levels and the glucose concentration in ISF have a positive correlation. Therefore, ISF is appealing for glucose monitoring due to this correlation (Hakala et al., 2022). However, non-invasive methods face the problem of the skin “barrier” to access the ISF. To overcome the barrier, reverse iontophoresis, ultrasound, light or radio waves are currently being researched (Hakala et al., 2022).
Today several approaches are available. The company Diamontech offers non-invasive technology based on photothermal detection as a combination of spectroscopy and applied temperature change of the glucose molecules in the skin via a light source (Diamontech, n.d.). Senseonics, Inc. is a US-based company that offers a subcutaneous implant named Eversense used to track blood sugar levels continuously. The sensor can last up to three months before needing to be replaced. It’s needle free, but still invasive since it needs to be implanted under the skin by a physician. Eversense uses a polymer that fluoresces in response to blood sugar levels to measure the glucose in the ISF. The information is then transmitted, and the blood glucose levels are shown in real time. The device was approved by the FDA in 2018 and is distributed by Roche. In 2022, a six-month version of the implant was approved in Europe and the US, and an implant with a one-year lifespan is also being developed (Eversense, n.d.). GlucoTrack is a device developed by a US/Israeli company. It utilizes electromagnetic, thermal, and ultrasonic waves to measure blood sugar levels via a sensor that is clipped on the ear. The device is marketed in Europe and intended for use by adults with type 2 diabetes. Current activities include market entrance in the US, as well as a second generation of the device offering a wireless ear clip sensor that can connect to a smartphone. Preliminary study results have demonstrated good performance and accuracy (Glucotrack, n.d.).
Internet of Medical Things
The Internet of Things (IoT) is a network of physical objects, devices, and machines that are connected to the internet and can communicate with each other without the need for human intervention. These devices are embedded with sensors, software, and network connectivity. In other words, IoT is a network of interconnected devices that can communicate with each other and with humans, enabling the exchange of data and the automation of various processes. The devices can be anything from smartphones and smartwatches to household appliances, industrial machinery, and even vehicles. The ultimate goal of IoT is to improve efficiency, convenience, and safety in various aspects of life, from homes and workplaces to cities and beyond. The Internet of Medical Things (IoMT) is a dedicated extension for medical use cases. The basic architecture follows a layered structure. The first layer comprises the “smart device,” which is mainly a microcontroller interacting with the real physical world using sensors and/or actuators (see the table below). Data about the real world are generated and pre-processed using, for example, filtering or event processing. The information is passed via the network layer by wired or wireless transmission into the middleware. The application layer provides the interaction with the user and presents the information from the middleware layer. There are many use-cases, devices, and systems. A top view of these is provided via the business layer. This layer manages the different systems and turns it into profitable action (Cardona et al., 2021). 
Five-Layer Structure IoT Adapted Form
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Source: Jan Rüterbories (2023), based on (Cardona et al., 2021)
Sensors and Actuators Used in IoT Applications
	Sensor
	Example

	Ambient
	Temperature, light, atmosoeric pressure, humidity

	Motion 
	Inertial sensors such as accelerometer, gyroscopes

	Electric 
	Current, voltage, measurement of biosignals 

	Biosignals
	ECG/ EEG amplifier, pulsoxymetry, temperature sensor, impedance sensor

	Object identification
	Smart tags, beacons, computer vision (camera)

	Position sensor
	GPS, magnetometer, linear/ rotational sensors, inertial sensors

	Presense sensors
	Infrared sensor, video camera

	Interaction sensors
	Buttons, touchpad

	Acoustic sensors
	Microphones, vibration sensing

	Environmental sensors
	Smoke detectors, pH, gas sensors, air pollution

	
	

	Actuator
	Example

	Motors
	Power source for movement, direct or by gearing. Pumps, blowers, linear actuators, movement of devices or parts, robots

	Linear actuator
	Precise movement in straight line, patient table

	Relay
	To switch high power electricity with low power

	Solenoids
	Used to for mechanical trigger by electricity, general mechanical locking, valves for fluids and gases, pumps


Source: Jan Rüterbories (2023), based on (Cardona et al., 2021)

Considering the healthcare perspective, the IoMT is based on mobile devices that connect all participants: patients, caregivers, and providers. The information delivered in real time aims to support clinical decisions for overall better clinical outcomes, such as
· consumer-tailored body-worn devices (wearables), such as smart devices (Fitbit and other fitness tracking devices), activity trackers, and smart-watches.
· wearables for medical applications, such as regulated medical products used under medical guidance (pain management devices to optimize physical performance and address other health issues).
· Remote Patient Monitoring (RPM), which allows healthcare professionals to monitor and track the health status of patients remotely using digital devices, such as sensors and wearables.
· Personal Emergency Response Systems (PERS) for personal emergencies, such as wearable devices that enable mostly elderly patients to quickly call for help from a care provider in an emergency.
· smart pills, which are a new category of devices that patients can swallow to wirelessly transmit data about the inside of the body to medical professionals.
· point-of-care devices and stations, which are medical devices or equipment that can be used at or near the patient’s bedside or in a clinical or home care setting to provide immediate diagnostic information and treatment options.
· in-hospital monitors, which are similar to point-of-care devices, except that they can be operated remotely without a nurse on site.
· in-hospital equipment, which is a large segment of equipment that includes, for example, MRI machines that can be used to track hospital assets, monitor patient flow, track inventory (e.g., medicines), and manage other hospital resources.
What are the Benefits of IoMT?
The IoMT holds many benefits for both patients and healthcare providers, as will be explained in the following.
Personalized precise diagnoses and therapies
IoMT devices have been developed to capture intricate details of a patient’s vital signs, which would be impractical during a brief consultation at a medical facility. For instance, by capturing an extensive set of blood pressure and pulse rate readings over a month, clinicians can achieve a more precise diagnosis and devise an individualized and efficacious treatment plan.
Remote medical treatment and advice
The fundamental characteristic of IoMT devices is their capability to gather data from various locations, such as a patient’s home, and subsequently convey those data to the healthcare provider via secure transmission channels, thereby circumventing the need for the patient to physically visit the medical facility.
Patient empowerment
IoMT devices, including smart scales and wearables, empower patients to take charge of their vital signs by offering them access to data for which they would have to otherwise visit a doctor. They also gain the ability to monitor their health status in real-time; patients can proactively track their well-being instead of waiting for periodic check-ups at a medical facility.
Cost control
As healthcare expenses continue to surge, providers are progressively considering the adoption of economical healthcare technologies. According to Goldman Sachs’ projections in 2015, the utilization of IoMT technologies for remote patient care could result in approximately $305 billion in savings (Goldman, 2016).
Better patient care
Patients with chronic and severe medical conditions necessitate heightened attention and supervision, often requiring continuous care. The utilization of the IoMT affords healthcare providers the opportunity to remotely monitor their patients, independent of the need for immediate caregiver intervention in the event of unforeseen circumstances.
Improved operations
The application of the IoMT in hospital settings has shown potential in optimizing healthcare operations through centralized and convenient control over the infrastructure for healthcare providers and administrators. IoMT devices enable improved environmental monitoring and provide novel technological capabilities, including robotics for surgical assistance and high-resolution digital imaging systems, thus expanding the scope of medical intervention.
Despite numerous advantages, the deployment of IoMT presents a number of complex issues, notably with regards to privacy and security. Given the highly regulated nature of medical data, such as with the Health Insurance Portability and Accountability Act (HIPAA), service providers must take proactive measures to prevent potential data breaches. IoMT also introduces a significant volume of new data transmission between patients and providers, resulting in potential risks that must be addressed.
In addition to security challenges, interoperability and standards also pose a challenge. In an ideal scenario, IoMT devices from different providers would function in a seamless manner; however, the current lack of uniform standards has impeded this vision. Despite existing certification processes, the industry still has a long way to go in terms of achieving universal interoperability.
A key challenge that must be addressed pertains to the inability to update IoMT devices. While these devices are state-of-the-art upon their initial release, upgrading or incorporating new features after deployment can be difficult. Consumers are unlikely to upgrade wearable or networked devices on a yearly basis, and hospitals may be reluctant to introduce expensive new devices, resulting in a market comprised of a patchwork of products with varying features. Implantable devices, such as pacemakers, pose even greater challenges with respect to upgrades given their surgical use (Deloitte Centre for Health Solutions, 2018).
Active Implants
Active implants are electronic devices that are surgically implanted into the body to restore, enhance, or replace the lost function of a body part. They are designed to interact with the body’s natural electrical signals to provide therapeutic benefits. Some of the most common types of active implants are as follows:
· cardiac implants. These devices help regulate the heartbeat. They include pacemakers, which use electrical signals to stimulate the heart to beat, and implantable cardioverter defibrillators (ICDs), which monitor the heart’s rhythm and deliver a shock to correct abnormal heart rhythms (DeForge, 2019).
· neurostimulation implants. These devices are used to treat a range of neurological conditions by applying electrical stimulation to targeted areas of the brain or nerves. Examples include spinal cord stimulators for chronic pain; deep brain stimulators for movement disorders like Parkinson’s disease (Krauss et al., 2021); and vagus nerve stimulators for epilepsy, depression, and blood pressure reduction (Wheless et al., 2018).
· cochlear implants. These devices are used to restore hearing in people with severe hearing loss or deafness. They consist of an external processor that picks up sounds and converts them into electrical signals, which are then transmitted to an implanted electrode array that stimulates the auditory nerve (Naples & Ruckenstein, 2020).
· retinal implants. These devices are used to restore vision in people with certain types of blindness. They work by converting images captured by a camera into electrical signals that are transmitted to an implanted array of electrodes that stimulate the remaining healthy cells in the retina (Rossi & da Silva Vitor, 2022).
· implantable drug delivery systems. These devices are used to deliver drugs directly to specific areas of the body, such as the brain or spine, using implanted pumps or reservoirs (Kar et al., 2022).
Active implants are an exciting area of medical research and development with the potential to transform the lives of millions of people around the world. However, like any medical intervention, they carry risks and require careful consideration and monitoring by healthcare professionals. Some of the risks associated with active medical implants are as follows:
· infection. Implantation of a device can create a pathway for bacteria to enter the body, which can lead to infection. This risk can be mitigated through proper surgical technique, antibiotic prophylaxis, and appropriate patient selection (Augustynek et al., 2019).
· malfunction. Active medical implants may malfunction due to component failure, battery depletion, or software errors, which can lead to serious adverse events. Manufacturers of these devices typically conduct extensive testing and quality control measures to minimize the risk of malfunction (Costa & Richman, 2016).
· pain and discomfort. Some patients may experience pain or discomfort at the implant site, or they may have difficulty adjusting to the presence of the device in their body (Costa & Richman, 2016).
· interference with other devices. Active medical implants may interfere with other electronic devices, such as mobile phones or security scanners, which can lead to false alarms or malfunction of the implant. Patients are typically advised to take precautions to minimize the risk of interference (Augustynek et al., 2019).
· battery replacement. Active medical implants that use batteries will require periodic replacement, which involves another surgical procedure and carries its own risks.
Despite these risks, the benefits of active medical implants are greater for many patients. However, it is important for patients and healthcare providers to carefully consider the potential risks and for manufacturers to monitor and report signs of adverse events.
Self-Check Questions
1. Please list three key benefits of IoMT. 
personalized precise diagnoses and therapies, remote medical treatment and advice, better patient care, cost control, and patient empowerment
2. Please mark the correct statement(s).
· Implantation of a device can create a pathway for bacteria to enter the body, which can lead to infection.
· Active medical implants always use batteries.
· Active implants directly stimulate the muscles.
3. Please complete the following sentence.
The Internet of Medical Things (IoMT) is the term used to describe the network of physical objects, “things” that are equipped with sensors, software, and other technology to connect them to other devices and systems via the internet so that data can be exchanged between the objects.
0. Digital Health
Digital health is an interdisciplinary field that combines healthcare, technology, and data to improve health outcomes and healthcare delivery. It encompasses a broad range of applications, including electronic health records, mobile health technologies, telemedicine, and health analytics. 
At its core, digital health seeks to use technology and data to facilitate better communication between patients and healthcare providers, increase access to healthcare, and enhance the efficiency and effectiveness of healthcare delivery. This is accomplished through a variety of methods, such as remote patient monitoring, personalized treatment plans, and the use of big data and artificial intelligence to identify patterns and trends in healthcare.
The field of digital health is constantly evolving, and new technologies and applications are emerging all the time. Some of the key areas of focus in digital health research and development include the development of more advanced wearables and sensors; enabling the use of blockchain technology for secure health data management; and the integration of machine learning, AI, and other advanced technologies into healthcare delivery. The following section will explore some new evolving trends.
Software as a Drug (SaD)/Digital Therapeutics (DTx)
Today, there are hundreds of apps that provide access to healthcare services, support healthcare professionals with diagnostics and data analysis, and help patients manage their symptoms with a digital companion. These “digital health apps” support existing treatments, but they are not solely focused on fighting the causes of disease. 
SaD are DTx are terms that are currently used to describe software-based interventions designed to improve patient health outcomes by delivering evidence-based interventions through a technology platform. Main advantages compared to drug development are faster development, lower developments costs, and fewer side effects. However, there is still a lack of clinical studies supporting evidence and the vast amount of general health and well-being applications create a confusing picture for politics to set the right incentives (Dang et al., 2020). 
The first digital therapeutics on the market had the goal of monitoring patients’ compliance with medication or supporting patients’ behavior in the treatment of certain disease symptoms. However, they are emerging as new treatment options for a wide variety of diseases, such as type II diabetes, hypertension, chronic respiratory disease, obesity, insomnia, Alzheimer’s disease, different types of dementia, and addiction (smoking, alcohol, and drugs). It is used in the following areas: anxiety, depression, autism, learning disabilities, attention deficits. There are currently around 35 to 40 products on the market, eight of which have been approved by regulatory authorities (Refolo et al., 2022).
Cognitive behavioral therapy (CBT) and gamification are some examples of digital therapeutics. CBT is a psychological method used to treat a range of mental health conditions. CBT apps use interactive exercises, mostly in a virtual reality (VR) setting to provide patients with a safe and controlled space to confront and manage their fears and phobias. Core indications are depression, anxiety, and post-traumatic stress disorders (Sympatient, n.d.). 
Gamification is, for example, when children diagnosed with amblyopia are usually treated by patching the better eye to force the brain to train the weaker eye. This is very stigmatizing, and the dropout rate is very high. The principle of focal ambient visual acuity stimulation (FAVAS) via computer or tablet is already in the phase of clinical trials (Bocqué et al., 2023).
DTx is expected to have a major impact on healthcare delivery and consumption worldwide. The utilization of digital therapeutics (DTx) in conjunction with pharmaceuticals has the potential to revolutionize the current offerings of the pharmaceutical industry. By offering a combination of medication and digital services to both healthcare providers and patients, the industry could drastically enhance the efficacy and convenience of treatment regimens. Notably, an increasing number of pharmaceutical companies are taking a deliberate and strategic approach toward the development and deployment of DTx. Although DTx companies, stakeholders, and regulatory bodies are in the nascent stages of their endeavors, greater investment in research and development will likely illuminate the tremendous potential impact of DTx (Dang et al., 2020).
In Silico Medicine
In silico medicine is a field of medicine that uses computer simulations and models to aid in the understanding, diagnosis, and treatment of disease. It involves the use of computational tools, such as AI, data analytics, and mathematical modeling, to analyze complex medical data, simulate biological processes, and develop new medical technologies. In silico medicine has the potential to revolutionize healthcare by enabling personalized medicine, optimizing drug discovery, and reducing the cost and time required for clinical trials (Leo et al., 2022). The basic concepts of in silico medicine include the following:
· computer modeling and simulation (CM&S). In silico medicine relies on computer simulations to model and simulate biological processes, disease progression, and the effects of drugs and other treatments on the body. These simulations can help researchers and clinicians better understand the underlying mechanisms of disease and develop more effective treatments (Leo et al., 2022).
· big data. In silico medicine requires vast amounts of medical data, such as patient records, genetic information, and medical images, to build accurate models and simulations. These data are often analyzed using machine learning and data analytics to identify patterns and insights that can inform treatment decisions (Leo et al., 2022).
· personalized medicine. In silico medicine enables personalized medicine by using patient-specific data to create models and simulations that can predict how an individual will respond to different treatments. This can help clinicians tailor treatments to each patient’s unique needs, improving outcomes and reducing side effects (Leo et al., 2022).
· Drug discovery. In silico medicine can be used to accelerate the drug discovery process by using computer simulations to predict the efficacy and safety of potential drugs before they are tested in humans. This can reduce the cost and time required for clinical trials and help bring new drugs to market more quickly.
· virtual clinical trials (VCT). In silico medicine can also be used to conduct virtual clinical trials in which computer simulations are used to test the safety and efficacy of new treatments before they are tested in humans. This can reduce the risk to patients and accelerate the development of new treatments (Ali et al., 2020).
There are, however, some ethical concerns associated with in silico medicine, such as the following (Leo et al., 2022):
· Information asymmetries could arise between physician, patient, and the CM&S, as results of CM&S are referred to as “backbox medicine” and by this nature are a non-transparent part of our evidence-based medicine. 
· By using VCT for the prediction of long-term outcomes of new treatments, even small errors in this early phase may lead to unforeseeable large impacts in later real-world phases. 
· The use of big data in the sense of patient-specific data may create a dilemma between data donators of all socioeconomic statuses and the context of accessibility of this technology application only for the population who can afford it.
Digital Twins
The medical concept of digital twins is based on the idea that every patient is unique, and that personalized care can improve patient outcomes. It involves creating a virtual, computer-generated replica of a patient’s body or specific organs, such as the heart or lungs. This digital twin is based on a variety of data sources, including medical images, physiological measurements, and genetic information. The digital twin is used to simulate the behavior of the patient’s body or organs under different conditions, allowing clinicians to test treatments and therapies before implementing them in the real world. This can help optimize treatment plans, reduce the risk of adverse events, and improve patient outcomes. Digital twins can also be used for personalized medicine by providing clinicians with a more comprehensive and accurate view of a patient’s health status and response to treatment. By combining the patient’s medical history, genetic data, and other relevant information, the digital twin can be used to identify the best treatment options for that individual (Kamel Boulos & Zhang, 2021).
Concept of Digital Twins
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Overall, the concept of digital twins has the potential to transform the practice of medicine by providing clinicians with powerful new tools for diagnosing, treating, and managing a wide range of conditions.
Big Data
The role of big data in digital health is to provide valuable insights and inform healthcare decisions through the collection, analysis, and interpretation of large amounts of health-related data. Big data in digital health can come from various sources, including electronic health records, medical devices, wearable sensors, and genetic sequencing. Some of the key roles that big data plays in digital health are as follows:
· predictive analytics. Big data analytics can help predict disease outbreaks, identify patients at risk for developing certain conditions, and anticipate healthcare resource needs. This information can be used to proactively develop interventions and prevent potential health problems.
· personalized medicine. Big data can be used to develop personalized treatment plans based on a patient’s unique health data, including genetic information, medical history, and lifestyle factors. This approach can help improve treatment outcomes, reduce side effects, and lower healthcare costs.
· real-time monitoring. Big data can be used to track and monitor patient health in real-time, allowing clinicians to make informed decisions about patient care. Wearable sensors, mobile apps, and other digital health tools can provide continuous data on vital signs, physical activity, and other health metrics, enabling early intervention and preventive care.
· population health management. Big data can help healthcare providers manage the health of entire populations by identifying trends and patterns in health data. This information can be used to develop targeted interventions to address specific health issues and improve overall population health.
Digital health is an exciting and rapidly growing field with the potential to revolutionize healthcare as we know it. By leveraging the latest technologies and data-driven insights, digital health practitioners are working to improve health outcomes, increase access to healthcare, and create a more patient-centered healthcare system.
We introduced various terms in this section that are all under the umbrella of digital health and could be organized using the following structure:
· Digital medicine describes the use of stand-alone software or hard- and software products classified as medical products.
· Digital therapeutics are a subdivision solely focused on software as medical devices, providing a therapeutic effect.
· IoMT is a technology-based view on digital health applications, which focuses on processes, communication, and devices.
· In silico medicine is the approach to simulate and model patients’ diseases and treatment. 
· Digital twins are digital instances of individuals, which are used in silico medicine to simulate, e.g., treatment outcomes.
· Big data provide healthcare insights by using large dataset with computational methods of information technology.
Self-Check Questions
4. Please list three key roles of big data.
predictive analytics, personalized medicine, real-time monitoring, and population health management
5. Digital therapeutics (DTx) are …
· … all health care apps.
· … medical devices.
· … solely diagnostic means.
· … electronic drug delivery systems.
6. Please complete the following sentence.
In silico medicine is a field of medicine that uses computer simulations and models to aid in the understanding, diagnosis, and treatment of diseases.
6.4  Image-Guided Intervention
Image-guided intervention (IGI) is an emerging field that involves the use of medical imaging technologies, such as X-rays, ultrasound, and magnetic resonance imaging (MRI), to guide minimally invasive surgical procedures. The goal of IGI is to improve the accuracy and safety of surgical procedures by providing real-time imaging feedback to the surgeon. The scientific aspect of IGI involves the use of empirical data, hypothesis testing, and statistical analysis to evaluate the performance and efficacy of IGI technologies and techniques. From an engineering point of view, IGI involves the development of sophisticated imaging systems that can capture high-resolution images of the body and display them in real-time to the surgeon. These systems often use advanced algorithms and signal processing techniques to extract useful information from the imaging data, such as the location of specific structures or abnormalities in the body. The following gives some of the main innovations associated with IGI.
Smart Surgical Instruments
Smart surgical instruments are advanced surgical tools that are equipped with sensors, microprocessors, and other electronics to provide real-time feedback and control during surgical procedures. They are designed to improve the accuracy and safety of surgical procedures by providing the surgeon with more precise information about the surgical site and the position of the instrument. 
Smart surgical instruments can be used in a variety of procedures, such as laparoscopy, endoscopy, and robotic surgery. They can also be used in conjunction with imaging technologies, such as MRI, CT, or ultrasound, to provide real-time imaging feedback to the surgeon (Jacq et al., 2009). Some of the key features and benefits of smart surgical instruments are as follows (Gruijthuijsen et al., 2022):
· increased precision. Smart instruments can provide more precise positioning and control, enabling surgeons to perform complex procedures with greater accuracy and reduced risk of damage to surrounding tissues.
· real-time feedback. Smart instruments can provide real-time feedback to the surgeon, including force sensing, temperature monitoring, and imaging data, allowing them to adjust and optimize the procedure as it progresses.
· reduced tissue damage. Smart instruments can be designed to minimize tissue damage during surgical procedures, reducing the risk of complications and improving patient outcomes.
· improved ergonomics. Smart instruments can be designed with ergonomic features that reduce the physical strain on the surgeon, making the procedure less fatiguing and more comfortable.
Smart surgical instruments are a major advancement in surgical technology and have the potential to revolutionize the way that surgical procedures are performed. They offer a range of benefits for both the surgeon and the patient, including increased accuracy, reduced risk of complications, and improved outcomes.
Robotics, Navigation, and Tracking
Robotics, navigation, and tracking technologies play an increasingly important role in modern surgical procedures, providing a range of benefits for both the surgeon and the patient. The following are some of the ways that these technologies support surgery (Schweikard & Ernst, 2015): 
· precision. Applying these technologies can provide greater precision and accuracy in surgical procedures. For example, surgical robots can provide highly accurate, minimally invasive access to hard-to-reach areas of the body, while navigation and tracking systems can help guide the surgeon’s instruments to the exact location of the surgical site, ensuring that the procedure is performed with a high level of precision.
· reduced risk. By enabling greater precision and accuracy, robotics, navigation, and tracking technologies can reduce the risk of surgical complications and improve patient outcomes. For example, they can minimize damage to surrounding tissues, reduce blood loss, and lower the risk of infection.
· improved visualization. Navigation and tracking provide real-time, high-resolution imaging of the surgical site, giving the surgeon a clear view of the area being operated on. This can help the surgeon make more informed decisions during the procedure and reduce the risk of errors.
· increased efficiency. Robotics, navigation, and tracking technologies can streamline surgical procedures and reduce the time required for surgery. For example, surgical robots can perform complex tasks with greater speed and accuracy than human hands, while navigation and tracking systems can help the surgeon locate the surgical site more quickly and efficiently.
· reduced trauma. By enabling minimally invasive surgery, robotics, navigation, and tracking technologies can help reduce the trauma associated with traditional open surgery. This can help reduce pain, scarring, and recovery time for the patient.
These technologies offer a range of benefits for surgical procedures, enabling greater precision, accuracy, and efficiency, while also reducing the risk of complications and improving patient outcomes (Ezzat et al., 2021).
Closed-Loop Planning Control 
Closed-loop surgical planning is a type of surgical planning that uses real-time data to adjust the surgical plan during the procedure. This approach is based on the idea of creating a closed loop between the surgical plan and the patient’s response to the surgery, allowing the surgeon to make adjustments based on real-time feedback (Konh et al., 2021).
In traditional surgical planning, the surgeon develops a plan based on pre-operative imaging and other data, but once the surgery begins, there is limited opportunity to adjust the plan based on new information that may become available during the procedure. Closed-loop surgical planning, however, allows the surgeon to continuously monitor the patient’s response to the surgery and make real-time adjustments to the plan as needed (Konh et al., 2021).
Closed-loop surgical planning typically involves the use of advanced imaging and monitoring technologies, such as MRI, CT, or ultrasound, that can provide real-time feedback on the surgical site. The surgeon can then use this information to adjust the surgical plan, such as by modifying the location or angle of an incision, changing the position of surgical instruments, or altering the depth of a surgical cut (Wartenberg et al., 2018).
The benefits of closed-loop surgical planning include the ability to optimize the surgical plan based on real-time information, thus reducing the risk of complications and improving patient outcomes. By creating a closed loop between the surgical plan and the patient’s response to the surgery, the surgeon can ensure that the procedure is tailored to the specific needs of the patient and adjusted as necessary to achieve the best possible outcome (Konh et al., 2021).
Self-Check Questions
7. Please complete the following sentence.
The goal of IGI is to improve the accuracy and safety of surgical procedures by providing real-time imaging feedback to the surgeon.
8. Benchmarking against companies that operate in the same industry and service the same or similar markets is referred to as ...
· … internal benchmarking.
· … competitive benchmarking.
· … functional benchmarking.
· … generic benchmarking.
9. What is the main benefit of closed-loop planning in surgery?
the ability to optimize the surgical plan during the procedure, based on real-time information and reducing in return the risk of complications
Summary
Nanomedicine is the use of nanotechnology for medical applications, such as targeted drug delivery using various nanotransport systems. Liposome-based nanomedicines have been the most studied, with 10 out of 29 approved nanomedicines for cancer treatment being liposome-based. Nanotechnological diagnostic methods allow for faster, less invasive examinations of biomarkers. Lab-on-a-chip technology allows the decentralization of medical testing by analyzing tiny sample quantities with a microfluidic chip, pump, sensor, and software. This technology can be used for constant monitoring of diseases like diabetes or COVID-19. 
Wearable medical technology provides revolutionary real-time monitoring and analysis of patient data. Wearables are making a significant impact in needle-free diabetes care, with continuous glucose monitoring systems and insulin pumps replacing daily injections. IoMT is also involved in wearables; it connects devices to the internet for remote monitoring and diagnosis. Active implants, such as pacemakers, are advancing with the addition of wireless monitoring and remote-control capabilities.
Digital health involves the use of technology and data to improve health outcomes. One important area is digital therapeutics (DTx), which can be used in diabetes management, substance abuse treatment, etc. In silico medicine uses computer simulations and modeling to understand disease processes and develop new treatments. This can accelerate the drug development process and reduce animal testing. Digital twins are virtual representations of patients that can simulate disease processes to help personalize treatments. 
Big data is another component of digital health. By analyzing large sets of health data, researchers can identify patterns and correlations that can lead to new insights and treatments. However, managing and protecting these data requires advanced security measures. 
IGI uses medical imaging technologies to guide minimally invasive surgical procedures in real-time. It aims to improve surgical accuracy and safety and involves evaluating the performance and efficacy of IGI techniques and technologies, as well as developing imaging systems that use advanced algorithms and signal processing techniques to extract useful information. Smart surgical instruments, robotics, navigation and tracking, and closed-loop surgical planning are some beneficial innovations.
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