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[bookmark: _gjdgxs]Summary: General-Purpose Graphics Processing Units (GPGPUs) are specialized hardware devices designed for parallel computing tasks in various domains. Their integration into critical systems like autonomous vehicles, security systems, and medical devices has raised the need for enhanced reliability and resilience, meeting industry and regulatory standards. However, GPGPUs face reliability concerns due to transistor aging caused by bias temperature instability (BTI). This progressive degradation of transistor performance can lead to performance degradation and critical circuit failures, affecting timing violations. This paper investigates the impact of transistor aging on GPGPU execution units, highlighting their vulnerability to BTI. Experimental analysis reveals the significant influence of BTI on computational elements within GPGPUs. To address this issue, we propose an effective mitigation technique that specifically targets the challenges of asymmetric aging in GPGPU execution units, effectively mitigating timing violations.
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1. Introduction
General-Purpose Graphics Processing Units (GPGPUs) are specialized hardware devices designed to perform highly parallel computations ([1, 2]) and are designed to accelerate a wide range of computational tasks, including machine learning, high performance computing, scientific simulations, data analytics, and more. Furthermore, there has been a recent utilization of GPGPUs in critical systems such as autonomous vehicles, security systems and medical devices [3, 4]. These emerging applications establish stringent requirements for the resiliency and reliability of GPGPUs, as mandated by industry and regulatory standards.
In recent decades, VLSI technologies have witnessed remarkable advancements, characterized by several significant trends. First, the continuous development of new process nodes has ensured the consistent miniaturization of transistors to nanometric dimensions, in line with the principles of Moore's law. Second, revolutionary devices and materials have played a pivotal role in driving advancements, resulting in improved performance and reduced energy consumption. However, these advancements have also brought to light the vulnerability of integrated circuits (ICs) to reliability issues, particularly those caused by transistor aging [5,6]. Transistor aging refers to the declining process in a transistor's performance over time, primarily attributed to bias temperature instability (BTI), which will be further described in Section 2. The impact of BTI on IC reliability is significant, causing performance degradation and critical circuit failures due to timing violations. Moreover, asymmetric aging exacerbates timing violations and amplifies concerns regarding reliability, as it results from unevenly distributed degradation.
This paper investigates the effect of transistor aging on GPGPUs execution units. Our experimental analysis includes both functional and physical simulations indicates that computational elements units within GPGPUs can be highly susceptible to BTI. Additionally, our analysis indicates that the various execution units within GPGPU processing elements (PEs) may experience asymmetric aging, resulting in even more serious timing violations. As part of this paper, we present a mitigation technique that effectively addresses concerns regarding asymmetric aging in GPGPU execution units and mitigates timing violations associated with it. Our proposed solution employs a pseudo random bit sequence (PRBS) generator which is activated on idle slots of GPGPU execution units. The PRBS circuitry generates dynamic random patterns of data, which are injected into the GPGPU execution units, thereby avoiding a constant idle state that contributes to asymmetric aging.
The remainder of this paper is structured as follows: Section 2 provides background and discusses prior works. Section 3 investigates the vulnerability of GPGPUs to transistor aging and presents our mitigation approaches and experimental results. Finally, Section 4 concludes our work.

2. Background and Prior Works
Transistor aging refers to the deterioration process of transistors in digital circuits ([5, 6]), which is caused by the trapping of charge carriers from the transistor inversion channel at the dielectric insulator of the transistor gate. BTI is recognized as the primary mechanism governing transistor aging. BTI is activated when a constant voltage is applied to the transistor gate, resulting in an elevation of the transistor's threshold voltage. Consequently, this increase in threshold voltage leads to a rise in transistor switching delay and a reduction in transistor speed. Practically, logical gates that remain in a constant idle state of logical 0 are particularly susceptible to aging because p-type transistors are more prone to BTI than n-type transistors. Asymmetric aging, which denotes the uneven distribution of performance degradation among transistors within an IC, can lead to severe timing issues, including setup and hold timing violations. 
Common approaches propose incorporating additional timing margins to mitigate the effects of asymmetric aging. However, this approach often necessitates complex simulation analyses and can lead to overdesign [7]. Other studies ([8-10]) have proposed models for predicting aging degradation and have explored various solutions, including clock cycle time reduction, transistor resizing, VDD tuning and power gating. Agrawal et al. ([11]) proposed a method to predict circuit failure by using sensors placed at various locations within the silicon die. Additional research ([12]) has explored techniques to analyze digital circuits and detect the most vulnerable gates affected by NBTI stress. This involves utilizing an aging model with BTI-aware libraries and conducting aging-aware timing analysis. Abbas et al. ([13]) proposed executing anti-aging programs during periods of low processor utilization instead of idle tasks. In [6], an aging-aware microarchitecture was proposed to minimize the effects of asymmetric aging on execution units, register files, and memory hierarchy in microprocessors, while keeping overhead to a minimum.

3. Analyzing the Impact of Asymmetric Transistor Aging on GPGPU Processing Elements 
In this section, we delve into the impact of transistor aging on GPGPU processing elements (PEs). We conduct an experimental analysis that extracts the aging profile of GPGPUs using functional simulations. Subsequently, we perform a comprehensive timing analysis using aging models derived from the aging profile. Finally, we propose an asymmetric aging avoidance circuitry aimed at mitigating timing violations that arise from asymmetric transistor aging, and we analyze the effectiveness of this scheme.
Our experiments are conducted using the GPGPU simulator [14]. The simulation environment incorporates cycle-level modeling of the RTX 2060 [15] GPGPUs, enabling the execution of computing workloads written in CUDA or OpenCL. To cater to the specific requirements of our experiments, we made modifications to the simulation platform and implemented the necessary mechanisms for accurate measurements. For benchmarking purposes, we utilized simulation benchmarks employed in the gpgpu-sim ispass 2009 paper [16]. These benchmarks encompass a diverse range of applications, including neural networks, graph algorithms, and complex mathematical calculations. 
The signal probability (SP) ([6]) is a widely used technique to assess the BTI stress profile on logical elements. It quantifies the probability of a signal having a logical value of 1. Specifically, it is determined by the ratio of the time during which a signal remains in the logical 1 state to the total elapsed time. A smaller SP corresponds to a more pronounced impact of BTI, resulting in performance deterioration and potential failures of integrated circuits as time progresses. Figure 1 depicts the activity levels observed in RTX2060 Streaming Multi-Processors (SMs) for two specific benchmarks: BFS search algorithm and a neural network (inference). Activity is measured as the percentage of time the execution unit remains active relative to the total elapsed time. Our experimental findings indicate that, in the case of the BFS benchmark, approximately 70% of the time the integer execution units within all SMs are idle. On the other hand, for the NN benchmark, more than 85% of the single precision floating-point units remain idle. These observations suggest that the GPGPU processing elements (PEs) may be vulnerable to transistor aging due to their prolonged periods of idle state. The extended duration of maintaining an idle state increases the exposure to aging effects, potentially impacting the reliability and performance of the PEs. 
For our case study, we use an integer ALU, and a single precision floating point unit (FPU) taken from OpenCore[footnoteRef:1]1. We perform full synthesis, place and route and timing analysis on these modules in 28nm process node. The clock frequency for timing signoff for FPU and ALU is 164MHz and 240MHz respectively. In our timing analysis, we employ aging-aware library models as described in [6]. These models account for the impact of BTI by derating cell delays using NBTI degradation factors derived from the SP values extracted from the functional simulations illustrated in Figure 1. The results of our timing analysis, presented in Table 1, reveal that the presence of BTI can lead to significant timing violations in both GPGPU ALUs and FPUs. It can be observed that when aging is not considered, as in the case of a fresh design, there are no timing violations. However, when aging effects are considered, both the FPU and ALU exhibit setup and hold timing violations. It is worth noticing that although setup violations can be alleviated by reducing the clock frequency, hold violations do not have an effective mitigation strategy at present. [1: 1 www.opencores.org] 
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Fig. 1. The Activity measured in RTX2060 (a) integer execution unit and (b) Floating point unit for BFS search algorithm and NN (Neural Network) benchmarks respectively.



Table 1. Worst Negative Slack (WNS) and the Number of Violated Timing Paths (NVP) for FPU and ALUs for fresh design, aged design, and a design with asymmetric aging avoidance.
	Setup WNS [ps] /NVP

	
	Fresh
	Aged 
	Asymmetric Aging Avoidance

	FPU
	0/0
	-115/469
	0/0

	ALU
	0/0
	-23/1
	0/0

	Hold WNS [ps] /NVP

	
	Fresh
	Aged
	Asymmetric Aging Avoidance

	FPU
	+4.5/0
	-2/7
	0/0

	ALU
	+13/0
	-1/10
	0/0



To address the impact of BTI on GPGPU execution units, we propose the adoption of a pseudorandom sequence bit (PRBS) generator, activated by a low-frequency clock as illustrated in Figure 2. This approach is inspired by the technique suggested in [6] for general-purpose microprocessors. As illustrated in Figure 2, the PRBS data patterns are multiplexed with the functional data path inputs through a designated multiplexer. By employing a PRBS generator, pseudorandom patterns are generated and fed into the GPGPU FPU and ALU, effectively mitigating extended periods of constant stress. The PRBS circuitry is timed using a slow-frequency clock during idle time slots of the FPU and ALU. When the PRBS circuitry is enabled, the input multiplexer selects the PRBS data, which is then injected into the data path of the execution units. The clock frequency for this PRBS generator can be set to a few megahertz (MHz) or even lower to minimize any potential dynamic power overhead. This technique can provide a practical solution for reducing the vulnerability of GPGPU execution units to BTI, enhancing their resilience and prolonging their operational lifetime. Our timing analysis for the FPU and ALU employing the PRBS asymmetric aging avoidance circuitry, demonstrates the successful elimination of all timing violations as shown in Table 1. 
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Fig. 2. Asymmetric aging avoidance circuitry based on PRBS generator.


4. Conclusions
The emerging deployment of GPGPUs in mission-critical systems establishes stringent requirements for the resilience and reliability of GPGPUs. Nonetheless, the advent of new advanced process nodes has also illuminated the susceptibility of ICs to reliability concerns, with a specific focus on those stemming from transistor aging.
In this paper, we examined the impact of asymmetric transistor aging on GPGPU execution units. Our experimental analysis has shown that execution units within GPGPUs can be highly susceptible to BTI due to prolonged periods of idle stress. As a case study, we investigated the NVIDIA RTX 2060 GPGPU using BFS and NN benchmarks, indicating that execution units such as the integer execution unit and the FPU can remain idle for around 70% and 85% of the total time, respectively. These observations suggest that such execution units are highly susceptible to asymmetric transistor aging.
These concerns were further demonstrated through a detailed timing analysis that combines an aging library model with the aging profile derived from functional simulations. The observed timing violations suggest that GPGPU computational elements can experience asymmetric transistor aging, resulting in setup and hold timing violations. As part of this study, we have also introduced an asymmetric aging avoidance circuitry based on a PRBS generator to mitigate asymmetric transistor aging in GPGPU execution units. Our detailed timing analysis indicates that the asymmetric aging avoidance circuitry has been successful in eliminating the timing violations caused by asymmetric transistor aging.
Moving forward, further research is warranted in the domain of asymmetric transistor aging in GPGPUs and other computational elements. Firstly, exploring adaptive techniques to dynamically adjust clock frequencies, clock latencies or resource allocation could offer promising avenues for mitigating aging-induced timing violations. Secondly, investigating novel design methodologies that integrate fine-grained aging-aware optimizations into the microarchitecture could provide more comprehensive solutions. Additionally, extending the study to encompass a wider array of benchmarks and real-world workloads will be crucial to establishing the robustness and generalizability of the proposed solution.
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