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WELCOME
SIGNPOSTS THROUGHOUT THE COURSE BOOK

This course book contains the core content for this course. Additional learning materials
can be found on the learning platform, but this course book should form the basis for your
learning.

The content of this course book is divided into units, which are divided further into sec-
tions. Each section contains only one new key concept to allow you to quickly and effi-
ciently add new learning material to your existing knowledge.

At the end of each section of the digital course book, you will find self-check questions.
These questions are designed to help you check whether you have understood the con-
cepts in each section.

For all modules with a final exam, you must complete the knowledge tests on the learning
platform. You will pass the knowledge test for each unit when you answer at least 80% of
the questions correctly.

When you have passed the knowledge tests for all the units, the course is considered fin-
ished and you will be able to register for the final assessment. Please ensure that you com-
plete the evaluation prior to registering for the assessment.

Good luck!
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LEARNING OBJECTIVES
Business intelligence (BI) is a process used to extract information from company data that
supports informed corporate management and the optimization of business activities. In
the course Business Intelligence I, the techniques, procedures, and models used in BI for
data provision, information generation, and analysis, as well as the distribution of the
information gained through BI processes, are presented and discussed.

Big data has meant that ever larger amounts of data have to be stored, processed, and
analyzed. The increasing variety of data and new technologies have changed the demands
on modern data management. Accordingly, business intelligence has expanded in recent
years and new developments have led to areas of application. An example of this is mobile
BI, which provides BI information on smartphones and other mobile devices. At the end of
the course, you will be able to explain the various aspects of data warehousing and inde-
pendently select methods or techniques to meet specific BI requirements. Ultimately, you
will be able to independently design and prototype business intelligence applications
based on concrete requirements.
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UNIT 1
MOTIVATION AND INTRODUCTION

STUDY GOALS

On completion of this unit, you will have learned …

– what the term business intelligence (BI) means.
– how the term business intelligence was developed.
– the characteristics of a data warehouse.
– how the term business intelligence is defined in practice.
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1. MOTIVATION AND INTRODUCTION

Introduction
For several years now, there has been a growing trend towards the globalization and
dynamization of markets. As a result of greater competition, many companies now seek to
create information advantages in order to establish overall competitive advantages. Infor-
mation has thus become a managerial resource that is of strategic and tactical impor-
tance. An effective supply of relevant information is a prerequisite for improving the qual-
ity of corporate decision-making.

Business intelligence (BI) involves integrating strategies, processes, and technologies to
generate critical knowledge about the current status and potential of the often fragmen-
ted divisions of a company. These perspectives on the company are then combined with
market and competitor data in decision support systems which present this newly-
acquired knowledge in such a way that it can be used directly for analysis, planning, and
control purposes.

Located within the overarching concept of business intelligence is the data warehouse.
The term data warehouse (DWH) is often understood differently due to the various defini-
tions and interpretations that exist in the literature and in practice. In the following sec-
tions, we will explore the historical development of business intelligence. The term data
warehouse is then described and positioned within the context of BI.

1.1 Motivation and Historical
Development of the Field
The historical development of business intelligence goes back to the 1960s. As seen in the
following figure, a number of different systems for supporting managerial decision-mak-
ing have existed from that time. The term data warehouse was initially abbreviated to DW,
but today, DWH is the more common abbreviation. You will find different abbreviations for
data warehouse in the literature, particularly in some of the classic texts.

12 PREVIEW-PDF, erzeugt: 2023-10-04T10:50:28.526+02:00



Figure 1: Historical Development

Source: Humm & Wietek (2005), p. 4.

Management Information System (MIS)

At the end of the 1960s, the first information systems were introduced along with the term
management information system (MIS). According to Grothe, the goal of a MIS was to “pro-
vide managers of companies with the information they need to make decisions. Time,
content, and the way information was presented were to be optimized as secondary con-
ditions” (Grothe, 2000, p. 65) (translated by author). However, according to Gluchowski et
al. (2008), these goals could only be met to a limited extent because of limitations in the
technology available at that time.

Decision Support System (DSS)

In the mid-1970s, the management information system was largely replaced by the deci-
sion support system (DSS). With the advent of interactive electronic data processing (EDP)
systems, additional models, methods, and scenarios were made available to companies
which enabled individual analyses of information (Gluchowski et al., 2008). Advances in
hardware also made it possible to process information more efficiently. It was here that
the basis for data-based decision support was laid (Grothe, 2000).

Unfortunately, decision support systems for the most part did not meet the high expecta-
tions associated with them. Thanks to technical progress, a DSS meant that structured
data could be analyzed. However, the analysis of data was only possible for parts of the
company. Moreover, this could only be done with operational data (Gluchowski et al.m
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2008; Grothe, 2000). According to Hannig (2002), a further problem was that managers for
the most part did not accept decision support systems as they did not trust computers to
support creative decision-making processes.

Executive Information System (EIS)

In the mid-1980s, executive information systems (EIS) emerged at the same time as the
arrival of powerful personal computers (PCs) in companies (Gluchowski et al., 2008; Han-
nig, 2002). The target users of executive information systems were primarily upper man-
agement and staff working in controlling functions. The EIS was comprised of individual
systems that presented decision-relevant, multidimensional data to management in a
more up-to-date and improved way than previous information systems (Gluchowski et al.,
2008). In contrast to its predecessors (i.e., MIS and DSS), the EIS was easier to implement
due to the spread of PCs in companies; with the MIS and DSS, central computers had to be
used compared to the EIS operated using a PC. However, the disadvantage of using indi-
vidual systems in the EIS was that they could only be used within a single department or
company site, as they were developed individually for this purpose. As with decision sup-
port systems, the potential of executive information systems was not realized as they were
not accepted by end users (Hannig 2002) and making any changes to the EIS—due to the
individualized development of each system—was expensive (Grothe 2000).

Data Warehouse (DWH)

The main breakthrough in the acceptance and use of information systems came as a result
of globalization, which accelerated at the beginning of the 1990s. Prior to this, managers
had been largely skeptical about adopting such systems. However, as operations and sup-
ply chains spread across the globe, managers became more dependent on available infor-
mation. Decision-making had also fundamentally changed as a result of decentralization.
Decisions were no longer made in the head office (which could be located on the other
side of the world), but rather were made promptly, locally, and using up-to-date informa-
tion. Another reason for the increased demand for effective information systems was the
flood of data facing companies, resulting from internationalization and the associated
spread of company locations around the world. Previous systems (MIS, DSS, and EIS) were
simply not able to meet these requirements.

A significant problem for many companies was that they now had to manage several
inconsistent or non-compatible data sources. A new type of information management sys-
tem was required: a complete, uniform, and consistent database (Hannig, 2002). A central
database was developed that brought together data from the different systems used
throughout a company; thus emerged the term data warehouse (DWH) (Grothe, 2000; Han-
nig, 2002).

In the 1990s, the creation of DWH analysis tools, often referred to as BI, was a major influ-
ence on the development of data warehouses. Today, the term BI is mostly used as a
generic term (Grothe, 2000).
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1.2 Business Intelligence as a Framework
Many companies today face the same scenario: a constantly increasing flood of data
paired with insufficient useful information. Ensuring the effective supply of information to
management is an important competitive factor. Often, however, the right information is
not delivered in the right quantity, at the right place, at the right time. The aim of business
intelligence is to ensure that it is. With the help of the data warehouse, operational infor-
mation logistics can be improved and valuable and specific information can be delivered
in a timely manner to management.

Features of a DWH

A DWH addresses the data problems experienced by management thus described. The
father of data warehousing, W. H. Inmon, coined the following definition:

DATA WAREHOUSE
“A data warehouse is a subject-oriented, integrated, nonvolatile, time-variant
collection of data in support of management’s decisions” (Inmon, 2005, p. 31).

The four basic characteristics of a data warehouse are described below:

1. Subject-oriented (theme-focused) means that the data stock of a DWH are selected
and organized according to profession or business criteria.

2. Integrated (unified) refers to the integration of data from heterogeneous source sys-
tems. The data must be standardized with regard to structure and format.

3. Nonvolatile (persistent) refers to the permanent storage of data in the DWH. Stored
data are not changed or deleted.

4. Time-variant (historicization) means that time series analyses (comparison of data
over time) are possible in the DWH. Data are stored as they existed at specific points in
time. As a result, changes and developments over time can be analyzed.

Definitions

There are a number of DWH and BI definitions found in the literature. Different interpreta-
tions of DWH and BI are therefore summarized in the following sections.

DWH

The aforementioned definition of a data warehouse supplied by Inmon has been extended
by several authors, who describe additional tasks such as the connection, extraction, and
transformation of external data as well as data collection and administration. According to
Schinzer et al. (1999), the concept of the data warehouse also relates to the analysis and
presentation of data with the help of appropriate tools.
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Data warehouse (DWH)
in the narrower sense

This involves purely data
collection.

Figure 2: Delimitation of the term “DWH”

Source: Glasker (2017).

This figure indicates that data warehouse (DWH), in the narrower sense of the word,
covers purely data collection. DWH, in the broader sense, includes report generation,
graph generation, spreadsheet analysis, and analysis methods.

BI

Archiving data alone does not bring about any competitive advantages. These are only
realized through the creative and intelligent application of data (Muksch & Behme, 1996).
The use of knowledge available across the company is known as BI. BI thus represents a
further extension of the DWH concept in the broader sense and can be thought of as the
front end of the DWH. The term was originally coined by the Gartner Group and is defined
as follows:

BUSINESS INTELLIGENCE
“Business intelligence is the process of transforming data into information and,
through discovery, into knowledge” (Muksch & Behme, 1996, p. 37).

According to Gluchowski et al. (2008), BI involves techniques and applications that are
designed to support decision-making and lead to a better understanding of the mecha-
nisms driving outcomes.
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Business intelligence
(BI) in the broader sense
This includes all BI appli-
cations that are used
directly or indirectly for
decision-making.

The following figure shows how BI can be classified using a narrow understanding, an
analysis-oriented understanding, and a broader understanding of the concept of BI.

Figure 3: Classification of BI

Source: Gluchowski et al. (2008), p. 92.

BI, in the narrower sense, refers to core applications that support decision-making with-
out the additional input of more advanced methods or modeling. These include online
analytical processing (OLAP), MIS, and EIS.

Analysis-oriented BI refers to the applications that allow decision makers to analyze exist-
ing data directly on the system using a user interface and various methods and models.
These include OLAP, MIS and EIS, text mining, data mining, and ad hoc reporting.

Business intelligence (BI), in the broader sense, covers all applications that are used
directly or indirectly for decision making. This includes evaluation and presentation func-
tions as well as data preparation and storage (Gluchowski et al., 2008; Kemper et al.,
2010).

SUMMARY
With the help of business intelligence, companies try to gain information
advantages and thus establish competitive advantages. Information is
now a managerial resource that has immense strategic value. The histor-
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ical development of business intelligence goes back to the 1960s and
information systems have gone through various iterations (BI, DWH, EIS,
DSS, and MIS).

The primary characteristics of a DWH are the collection of subject-orien-
ted, integrated, nonvolatile, and time-variant data. In the literature there
is a multitude of DWH and BI definitions. These definitions characterize
DWH or BI in both a narrower and broader sense. BI, in a broader sense,
includes all applications that support decision-making either directly
(e.g., OLAP) or indirectly (e.g., data extraction).
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UNIT 2
DATA PROVISIONING

STUDY GOALS

On completion of this unit, you will have learned …

– how operational and dispositive systems differ from one another.
– what typical BI reference architecture looks like.
– which basic BI components exist.
– which architecture variants are possible.
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Dispositive
Something is said to be

dispositive if it relates to
the management and
control of operational

processes.

Operational systems
These are systems (e.g.,
ERP, CRM) that manage

up-to-date information.

2. DATA PROVISIONING

Introduction
The term business intelligence (BI) refers to procedures and processes that facilitate the
systematic analysis of electronic data. Insights derived from the data then enable compa-
nies to make better operational or strategic decisions. The basic prerequisite for the use of
powerful BI tools is the preparation and storage of consistent data that meets the business
needs of managers.

From a technical perspective, a data warehouse (DWH) is realized via a database system.
These often specialized database systems are configured for the needs of complex quer-
ies, since loading processes with high data volumes have additional requirements. The
storage of data in tables based on rational database systems is widespread.

2.1 Operational and Dispositive Systems
Erich Gutenberg, a German economist and key figure in post-war, modern business stud-
ies, classified activities of the firm as operational and dispositive (Schmidt, 1998). Accord-
ing to Gutenberg, work is operational if it directly relates to the provision of goods and
services, the utilization of goods and services, and the performance of financial tasks that
are not of a planning nature. Activities are deemed to be dispositive if they relate to the
management and control of operational processes.

In line with this distinction offered by Erich Gutenberg (1983), application systems and the
data that exist within these systems can be distinguished as either operational or disposi-
tive systems. Operational systems are about capturing and recording data, whereas dispo-
sitive systems are about analyzing data.

OLTP and OLAP

Operational systems are used to store and manage information necessary for the every-
day operations of a company, e.g., a customer database or an employee directory. Infor-
mation in these systems is regularly changed and frequently queried. Only current data
records are of interest; past address data of a customer, for example, are of little value and
can be deleted or overwritten. The data models used in such operational systems must be
optimized for a high number of transactions. The processing method used for operational
systems is known as online transactional processing (OLTP).

The DWH falls under the branch of dispositive systems. Dispositive systems are used to
extract information from operational data. For example, it might be determined that a sig-
nificant number of customers have relocated in the last six months and this information
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can be used to adapt and optimize sales structures. By using a DWH, operational systems
are relieved of analytical queries, which might otherwise reduce processing capacities
because of their complexity.

There are different types of queries conducted in operational and dispositive systems that
aim to meet different objectives. Operational systems have a relatively large number of
users. During business hours, numerous read requests are made for individual data
records. Dispositive systems are generally queried by fewer people, but these people are
individual experts seeking to address complex issues. They undertake sophisticated quer-
ies that evaluate a large number of data sets. The systems are optimized according to their
respective application purpose in order to achieve an improved processing speed. The
processing method used for dispositive systems is known as online analytical processing
(OLAP). Due to the heterogeneity of transaction-oriented operational systems and the
analytic-oriented data warehouse, both the systems and the data warehouse are physi-
cally separate from one another.

Operational and Dispositive Data

When considering a DWH, the question of technical necessity arises. After all, a DWH is
only a replication of data that a company generates and stores in its data processing sys-
tems. However, the need for a DWH is understood when two different views of the data—
operational and dispositive—are considered.

Operational data are directly related to the company’s service provision activities. Disposi-
tive data, on the other hand, are of an analytical nature and are used to manage and con-
trol the company (Kemper et al., 2010). In the following table, the most important differen-
ces between the two views are described.

Table 1: Characteristics of Operational and Dispositive Data

Characteristics of operational
data Characteristics of dispositive data

Objective Handling of business processes Information for management; decision
support

Alignment Detailed, granular business transac-
tion data

Mostly condensed, transformed data;
comprehensive metadata

Time frame Up-to-date; time-related; transac-
tion-oriented

Different, task-dependent; history
review

Modeling Old stocks often not modeled (func-
tion-oriented)

Subject or topic-related, standardized
and suitable for end users

Status Often redundant; inconsistent Consistently modeled; controlled
redundancy

Update Running and competing Complementary; updating of derived,
aggregated data
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Characteristics of operational
data Characteristics of dispositive data

Queries Structured; mostly static in the pro-
gram code

Ad-hoc for complex, constantly chang-
ing questions and ready-made standard
evaluations

Source: Kemper et al. (2010), p. 16.

The differences between operational and dispositive data can be illustrated using the
example of an insurance company.

Examples of operational data in this context are:

• detailed information on individual insurance contracts,
• continuous data changes recorded via the online portal, and
• storage of contracts in two different systems: one for motor vehicles and one for life

insurance.

Examples of dispositive data are:

• summaries of sales and profits for each customer group,
• presentation of temporal changes compared to the previous year, and
• comparison of motor vehicle and life insurance product lines.

We can see that an evaluation based directly on operational data does not meet the
requirements of the planning process. The heterogeneous system landscape in particular
makes it difficult to compare information. Furthermore, the concept of concurrent “quer-
ies” and “transactions” would mean that conducting direct analyses on operational data
would be problematic: resource-intensive queries with long runtimes have the potential
to block the entire operational system and impair day-to-day business (Bauer & Günzel,
2008; Kemper et al., 2010).

2.2 The Data Warehouse Concept
In practice, the data warehouse can include different process phases, architectures, and BI
components, depending on the requirements of the organization utilizing it. The following
section explains basic concepts of reference architectures that must be customized for the
actual project at hand.

Please note that the terms business intelligence and data warehouse (in its broader sense)
have been used synonymously.
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Process Phases and Reference Architecture

A large number of process phases and reference architectures exist in the literature. Proc-
ess phases refer to the stages through which data passes. Data warehouse reference archi-
tecture refers to the template for designing the collection and storage of data using the
data warehouse. According to Kemper et al. (2010), the process phases are as follows:

• data provision,
• information generation, storage, and distribution, and
• information access.

The first process phase of a DWH is to merge data and information from heterogeneous
sources. The data can come from supply chain management (SCM), enterprise resource
planning (ERP), customer relationship management (CRM), or external systems. All of
these heterogeneous data are merged in the DWH. In the second step, data are analyzed
using OLAP and data mining. In addition to extensive query options, these systems can
also generate event-driven warning messages. In the third step, the findings from the sec-
ond step are communicated to the company in the form of recommendations or actions.

The following figure from Gansor et al. (2010) illustrates the various components of BI ref-
erence architecture and provides context for their subsequent description.
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Figure 4: BI Reference Architecture

Source: Gansor et al. (2010), p. 56.

BI components

Source systems

In classic BI reference architecture, data from a number of heterogeneous sources is
imported, all with different structures, content, and access interfaces. OLTP systems are
usually used, however, in principle, any type of source system can be conceivably inclu-
ded, e.g., semi-structured websites or unstructured text files. Source systems can include
both internal company data (e.g., ERP, PPS system) and externally procured data (e.g.,
stock market prices, current raw material prices).

Staging area

The staging area is a work area in which data is temporarily stored. The staging area is nec-
essary to relieve downstream systems when processing large amounts of data (Inmon,
2005).
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Granularity
This is the level of detail
data has within a data
structure (“Granularity”,
2020).

Operational data store (ODS)

In contrast to the classic DWH approach, the ODS does not have aggregated data and lon-
ger history considerations. It is frequently used as a preliminary stage for supplying data
for conventional DWH approaches (Kemper et al., 2010).

Basic database (core data warehouse)

The basic database is the central database within the DWH. After the initial transformation
process, data are made available for various evaluation purposes or downstream systems.

Evaluation database (data mart)

The evaluation database forms the basis for downstream analysis tools. The data are
stored with the help of a multidimensional model. From a technical point of view, evalua-
tion databases are usually based on relational databases. Often, several evaluation data-
bases are used and data are divided according to analysis requirements or organizational
units (Bauer & Günzel, 2008).

Extracting, transforming, and loading (ETL) process

The extracting, transforming, and loading process integrates the data from the source sys-
tems into the DWH. The processing steps of extracting, transforming, and loading are car-
ried out using ETL tools. From the data source systems, the data are transferred to the
staging area via the data extraction step. After extracting the data from the data sources
and loading them into the work area, the data must be converted according to the require-
ments of the company. Transformation affects both the structure and the content of the
data. Data that comes from different sources must be converted into a uniform format.
Plausibility checks can be used to improve data quality. The data are then transferred to
the basic database (loading) as soon as they are available in a cleansed state following
transformation. Since the basic database already contains integrated and cleansed data,
data only need to be transformed into the target schema and possibly enriched or aggre-
gated before they are loaded into the evaluation database (Bauer & Günzel, 2008).

Aggregation

Data are aggregated if they are required at a lower granularity than in the source systems.
The process of aggregation considerably reduces the amount of data. For performance
reasons, data are usually aggregated to the minimum required granularity. An example of
aggregating data is combining daily sales into monthly sales.

Front end

Analysis tools form the front end of BI architecture. Front end tools can be more or less
complex, depending on their application. Tools for data mining and OLAP are used to ana-
lyze the dataset and extract information from the mass of available data. Previously
unknown relationships can be then uncovered, particularly through the use of data min-
ing, where techniques such as classification and clustering are used. OLAP tools make the
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Independent data marts
These are where inde-

pendent DWHs are cre-
ated in individual depart-

ments.

dataset accessible in an interactive way. The choice to aggregate data and the degree of
aggregation for displayed data can be determined by the user. Portal systems are usually
used to access information (Kemper et al., 2010).

2.3 Architecture Variants
In practice, there is a large number of architecture variants used for constructing data
warehouses, some of which have been borrowed from other areas of data management
while others have actually emerged from the BI field itself. In this section, several known
architecture variants have been listed and then described in further detail. The basic archi-
tectural variants which can be used to create a DWH include

• independent data marts,
• data marts with coordinated data models,
• central core data warehouse (C-DWH) (no data marts),
• several C-DWHs,
• C-DWH and dependent data marts, and
• DWH architecture mix.

Independent Data Marts

In practice, the architecture form of independent data marts is often created by individ-
ual departments building their own DWHs independently of each other, as seen in the fol-
lowing figure.

Figure 5: Independent Data Marts

Source: Kemper et al. (2010), p. 22.
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Data marts
When data marts have
coordinated data models,
there are several data
marts using a common
data model.

Central C-DWH
A central C-DWH places
the evaluation function of
the C-DWH in the fore-
ground.

When using independent data marts, a central database (core data warehouse) is not
required. This approach reduces the complexity of the entire DWH, making it easier and
more manageable. As a result, usable results for the departments can be achieved in a rel-
atively short period of time. However, the development of a company-wide data ware-
house becomes much more difficult due to the subsequent isolation of applications (Kem-
per et al., 2010).

Data Marts with Coordinated Data Models

As in the previous variant, source data is prepared several times for different data man-
agement systems. However, the individual data marts coordinate with each other with
regard to a common data model, as seen in the following figure.

Figure 6: Data Marts with Coordinated Data Models

Source: Kemper et al. (2010), p. 22.

The use of data marts with conceptually coordinated data models ensures the consistency
and integrity of the dispositive data model. Compared to the first variant, the establish-
ment of a company-wide data warehouse will involve less effort (Kemper et al., 2010).

Central C-DWH (No Data Marts)

For smaller BI solutions, it may make sense to dispense with data marts, e.g., if the num-
ber of end users and data volumes are small. In this case, we recommend the variant Cen-
tral C-DWH.
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Multiple C-DWHs
This is a variant that is

useful for large, division-
oriented companies.

Figure 7: Central C-DWH

Source: Kemper et al. (2010), p. 22.

With this monolithic approach, the evaluation function of the core data warehouse is
placed in the foreground. However, this approach can have considerable disadvantages
(e.g., performance, administration effort) in complex solutions (Kemper et al., 2010).

Multiple C-DWHs

Under certain business conditions, such as in the case of different product or market
structures, it is possible to set up several core data warehouses, creating a variant known
as multiple C-DWHs.

Figure 8: Multiple C-DWHs

Source: Kemper et al. (2010), p. 22.

This framework is particularly prevalent in sector-oriented companies and large corpora-
tions that produce a diverse range of products and services (Kemper et al., 2010).
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C-DWH and dependent
data marts
This is the most fre-
quently presented archi-
tectural variant in litera-
ture. Its major advantage
is short response times.

DWH architecture mix
A DWH architecture mix
consists of C-DWHs,
dependent and inde-
pendent data marts, and
direct data access.

C-DWH and Dependent Data Marts

Extending the core data warehouse with data marts is the architecture variant most fre-
quently presented in textbooks. The data marts are supplied with the help of transforma-
tion processes and data from the core data warehouse. The following figure shows the C-
DWH and dependent data marts architectural variant.

Figure 9: C-DWH and Dependent Data Marts

Source: Kemper et al. (2010), p. 22.

With dependent data marts, data are periodically extracted from the C-DWH and stored in
data marts. The extracted data are small, department-specific data extracts from the core
data warehouse. By creating these extracts, the data volume of the data marts is consider-
ably smaller. As a result, faster response times can be achieved for queries to this data
stock (Kemper et al., 2010). The structure used for dependent data marts is often referred
to as hub-spoke architecture (Bauer & Günzel, 2008).

DWH Architecture Mix

In practice, a common architectural variant is the DWH architecture mix that consists of
C-DWHs, dependent and independent data marts, and direct data access (i.e., virtual DWH
with its own data transformation).
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Figure 10: Mix of DHW Architecture

Source: Kemper et al. (2010), p. 22.

The approach taken when developing BI architecture can be an iterative, organic process
where the architecture evolves over time in keeping with the BI needs of the organization.
However, the approach can also be the result of a conscious design process to ensure opti-
mal support for value-adding primary processes and adjunct cross-sectional processes
(Kemper et al., 2010).

In practice, there are many data warehouse systems that modify standard architecture
variants and adapt them to the respective requirements of the specific organization. For
example, several data marts and an operational data store (ODS) can be created to coop-
erate with the company-wide core data warehouse.

SUMMARY
Using Erich Gutenberg’s criteria, application systems can be divided into
operational and dispositive systems according to the type of work they
support. Operational systems serve to store and manage everyday infor-
mation for a company. The data warehouse is considered a dispositive
system. DWHs are used to extract information from operational data.
The corresponding data from these systems can also be classified as
operational or dispositive.

From extracting operational data to managerial decision-making, BI (or
use of a DWH) can be distinguished according to the process phases: (1)
data provision, (2) information generation, storage, distribution, and (3)
information access.
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BI architecture consists of various components, e.g., source systems,
staging area, ODS, C-DWH, data mart, ETL, aggregation, and front end
combined together in a number of different architectural variants. In
practice, there are a large number of DWH or data mart architecture var-
iants, some of which have emerged directly from the BI field.

31PREVIEW-PDF, erzeugt: 2023-10-04T10:50:28.526+02:00





UNIT 3
DATA WAREHOUSE

STUDY GOALS

On completion of this unit, you will have learned …

– how data from different operational systems are integrated company-wide.
– what transformation steps are necessary to achieve this.
– what distinguishes a C-DWH from data mart architecture.
– which functions are offered by an operational data store.
– the extent to which metadata can support business intelligence.
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ETL process
This process is used to

convert operational data
into management-rele-

vant information.

3. DATA WAREHOUSE

Introduction
Before business intelligence (BI)-relevant data is made available in the data warehouse, a
number of activities need to take place. BI applications require integrated data that is
organized in a subject-specific manner, e.g., according to customer, product, or organiza-
tional unit. Using the extracting, transforming, and loading (ETL) process, data from
operational systems are transformed into data that can be interpreted from a business
management perspective. This requires that data stored over long periods of time are
made available to management in aggregated form. It also requires that large amounts of
data from several operational databases are consolidated and stored in the data ware-
house.

The ETL process cleanses and transforms operational data, which are then stored in the
data warehouse for further analysis. After the extraction of operational data from the
source systems, the transformation process prepares the data for use. Preparation takes
place via four sub-processes: filtering, harmonization, aggregation, and enrichment. Data
are then loaded into the evaluation level of the data warehouse (DWH).

3.1 ETL Process
In order to merge and prepare data from several operational data sources, it is converted
into management-relevant information via a process of targeted conversion. This is car-
ried out using three steps (extract, transform, and load) which are collectively known as
the ETL process. This process is illustrated in the following figure.
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Figure 11: ETL Process

Source: Glasker (2017).

Large amounts of data are extracted from source systems, processed according to the
requirements of the DWH, and then inserted into, or written to, the DWH.

The process of transferring data from operational sources to the DWH typically takes place
at periodic intervals and consists of the following three steps:

1. Extraction of relevant data from various sources
2. Transformation of data into a uniform multidimensional format
3. Loading of data into the data warehouse to be available for analysis

Establishing the ETL process is the most complex step in data warehouse development.
The ETL process is of central importance as the creation of a solid DWH is only possible if it
contains high-quality data.
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Transformation
This consists of filtering,

harmonization, aggrega-
tion, and enrichment.

Filtering
The filtering sub-process

includes the intermediate
storage of extracts and

data cleansing.

In principle, ETL processes can be individually programmed or developed with the help of
various tools. Due to the complexity of ETL processes, the use of a tool is recommended in
most cases (Kimball & Caserta, 2004). The following sections describe in detail the trans-
formation process in detail

Components of the Transformation Process

The transformation step is the most elaborate and complex part of the integration proc-
ess. According to Kemper, transformation consists of four sub-processes—filtering, har-
monization, aggregation, and enrichment—which are outlined below.

Table 2: Sub-Processes of Transformation

Components of the transformation process

Filtering Extraction and correction of technical and content defects in the
data

Harmonization Business reconciliation of the filtered data

Aggregation Aggregation of the filtered and harmonized data

Enrichment Calculation and storage of key business figures

Source: Kemper et al. (2010), p. 28.

The individual components are described in detail below. The first two transformation
steps—filtering and harmonization—are responsible for cleansing and preparing data, e.g.,
aligning different codes and currencies. Afterwards, the data are, in principle. ready for BI
analyses. The next two steps—aggregation and enrichment—summarize data according to
topic. Business key figures are also added to the data. The data generated in this way and
loaded into the data warehouse are thus already oriented to the needs of individual user
groups and their analysis purposes.

Transformation 1: Filtering

With the help of filtering, the data required for the DWH are selected, temporarily stored,
and freed from defects. The filtering process is divided into extraction and cleansing. Dur-
ing extraction, the data is placed in the extraction areas (staging areas) specially provided
for this purpose. The purpose of cleansing is to remove syntactic and semantic defects. In
the following figure, filtering is represented as a sub-process of the transformation proc-
ess.
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Figure 12: Transformation 1: Filtering

Source: Kemper et al. (2010), p. 28.

The purpose of data cleansing is to correct defects and achieve a specified level of data
quality. Cleansing is necessary because operational systems do not always contain correct
data. There are many reasons for incorrect data, e.g., incorrect entries by users, system
errors, system updates.

The types of defects to be remedied can be divided into syntactic (technical) and semantic
(content) defects. Syntactic defects are formal errors such as incorrect control characters,
alphanumeric values in numeric fields, NULL values in a NOT NULL field, or values outside
the value range. Semantic defects are errors of a business nature, such as obviously incor-
rect sales figures.

Defect classes

In the literature, a distinction is made between first, second, and third class defects.
Defects of the first class can be detected and corrected automatically during the extraction
process. For second class defects, defect recognition is automatic but the correction must
be made manually after the extraction process. Defects of the third class can only be
detected and corrected manually.

37PREVIEW-PDF, erzeugt: 2023-10-04T10:50:28.526+02:00



Harmonization
The harmonization sub-

process includes the busi-
ness reconciliation of fil-

tered data.

Table 3: Classification of Defects in the Framework of the Correction

Class 1 Class 2 Class 3

Adjustment Automatic detection
and correction

Automatic detection
and manual correction

Manual detection and
manual correction

Syntactic defects Known format adjust-
ment

Recognizable format
incompatibilities

–

Semantic defects Missing data values Outlier values/inconsis-
tent value constella-
tions

Undetected semantic
errors in source data

Source: Chamoni & Gluchowski (2015), p. 135.

The basic defects of the first class that are automatically recognized can be corrected
using certain algorithms. For example, internal format, control, and special characters can
be identified at the syntactic level during extraction and processed in the extracted data
using assignment tables (mapping tables). The same applies to semantic errors. If, for
example, data from individual stores were omitted when transferring sales data, these can
be supplemented using equivalent values, such as monthly planned values or actual val-
ues from the previous month.

Defects of the second class can also be detected automatically but must be corrected
manually by technicians or business economists. In the case of syntactic defects, an exam-
ple of these would be syntax variants in the operational data sources that have not yet
been taken into account. Once detected and corrected, these can be handled automati-
cally in the future. On a semantic level, automated plausibility checks and value range
checks can detect invalid data fields, e.g., by comparing balance sheet and control totals.
Depending on the severity of the error, the operational sources may also need to be cor-
rected.

While syntactic defects can always be detected automatically, this does not apply to
semantic defects. Defects of the third class only concern semantic errors. These are all
defects that cannot be detected by the test procedures for second class errors, i.e., neither
plausibility nor value range checks. Rather, these defects can only be identified by busi-
ness experts. Here too, the operational sources may need to be corrected as well.

Transformation 2: Harmonization

The second transformation step after filtering deals with the harmonization of the data.
Harmonization, also known as normalization, refers to the process of reconciling filtered
data. Harmonization is necessary if data from different source systems are integrated. In
source systems that have grown heterogeneously, different keys or characteristics are
often used for the same facts or properties. The classic example is the key for gender,
which could be represented differently in three different systems, e.g., male/female, M/W,
0/1. The goal of harmonization is therefore to combine the same facts and characteristics
into a common key. Harmonization can also involve transferring different measures into a
common measure, e.g., different currencies are converted into a single currency so that
they are comparable (Kimball & Caserta, 2004).
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Figure 13: Transformation 2: Harmonization

Source: Kemper et al. (2010), p. 32.

In the harmonization sub-process, the filtered and cleansed data are merged. A distinction
is made between the following types of syntactic and business harmonization.

Syntactic harmonization

Syntactic harmonization includes key harmonies as well as codes, synonyms, and homo-
nyms, which we will now discuss in more detail. Key harmonies: Harmonization must
include the dissolution of key harmonies. In principle, a common key is necessary when
data from several databases are merged. The problem is usually solved with the help of a
mapping table, which generates a new, artificial primary key, e.g., for each customer.

The primary keys of the operational systems are then carried along as foreign keys, so that
evaluations can be carried out on them. The keys of data records must be unique within
the basic database, DWH, and data mart. The keys available in source systems do not usu-
ally fulfill this requirement due to their heterogeneity and also the distribution of the data.
During the transformation phase, global, unique keys must therefore be assigned. These
global keys are called “surrogate keys.” Modern ETL tools have standardized transforma-
tions that generate unique surrogate keys.
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The aggregation sub-

process involves the com-
pression of filtered and

harmonized data.

The mapping of local keys to global surrogate keys must be documented in order to be
able to react flexibly to changes. Besides the standardization of data, surrogate keys play
an important role in historicization (Kimball & Caserta, 2004). For example, take two data
sources (e.g., CRM, ERP) that contain customer data that must be integrated into a table. -
Both source data records have a customer key. A global key for customer data must there-
fore be introduced for the target database. To do this, the keys of the source tables are
removed during transformation and replaced by surrogates.

In addition to key harmonies, codes, synonyms, and homonyms must also be resolved.
Here are some examples:

• Codes. Individual data sets can be coded differently. For example, attributes such as
gender can be coded as M/W in data source one and as 0/1 in data source two.

• Synonyms. Different attribute names can have the same meaning. For example, in data
source one, the attribute “personnel” may be provided for the name of company
employees but in data source two, it may be “employees.”

• Homonyms. The same attribute names can have different meanings. For example, in
data source one, “partner” can mean the name of customers, while in data source two,
“partner” can refer to the name of suppliers.

In all three cases, the data must be harmonized. In the first case, the attribute value must
be uniformly set, e.g., to 0/1 values; in the second case, a common attribute name must be
chosen; in the third case, a different attribute name must be chosen for the two catego-
ries. Mapping tables are usually utilized for the matching process, which merge the filtered
data into subject-oriented data collections via name and code matching.

Semantic harmonization

In addition to syntactic alignment, the standardization of business terms is also carried
out. This is also known as semantic harmonization. The normalization of business terms is
not so much a technical problem as a business and organizational one. The operational
data (e.g., currency) must be converted into uniform values, i.e., monetary values of differ-
ent currencies must exist in a uniform currency system. For the corresponding activities,
transformation rules can be implemented. After completion of the harmonization sub-
process, cleansed and consistent data are available in the data warehouse for analysis
purposes.

Transformation 3: Aggregation

With the help of the aggregation sub-process, filtered and harmonized data are con-
densed and converted to the desired granularity.
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Figure 14: Transformation 3: Aggregation

Source: Kemper et al. (2010), p. 37.

Let’s consider the aggregation sub-process in practice. To create daily updated data for
product and customer groups, all individual data must be summarized via aggregation
algorithms to produce daily product and customer group specific values. In addition, run-
ning totals are performed for business key figures. The aim of aggregation is to generate
total values that are stored in the data warehouse in pre-calculated form for later use.

Transformation 4: Enrichment

The creation and storage of key business figures from filtered and harmonized data is
called enrichment. The enrichment sub-process is the final step in the transformation
process.
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The enrichment sub-proc-
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Figure 15: Transformation 4: Enrichment

Source: Kemper et al. (2010), p. 38.

As previously described, the existing data is enriched with business indicators. Calcula-
tions are performed and results are added to the remaining data. In particular, key figures
that are relevant for several users are stored. For example, weekly contribution margins at-
product level or annual contribution margins at store level can be calculated and integra-
ted. The former may be of interest to the product manager, while the latter is of interest to
store managers and executive management. There are several advantages to including
these key figures in the dataset. Due to the pre-calculation of these figures, queries can be
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Staging area
This is where extracts are
stored temporarily in
order to relieve down-
stream systems.

Basic database
This contains integrated
data for downstream sys-
tems.

performed more efficiently. In addition, the pre-calculated values are consistent due to
the one-time calculation. Furthermore, these figures facilitate coordinated business man-
agement.

The main activities of the ETL process are completed through the extraction process but
particularly the transformation process. The transformation sub-processes are carried out
in the staging area. After transformation, the data are written to the target system during
the loading phase.

3.2 DWH and Data-Mart Concepts
The DWH in a narrower sense includes data storage. Individual components of the DWH
including the staging area, basic database, data mart, ODS, and metadata, that all facili-
tate data storage are now described in detail.

Staging Area

According to Inmon (2005), the staging area or landing zone is a workspace in which data
are temporarily stored. Extraction into the staging area usually takes place periodically.
Transformations are performed within the staging area. In principle, the data is deleted
from the staging area after it has been loaded into downstream systems. The purpose of
the staging area is to relieve downstream systems (e.g., the basic database). This separate
work area is of particular importance, especially when processing large amounts of data
and performing complex transformations (Inmon, 2005).

C-DWH

Functionality

The basic database (known as C-DWH) is a data store or repository located between the
staging area and the evaluation database. The basis database differs from the staging area
in particular in the way the data are stored. The database provides detailed, historicized,
consistent, and normalized data for downstream systems. The data are transferred from
the staging area when they are in a specific state, whereupon they are integrated into the
basic database and stored in an adjusted form. With regard to the evaluation database,
the basic database is primarily defined by the data model. In the basic database, data are
stored in a normalized and query neutral state. In addition, the data are stored at the
smallest required granularity. Depending on requirements, data are also historicized, that
is, they are kept track of over time (Bauer & Günzel, 2008). The C-DWH performs the follow-
ing functions:

• Collection and integration. This refers to the collection of company-wide data required
for later analysis.

• Distribution. This refers to the data supply of downstream systems (e.g., data marts).
• Quality assurance. This refers to how transformed data ensures the syntactic and

semantic coherence of the dispositive database.
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Evaluation database
This contains sections of

the C-DWH.

Update strategy

The core data warehouse is updated according to the respective requirements of the BI
system. A distinction is made between the following types of updates:

• Updates based on changes. The accumulated changes from the source systems are col-
lected. The data are loaded into the C-DWH as soon as a defined number of changes are
reached.

• Updates at periodic intervals. Updating is carried out according to the requirements of
the respective application, e.g., hourly, daily, weekly, or monthly.

• Real-time updates. Data can be loaded into the C-DWH in a transaction-synchronous
manner. This complex procedure usually uses special loading systems that follow event-
controlled logic. Data are loaded into the data warehouse in a “push mode.”

Data Mart

Definition

In order to simplify data handling in the case of complex C-DWHs, evaluation databases
are introduced. Data marts are sections of a C-DWH, smaller data pools for applications
that serve specific user groups such as certain departments or defined areas of responsi-
bility. The data for data marts are usually extracted from the core data warehouse into
small, manageable units using special transformation processes, e.g., all relevant data for
a region or a specific product group. The advantage is that the complete data basis of a
company does not have to be mapped, rather only the data needed for queries related to
a specific area or department. For example, the sales department is usually only interes-
ted in key figures such as sales figures, turnover, and commissions, while the production
department is interested in production quantities or production times.

The evaluation database thus forms the basis for downstream analysis tools. In the data
mart, data are stored fully integrated and cleansed. The data are stored in an analysis-ori-
ented manner. Technically, evaluation databases are usually based on relational databa-
ses. Multidimensional storage models are used less frequently.

Basically, the data are structured in a multidimensional model. The data required for anal-
yses are extracted from the basic database by ETL processes and loaded into the evalua-
tion database. Since the basic database already contains integrated and cleansed data,
the data only need to be transformed into the target schema and possibly aggregated
before loading.

In practice, several evaluation databases (data marts) are often used. Data are divided up
according to analysis requirements or organizational units. Security or data protection
aspects may make it necessary to distribute the data over several data marts. If a con-
cretely-implemented architecture does not operate a basic database (C-DWH), integration
and cleansing must be carried out during the transfer to the evaluation database (Bauer &
Günzel, 2008).
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Characteristics

The following table summarizes the characteristics of data marts and C-DWH.

Table 4: Data Marts and Core Data Warehouse

Characteristics Data mart Core data warehouse

Business management goal Efficient support for the deci-
sion makers of a department,
focused solely on their analysis
requirements

Efficient management support
through strategic, tactical, and
operational information availa-
ble to all decision makers in a
company

Alignment Departmental Central, company-wide

Granularity of the data Mostly highly aggregated data Lowest level of detail

Semantic data model Semantic model is fixed to pre-
modeled analysis requirements

Semantic model is also open for
future analysis requirements

Modeling conventions • Heterogeneous (proprietary
data marts, each department
has its own conventions);

• Uniform (derived data marts,
conventions of the core data
warehouse are adopted)

Uniform

OLAP technology used M-OLAP (proprietary data
marts);
R-OLAP or
H-OLAP (derived data marts)

R-OLAP

Direct access by end users Usually possible Often not allowed; central oper-
ation of the C-DWH by the IT
department; serves as source
data system for data marts

Degrees of freedom of the analy-
ses

Rather low (user cannot see
beyond departmental bounda-
ries)

Flexible; all accessible (secure)
information can be included in
analyses

Influence of external data sour-
ces

Mostly not included; if so, then
only specific extracts

High; all available external data
sources will be integrated to
improve the quality of analysis

Data volume Low to moderate Moderate to very extensive (up
to the petabyte range)

Source: Kurz (1999), p. 110.

In conclusion, evaluation databases are generally introduced to simplify handling with
complex C-DWH.
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Operational data store
(ODS)

This is a preliminary stage
of the DWH that contains
current transaction data
for evaluation purposes.

3.3 ODS and Meta-Data
ODS Definition and Characteristics

In newer approaches to data warehouse design, an additional data pool is often integra-
ted, known as an operational data store (ODS). From an architectural point of view, the
ODS can basically be regarded as a preliminary stage of a DWH. The ODS contains current
transaction-based data that originates from various operational source systems. The data
are provided for application and evaluation services. Usually, the data are extracted from
the core data warehouse using additional transformation processes. A very small and up-
to-date section of decision-relevant data are transferred to the ODS. These data are often
already adapted to the requirements of the analysis systems. The ODS is defined by the
following features:

• subject-oriented,
• integrated,
• time referenced,
• volatile, and
• high level of detail.

The ODS is designed from a decision-oriented perspective. For example, dimensions could
be products and regions (subject-oriented). Company-wide data are transferred uniformly
to the ODS using appropriate transformations. The transformation process in the ODS pri-
marily involves filtering and harmonization (integrated).

In principle, no historicization is carried out in the ODS. For this reason, no period-related
evaluations are possible. For recovery reasons, however, data are retained over a period of
several days or weeks (time referenced). However, regular updating is carried out and this
data are overwritten (volatile).

The data are maintained in a high level of detail, i.e., not aggregated, since analyses in the
ODS are usually operation-related. Detailed storage means that data are stored at the
transaction level (high level of detail).

Metadata

For the analysis of data to occur, it is important that users know what lays behind respec-
tive data fields. The information about these data is provided in the form of metadata.

Differentiation

Metadata contain information about the data stored in the data warehouse including how
they have been processed. Metadata supports the construction, administration, and oper-
ation of DWH systems.

Metadata can be divided into passive and active metadata, which differ in a variety of
ways, including their use. The key features of each type of metadata are as follows:
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Passive metadata
These document data
and their relationship to
the environment.

Active metadata
These represent methods
that are executed on data.

Technical metadata
These focus on filtering.

Business metadata
These focus on harmoni-
zation, aggregation,
enrichment, and authori-
zation management.

• Passive metadata primarily document the data on which they are based and their rela-
tionship to the environment. They serve to define and store information about struc-
ture, development process, and data usage. Users of passive metadata are all users
active in the BI environment, i.e., users, administrators, developers (Kemper et al.,
2010).

• Active metadata are metadata upon which methods are executed, i.e., metadata used
for operational purposes. Transformation rules for ETL operations can be understood as
active metadata. Active metadata can be interpreted at runtime and are used to influ-
ence transformation and analysis processes (Kemper et al., 2010).

The following distinctions can be made between technical and business metadata:

• Technical metadata focus on the first layer of transformation (filtering). They describe
where data is sourced from and the structure of data in its native environment.

• Business metadata focus on the subsequent layers of transformation (harmonization,
aggregation, and enrichment) and authorization management (Kemper et al., 2010).
They provide additional information such as keywords and notes about the meta
objects.

Advantages

With the help of metadata, the efficient design of development and operating processes
can be ensured and the effectiveness of BI systems can be increased. In addition to their
task of providing information, metadata also serve the data warehouse manager as a con-
trol element. For example, fully executable specifications of data processing steps are
stored as metadata and interpreted and executed by the corresponding tool at the time of
execution. The advantages of metadata, especially for development and operation,
include:

• adaptation of source systems,
• harmonization of data from heterogeneous source systems,
• maintenance and reuse,
• authorization management,
• data quality, and
• understanding of terms.

In the first transformation layer (filtering), operational data are transferred to the DWH.
The extraction and cleansing processes performed can be documented with the help of
metadata. This makes it easier to modify or extend processes (adaptation of source sys-
tems).

In the second transformation layer (harmonization), data are integrated syntactically and
semantically. Transformation activities can be facilitated by information about the struc-
ture and meaning of the source systems. This ensures efficient further development of the
BI system (harmonization of data from heterogeneous source systems).
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Central metadata
management

This is where the meta-
data of all components

and authorization struc-
tures are stored in a data-

base.

By storing metadata, the maintenance and further development of BI systems is simpli-
fied. Business and technical changes can be carried out quickly and without contradiction
due to consistent metadata. For example, the reusability of data models and transforma-
tion processes can be supported (maintenance and reuse).

Authorization management is a central component of planning data management. Meta-
data are used to describe user roles that allow consistent administration access. This ena-
bles simple administration of relationships between BI users, applications, and data
authorizations (authorization management).

In principle, metadata can be provided throughout the entire transformation process to
create the highest possible transparency for the user. Responsibilities, quality of source
systems, harmonization processes, and enrichments can all be documented in metadata.
In this way, data quality can be ensured, particularly consistency, temporal proximity,
accuracy, and completeness (data quality). Key business figures can be described in terms
of their designation, differentiation, origin, and use with the help of metadata. The meta-
data for dispositive data storage thus represents a “single point of truth” in the company
context (understanding of terms).

Architecture variants

The complex, individualized approaches taken by companies regarding their BI systems
use a multitude of special software components. A basic distinction can be made between
end-to-end and best-of-breed approaches.

In end-to-end approaches, software manufacturers offer tools that are coordinated with
one another. The tools support all development and operating processes, from ETL design
to report generation or portal integration of reports. In contrast, software vendors of best-
of-breed solutions offer specialized tools that are used to develop powerful components
of a company-specific BI concept. The consistent metadata management of all compo-
nents of an integrated BI concept is a complex undertaking.

The three architecture variants are described below:

1. Central metadata management. Here, a central database is used for metadata man-
agement. Metadata of all components and authorization structures are stored in the
database. This solution is used especially for end-to-end approaches. In practice,
there are few companies using central metadata management.

Table 5: Central Metadata Management

Advantages Disadvantages

Redundancy-free, consistent metadata manage-
ment

Dependence on the central data storage compo-
nent

Global access to all metadata Complex, central maintenance of component-
specific metadata
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Decentralized metadata
management
This is where all compo-
nents have their own met-
adata repository.

Federated metadata
management
This is where, in addition
to the individual meta-
data, there is a central
repository with shared
metadata.

Advantages Disadvantages

Renunciation of exchange mechanisms (meta-
data)

Poor performance of large, centralized solutions

Source: Gluchowski et al. (2008), p. 156.

2. Decentralized metadata management. This is the opposite approach to the previous
concept. In principle, all components have their own metadata repository and com-
municate with each other to exchange metadata. In practice, BI concepts are usually
implemented with decentralized metadata management.

Table 6: Decentralized Metadata Management

Advantages Disadvantages

Autonomy of the applications Various interfaces

Fast, local access Redundant data management

Source: Gluchowski et al. (2008) p. 156.

3. Federated metadata management. This is a combination of the previously presen-
ted approaches. The components each manage their own metadata. In addition,
there is a central repository in which shared metadata are managed. With the help of
a standardized interface, metadata are exchanged between the individual compo-
nents and the central repository. Advantages of utilizing a federated metadata man-
agement approach are:
• uniform presentation of shared metadata,
• autonomy of the local repository,
• reduced number of interfaces between repositories, and
• controlled redundancy.

Using standard interfaces, you can enable the exchange of metadata between BI tools and
the metadata repository.

Authorization Structures

The regulation of access authorizations is mostly done within the individual systems. In
contrast, BI concepts with integrated data storage allow central authorization manage-
ment. This eliminates the need for the separate authorization management of different
systems, such as ETL, C-DWH, and analysis systems.

In practice, role-based access controls are increasingly used due to their high degree of
flexibility. Here, users or user groups receive access based on their corresponding roles. In
roles-based access, rights that are necessary to fulfill defined tasks are summarized and
functions available to users according to the need-to-know principle. By assigning data
views to the roles, it is ensured that users are only allowed to access certain data fields,
e.g., sales of their own store.
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Technical adminis-
tration interface

This serves to modify
data and the first transfor-

mation layer (filtering).

Business administration
interface

This serves to modify the
subsequent transforma-

tion layers (harmoniza-
tion, aggregation, enrich-
ment) and authorization

structures.

Administration Interfaces

With the help of administration interfaces, technical and business management specialists
can maintain all areas of dispositive data management. The relevant people can generate,
modify, and delete

• transformation rules,
• dispositive data, and
• role-based access authorizations.

A distinction can be made between the technical and the business administration inter-
face. You can use the technical administration interface to modify data and the first
transformation layer (filtering). In addition to data manipulation, this also includes pro-
cessing all structures for extracting and cleansing data.

The business administration interface, on the other hand, is used to maintain the addi-
tional three transformation layers (harmonization, aggregation, enrichment) and manage
the authorization system. For example, business specialists use the business administra-
tion interface to intuitively edit syntactic and semantic harmonization processes, hierar-
chy trees, aggregations, and key business figures. Within the framework of authorization
management, the functional administration interface is used to intuitively assign roles
and employees or employee groups.

SUMMARY
The ETL process cleanses and transforms operational data, which are
then made available in the data warehouse for further analysis. The
preparation takes place via the four sub-processes: filtering, harmoniza-
tion, aggregation, and enrichment.

The DWH in a narrower sense involves data storage. Individual compo-
nents of the DWH are the staging area, basic database, data mart, ODS,
and metadata.

The staging area is a work area in which data are temporarily stored in
order to relieve downstream systems. The basic database is a data stor-
age mechanism located between the staging area and the evaluation
database. The C-DWH provides company-wide, integrated data from
downstream systems. Data marts are sections of a C-DWH that provide
data for specific user groups (e.g., departments).

The ODS contains current transaction-based data that originates from
various operational source systems. The classic characteristics of an
ODS are subject-orientation, integration, time reference, volatility, and a
high level of detail. Metadata contain information about the data stored
in the data warehouse and how they are processed. They provide sup-
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port for setting up, managing, and operating DWH systems. A distinction
can be made between active and passive as well as technical and busi-
ness metadata.
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UNIT 4
MODELING MULTIDIMENSIONAL
DATASPACES

STUDY GOALS

On completion of this unit, you will have learned …

– what basic modeling techniques exist.
– which analysis possibilities are offered by OLAP cubes.
– how multidimensional models are physically stored.
– which options are available for historicizing dimensions.
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4. MODELING MULTIDIMENSIONAL
DATASPACES

Introduction
A data warehouse (DWH) system supports decision makers throughout a company in their
work. Depending on their area of responsibility, they usually have different interests in the
data. For example, an employee from controlling would typically be interested in key busi-
ness figures, whereas a doctor might be interested in the success of a particular therapy.
For this reason, it is necessary to provide flexible views of data.

For DWH applications, a multidimensional data model is more flexible than a relational
data model. A relational data model is where data is located in two dimensions whereas a
multidimensional model is where data is located in across multiple dimensions. In multi-
dimensional models, enterprise data is arranged in a multidimensional data space.

4.1 Data Modeling
Relational and Multidimensional Models

In addition to the relational data model, multidimensional data spaces play a particularly
important role in business intelligence. Star and snowflake schemas in particular allow
performance-oriented modeling of multidimensional spaces.

In principle, data models can be semantically, logically, or physically oriented. Physical
data models are technically oriented and specify how data are physically stored. Logical
and semantic views are more interesting for users. Logical data models describe all data
on a logical level, regardless of how it is stored. Semantic models, on the other hand, are
the closest to reality. They depict the data on a completely technology-neutral level.

One of the best known semantic data models is the entity relationship model (ERM). It was
developed in the seventies by Peter Chen and has been modified and extended over time
(1977). ERM is used in the conceptual phase of application development to structure the
communication between users and developers as well as in the implementation phase as
a basis for database design. With ERM, operational data structures can be modeled well.
Even multidimensional data structures, which are presented below, can be modeled with
it.

Redundancies and Normal Forms

In practice, relational databases are not always created using a model, such as ERM. The
major disadvantage resulting from this is that redundant information can be stored.
Redundancy refers to the duplicated storage of identical attribute values for a single
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object characteristic. For example, a redundancy would occur if an employee’s name was
stored in an employee database together with both their department and their depart-
ment number. Redundancies compromise the consistency of the database and can lead to
anomalies. For example, if the department number changes, several tuples must be
changed at the same time. This is not only costly, but also carries the risk of inconsistency
(update anomaly). If all employees leave a department, the information about which
department number is assigned to the department is also lost (deletion anomaly). To pre-
vent anomalies, a number of rules and principles apply. A widely used procedure to avoid
redundancies and inconsistencies is normalization.

Primary Key and First Normal Form

Normalized data are data that are free of redundancies and inconsistencies and can there-
fore be managed more efficiently. However, a strong normalization can also have a nega-
tive effect on performance. The theory of normal forms goes back to Edgar F. Codd, inven-
tor of the relational database. He developed mathematical rules that transform relational
databases into data structures that are free of redundancy or at least minimize redun-
dancy. In essence, this process consists of three normalization steps.

The definition of the first normal form (1NF) is as follows: a table row may only contain
one attribute value. The technical definition is that the attribute value must be atomic. If
repeating groups occur in a table, a separate table line must be created for each value of
the repeating group.

Second and Third Normal Form

The definition of the second normal form is as follows: a relation is in the second normal
form if it is in the first normal form and all non-key attributes depend functionally on the
entire key. This means that it must be impossible for key parts to identify certain attributes
of the relation. A new table must therefore be created from those attributes that only
depend on a part of the compound primary key. A relation of the third normal form exists
if the second normal form exists and no functional dependencies exist between non-key
attributes.

4.2 OLAP Cubes
The focus of the online analytical processing (OLAP) cube model is usually on business
ratios as carriers of quantitative information, which are described by corresponding sets
of dimensions. Each dimension is explained by a set of attributes. For example, the dimen-
sion “time” is described by the attributes “year,” “month,” “quarter,” “week,” and “day.”
The attributes can be related to each other within a dimension and form a relationship
hierarchy. The hierarchy facilitates both the aggregation of data and navigation through
the data. In common parlance, the resulting multidimensional data space is also referred
to as an OLAP cube, which is illustrated below:
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Facts
These are corporate key

figures, such as turnover,
costs, and unit numbers.

Dimensions
These describe key busi-

ness figures, e.g., by spec-
ifying time, region, or

product.

Figure 16: Cube and Dimensions

Source: Gluchowski et al. (2008), p. 156.

A cube consists of dimensions (edges of the cube) and key figures or facts (values at the
coordinates inside the cube). Facts are operation-related, quantitative variables such as
sales, costs, and unit numbers. Dimensions are descriptors for key figures such as time,
customer, and product. The elements of a dimension can be grouped into hierarchies
based on functional dependencies. For example, months can be grouped into quarters
along the time dimension or products into product groups along the product dimension.
Key figures can be consolidated across the dimension hierarchy (e.g., calculated totals).
There are several operations available for navigating through a multidimensional data
model: roll-up and drill-down, slice and dice, drill-across, pivoting, and rotation.

Roll-Up and Drill-Down

Users can use the roll-up and drill-down operations to navigate along the relationship
hierarchy.
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Drill-down
Using drill-down, you can
jump to a deeper level of
detail in a report.
Roll-up
Using roll-up, you can
jump to a higher level of
aggregation.

Figure 17: Roll-Up & Drill-Down

Source: Kemper et al. (2010), p. 103.

The drill-down operation increases the level of detail, e.g., the user has the possibility to
view the monthly key figures for individual products at a daily level. The roll-up operation
is the inverse function to the drill-down operation, i.e., the level of detail is reduced so that
data are viewed in aggregated form. For example, the user can view the monthly key fig-
ures at a quarterly level.

Slice and Dice

Individual views of the data model are generated using the slice and dice operation. An
example of the slice operation is provided below.
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Slice
The slice operation allows

you to view data across a
single plane.

Figure 18: Slice Operator

Source: Kemper et al. (2010), p. 105.

The slice operation cuts individual slices out of the data cube and thus allows a single
plane of the cube to be viewed. For example, using this operation, the user can limit their
analysis to viewing the turnover for a single region by “cutting out” the slice of the region.
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Dice
The dice operation allows
you to view individual
sub-cubes.
Drill-across
The drill-across operation
allows you to switch to
other cubes.
Pivoting
This involves rotating the
cube to view data from
different perspectives.

Relational storage
model (ROLAP)
This is where multidimen-
sional data models are
converted into relational
storage concepts.
Multidimensional
storage model (MOLAP)
This is where the physical
storage of data takes
place in a multidimen-
sional database manage-
ment system.

Figure 19: Dice Operator

Source: Kemper et al. (2010), p. 105.

The dice operation cuts a partial cube out of the total cube. The operation allows the user
to view the key figures for a concrete combination of dimension elements. Using the drill-
across operation, you can switch between different dice.

Pivoting

Pivoting allows you to virtually rotate data cubes to view data from different perspectives.
The order of the displayed dimensions is reversed when pivoting occurs.

4.3 Physical Storage Concepts
There are a number of different concepts that exist for the storage of data in a DWH. The
use of the multidimensional data model does not necessarily require multidimensional
data management. The relational storage model (ROLAP), an alternative to the multidi-
mensional storage model (MOLAP), is actually used more often. Another option is the
hybrid storage model (HOLAP), which combines multidimensional and relational stor-
age.
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Hybrid storage model
(HOLAP)

This model combines the
strengths of the relational

and multidimensional
concepts.

Star schema
This describes how

dimensions are arranged
in a star shape around the

fact table.

Relational Storage (ROLAP)

The most widely used DWH data storage model is the ROLAP. In this model, data from the
multidimensional data model are stored in two-dimensional tables. However, the multidi-
mensional interface must be retained for the overall system. Thus, the data from the mul-
tidimensional data model are mapped onto a relational database system (Bauer & Günzel,
2008).

Multidimensional Storage (MOLAP)

With the MOLAP, the physical storage of data takes place in a multidimensional database
management system. Storage is made possible by transferring the model elements
directly into physical objects. The data elements are stored in arrays.

Due to the multidimensional structure of data storage, a very high query speed can be
achieved. However, the problem with multidimensional database management systems is
that these systems cannot manage very large data sets. For this reason, a comprehensive
data warehouse with low granularity should be implemented using relational storage,
whereas a small data warehouse (e.g., data mart), which is formed using already aggrega-
ted values, should be implemented using multidimensional storage.

Hybrid Storage (HOLAP)

The HOLAP attempts to combine the strengths of the relational and multidimensional
concepts. Both a relational and a multidimensional database are used for storage. The
relational database stores data that are detailed and available in large quantities, while
aggregated data are stored in the multidimensional database. Data access is achieved by
means of a multidimensional query tool. By using both technologies, it is possible to
exploit the respective advantages and overcome the inherent disadvantages of each of the
types of data storage. However, comprehensive knowledge of both storage models as well
as additional implementation efforts is necessary for a hybrid storage model to be effec-
tive.

4.4 Star Schema and Snowflake Schema
In the physical implementation of a multidimensional data model, a distinction can be
made between two different database structures: star schema and snowflake schema.

Star Schema

The star schema consists of a fact table in which the keys for a data cube are managed.
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Snowflake schema
This is normalized with
respect to functional
dependencies.

Figure 20: Star Schema

Source: Kemper et al. (2010), p. 68.

The figure shows that the dimension tables are arranged in a star shape around the fact
table. There is a separate table for each dimension. Relationships only exist between the
fact table and the dimension table, not between the dimension tables. The link between
the fact table and the dimension table is achieved by including the primary key of the fact
table as a foreign key in the primary keys of the dimension tables.

Snowflake Schema

Another multidimensional schema is the snowflake schema. In this schema, a fact table is
surrounded by dimension tables, which are in turn surrounded by dimension tables; in
this manner, hierarchies are split into additional dimension tables rather than contained
to a single dimension table. In contrast to the star schema, the snowflake schema is nor-
malized with regard to functional dependencies, which results in a large number of tables
that are joined together in a query (SQL join). As data are split into different dimension
tables, the additional joins mean that data fetching can take longer, resulting in reduced
performance for queries. For this reason, the star schema is used more often. A star
schema can be created from a snowflake schema by de-normalizing the tables belonging
to each dimension (Bauer & Günzel, 2008).

The modeling of multidimensional data is done within the relational data model with star
and snowflake models. The schemas allow a performance-optimized modeling of multidi-
mensional data spaces. Thereby, the strict theoretical requirements for relational systems
are (knowingly) violated in some cases.
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Slowly changing dimen-
sions (SCD)

These describe concepts
for the historicization of

dimensions.

4.5 Historicization
In a multidimensional data model, a distinction is made between fact tables and dimen-
sion tables. Facts are usually historicized using the foreign key relationships of the data to
the time dimension. The historicization of dimensions, on the other hand, is more com-
plex. A common challenge in the DWH context—the problem of historicizing dimensions—
is described in detail below.

In the data warehouse context, changes to dimensions must be taken into account in addi-
tion to the historicization of facts. Changes of dimensions occur, for example, when prod-
ucts are renamed. Data warehouse expert Ralph Kimball introduced the term “slowly
changing dimensions (SCD)” to describe the historicization of dimensions. The term
slowly changing dimensions acknowledges that changes to dimensions occur less fre-
quently, less consistently, and more unexpectedly compared to changes in facts.

Slowly changing dimensions can be processed in three ways according to Kimball. The fol-
lowing example illustrates the three types of responses to SCD in their treatment of data. A
product table is given, which describes a dimension in the data warehouse. The key attrib-
utes are underlined in the representations.

Table 7: Dimension Table Products

Product number Product name Product group

1 Phone1 Corded tel.

2 Phone2 Cordless tel.

3 Phone3 Cordless tel.

Source: Glasker (2017).

From the corresponding data sources, the following data set is extracted on 02.06.2015,
where the product group of a product has changed.

Table 8: Extracted Data Products

Product number Product name Product group

3 Phone3 Cordless ISDN tel.

Source: Glasker (2017).

We can see in this table that the product group for Product No.3 has been modified to
“Cordless ISDN Tel.” According to Kimball, there are three basic responses to documenting
this change in the DWH which he terms SCD type 1, SCD type 2, and SCD type 3.
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SCD type 1
This overwrites the data
record.

SCD type 2
This is where a validity
interval is added to each
data record.

SCD Type 1

With SCD type 1, the corresponding data record is overwritten. Information is lost as a
result. When analyzing data over a period of time, it is no longer possible to trace the
change in the dimension. In the case of a dimension historicization according to SCD type
1, the previous data record “Phone3” is overwritten by the new data record. In this case,
the information about the previous product group is lost.

Table 9: Historicization SCD Type 1

Product number Product name Product group

1 Phone1 Corded tel.

2 Phone2 Cordless tel.

3 Phone3 Cordless ISDN tel.

Source: Glasker (2017).

As seen in the above product dimension table, when the SCD type 1 response is imple-
mented, no historicization takes place. The corresponding data record is simply overwrit-
ten.

SCD Type 2

For a dimension historicization according to SCD type 2, two additional attributes are
required that define the validity interval of the dimension. When a dimension is changed,
the upper limit of the validity of the previous dimension is set to the date of the change.
The new dimension is inserted as a new data record with a validity interval from the date
of the change to infinity.

With SCD type 2, a validity interval is added to each data record, which is defined by the
attributes ValidFrom and ValidTo. When the new record arrives, the previous entry for
Phone3 is recorded by setting the ValidTo attribute to the day before the change. The new
record for Phone3 is inserted in the table with the validity interval from the date of the
change to infinity. In this way, the original product group remains traceable through the
history management as well as the date of the change.

In order to distinguish the current record from the historicized one, the validity period
must be included together with the product number in a new composite primary key.
Alternatively, the distinction can also be made by replacing the key with a surrogate key.
The new key must then be propagated to the fact tables so that new facts reference the
correct dimension (Kimball & Caserta, 2004, p. 185). The mapping from the previous prod-
uct to the changed one must be controlled via the metadata of the ETL process.
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SCD type 3
This is where the data

record is extended by an
attribute with the new

name.

Table 10: Historicization SCD Type 2

Product number Product name Product group ValidFrom ValidTo

1 Phone1 Corded tel. 01/01/1999 31/12/9999

2 Phone2 Cordless tel. 01/01/1999 31/12/9999

3 Phone3 Cordless tel. 01/01/1999 01/06/2015

4 Phone4 Cordless ISDN tel. 02/06/2015 31/12/9999

Source: Glasker (2017).

In the above table, a historicization according to SCD type 2 was carried out using a valid-
ity interval and surrogate key.

SCD Type 3

SCD type 3 extends the existing data record by an attribute containing the new designa-
tion, i.e., a new field is added. The original state and the current state are not completely
historicized, rather only the original state and the current state are saved. With SCD type 3,
the product table is extended by the additional attribute “NewProdGroup” in which the
new product group is stored.

Table 11: Historicization SCD Type 3

Product number Product name Product group New product group

1 Phone1 Corded tel. Corded tel.

2 Phone2 Cordless tel. Cordless tel.

3 Phone3 Cordless tel. Cordless ISDN tel.

Source: Glasker (2017).

In the above table, a history (SCD type 3) was created using the additional attribute “New-
ProdGroup.” The additional attribute allows old and new product groups to be traced.
Multiple changes cannot be saved. The date of the change is not saved.

Comparison of SCD Types 1—3

SCD type 1 is the easiest to implement and keeps the data volume low. However, there is
no historicization. Important information may be lost when data is overwritten. Given the
analytical nature of most applications utilizing the data warehouse, this loss of informa-
tion will be unacceptable in most cases.

SCD type 2 offers full historicization of dimensional changes. The implementation of SCD
type 2 is complex. The necessary recognition of the change is also difficult. However, with
SCD type 2, no information is lost.
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SCD type 3 only historicizes the original and current value of an attribute. Information is
lost if an attribute is changed several times. This type of dimension change is also complex
to implement. Therefore, SCD type 3 is only to be used for very special cases. An example
would be the conversion of postal codes. Since it can be assumed that such a change
occurs rarely and the change does not have to be fully traceable, the loss of information
can be accepted here.

SUMMARY
Users usually have different interests in the data generated via business
intelligence. Flexible views are therefore necessary. Multidimensional
data models can be used to arrange data in a multidimensional data
space.

The focus of the OLAP cube model is usually on business ratios as carri-
ers of quantitative information, which are described by corresponding
sets of dimensions. There are a number of different concepts (ROLAP,
MOLAP, and HOLAP) that exist for the storage of data in a DWH.

In the physical implementation of a multidimensional data model, a dis-
tinction can be made between two different database structures: the
star schema and the snowflake schema. The historicization of dimen-
sions, also known as “slowly changing dimensions (SCD),” is a regularly
occurring challenge in the DWH context. Slowly changing dimensions
can be processed via three different ways of recording changes in
dimension tables.
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UNIT 5
ANALYTICAL SYSTEMS

STUDY GOALS

On completion of this unit, you will have learned …

– how analysis systems or front-ends can be classified.
– what is meant by free data research and ad hoc analysis systems.
– which reporting systems are used in business intelligence.
– which model-based and concept-oriented analysis systems exist.
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5. ANALYTICAL SYSTEMS

Introduction
Based on the data stock of an implemented data warehouse architecture, special IT sys-
tems can be used to perform analyses for the purpose of information retrieval. Accessing a
data warehouse (DWH), or the underlying data marts, can be done in different ways and
with different applications—this often depends on the IT knowledge of the respective user.

In order to satisfy the various demands of users, an array of procedures and tools, each
with their own distinct features, were developed, making classifying them difficult. One
possible classification differentiates between

• free data research,
• ad-hoc analysis systems (e.g., OLAP),
• report systems,
• model-based analysis systems, and
• concept-oriented systems,

wherein the first four classes are (simply) categorized as generic systems. The following
figure illustrates the facts and also shows some of the common aspects of these five pro-
cedures.

Figure 21: Analysis Systems for Management

Source: Kemper et al. (2010), p. 90.
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5.1 Free Data Research and OLAP
Free Data Research

Since both a data warehouse and data marts are data objects, a respective data query can
be performed with a data manipulation language (DML) that underlies a database man-
agement system (DMBS), very often with structured query language (SQL). One such query
is named free data research as it can generally be very flexibly formulated, particularly
regardless of the underlying models (Kemper et al., 2010). Such SQL queries can, for exam-
ple, be integrated directly into programming environments and executed there.

A second variant of free data research is Multidimensional Expressions (MDX), which was
developed by Microsoft specifically for data marts and can be seen as an extension of SQL
in the context of a data warehouse, since MDX queries inquire about the dimensions of a
cube rather than the attributes of tables (as in SQL). Both variations—SQL and MDX—are
directed toward technically adept users, who should be well-acquainted with, among
other things, the structure and the underlying data model. Hence, they are not aimed
toward a wide user base.

OLAP—Online Analytical Processing

The termonline analytical processing (OLAP) includes methods and technologies, which
allow for ad-hoc analysis on the basis of multidimensional information. The user of such a
procedure has the opportunity to analyze data under different “aspects”—these are called
dimensions.

The term OLAP goes back to the British mathematician Edgar F. Codd, who came up with
12 rules to characterize the capability of an IT system (Codd et. al., 1993). These rules can
be summarized into four groups and are listed briefly below.

General requests

The general requests are:

• Multidimensional conceptual view. A multidimensional conceptual data model is used
as a basis, which allows the user to perform intuitive analysis.

• Transparency for data stocks. Data is compiled from heterogeneous sources and made
available.

• Intuitive data processing. Slice and dice functions, as well as drill-down operations, are
provided for analysis over dimensions.

• Accessibility. Access to data should be consistently and uniformly possible.

Requirements for report generation

The requirements for report generation are:
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• Consistent response times for report generation. Independent of the underlying data
models, the amount of data or number of dimensions, consistent and quick response
times should be possible.

• Flexible generation. Ensuring of the comparability of different dimensions.

Dimensional aspects

The dimensional aspects are:

• Generic dimensionality. The structure of dimensions should be uniformly operationally
available.

• Unrestricted cross-dimensional operations. Support of calculations and aggregation
functions for dimensions.

• Unlimited amount of dimensions and classification levels. Between 15 and 20 dimen-
sions of a data model should be supported.

Technological requests

The technological requests are:

• Dynamic handling of sparsely populated matrices. Dynamic memory.
• Multi-user support. According to the requirements of a client/server architecture.
• Client/server architecture. Optimized load balancing through different front-ends hav-

ing access to various back-end servers.

Since Codd et al. published these rules with various companies, he was accused of being
dependent on a manufacturer. Because of this, but also because of technical require-
ments, the importance of these rules for evaluating OLAP systems has lessened some-
what. Two years later, Nigel Pendse and Richard Creeth developed five rules under the
acronym FASMI, which stands for fast analysis of shared multidimensional information.
This defined OLAP systems based upon user-specific requests, such as (Pendse & Creeth,
1995):

• Fast. Queries should be answered within a time window of five to twenty seconds.
• Analysis. An OLAP system should be able to handle any required logic. The definition of

a more complex analysis query should be realizable without much programming effort.
• Shared. An OLAP system should allow for multi-user operation, which implies the avail-

ability of suitable access protection mechanisms.
• Multidimensional. A multidimensional structuring of the data with full support of

dimensional hierarchies is the main criteria.
• Information. During the analysis, all required data should be transparently available to

the user. Analyses cannot be influenced by the restrictions of the OLAP system.

It follows, then, that OLAP systems are high-performance and easy to use. Their queries
from the data source are compiled in a multi-dimensional data cube and they present
their reports in the form of graphics and tables. The user can select individual criteria and
combine them.
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Key performance
indicators (KPI)
These are key business
indicators.

Scorecards
With scorecards, data are
offered at a glance in
visualized form.

Dashboard
A dashboard visualizes
key figures by means of
graphics and tables.

5.2 Reporting Systems
Reporting systems present users with a clear and simple evaluation of company data.
There are many software solutions on the market that create and design reports. Graphic-
based user interfaces as well as drag-and-drop operations support the analyst to create
reports.

Scorecards and Dashboards

A number of useful presentation tools are used in the preparation of reports. Common vis-
ual presentation tools include “scorecards” and “dashboards.” These tools typically
include key performance indicators (KPI). KPIs are key business indicators that repre-
sent the achievement of certain strategic goals. In the case of corporate websites, an
example of an indicator would be the average length of time visitors spend on the website
or the turnover generated via the website (Liberty, 2018).

Scorecards provide users with a snapshot of decision-relevant data that can be consumed
at a glance. They summarize the current performance of the company (typically in the
form of KPIs) so that the current performance of the company can be quickly compared
with its target performance. Scorecards are usually comprised of large amounts of distrib-
uted information (e.g., KPIs) displayed in condensed form. The degree to which informa-
tion is condensed and the visual form in which it is presented depends on the context. Key
figures can be displayed in various visual forms such as charts, graphs, traffic lights,
speedometers, and thermometer displays.

The dashboard visualizes the key performance indicators, metrics, and other key data
points from different areas of the company in a uniform screen presentation using simple
business graphics and tables. It provides users with multiple data points that describe the
current performance of the company in real-time. In addition, an alarm can be automati-
cally triggered in the form of emails or SMS as soon as a certain threshold value is under-
cut or exceeded.

In practice, the terms “dashboard” and “scorecard” are often used synonymously. How-
ever, there are a number of significant differences between the two. A scorecard is a type
of report that displays a collection of KPIs (key performance indicators) and the perform-
ance targets for each KPI. A dashboard is a container for a related group of scorecard and
report views that are displayed together. Thus, a dashboard contains a collection of other
elements such as scorecards, reports, and filters. Another difference between a scorecard
and a dashboard is that a scorecard is a report summarizing company performance at a
set point in time whereas a dashboard reports company performance in real-time. Two
types of reporting systems are described below. The difference between MIS and EIS is
also shown.

71PREVIEW-PDF, erzeugt: 2023-10-04T10:50:28.526+02:00



Management infor-
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These are report-oriented
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Executive information
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Generated Reports

Management information systems (MIS) are report-oriented analysis systems that focus
on the planning, management, and control of the operational value chain. MIS are used to
help management gain an overview of business processes and make informed business
decisions. MIS systems offer powerful visualization and analysis tools as well as provide
attractive graphics and planning tools. Using MIS systems, trends can be visualized and
“what-if” analyses can be carried out. Executive information systems (EIS) are com-
pany-specific and cross-divisional integrative and dynamic information systems that pro-
vide information support to upper management. They are characterized by a high degree
of flexibility and ease of use (Kemper et al., 2010).

Modern MIS and EIS often resemble one another in their external appearance, presenta-
tion, and user interface. However, there are two differences between the two systems: (1)
EIS primarily present highly condensed, controlling-relevant internal data, while MIS will
present all relevant operational data, and (2) EIS often integrate external information that
is often unstructured but nevertheless relevant to the company, whereas MIS typically
only present internal company data. For these reasons, EIS users are usually higher in a
company management hierarchy (Kemper et al., 2010).

5.3 Model-Based Analysis Systems
While free data queries and OLAP systems usually involve minor calculations, complex
evaluations require model-based analysis systems that have a strong algorithmic or
rule-based orientation. Decision support systems, expert systems, and data mining belong
to this category (Kemper et al., 2010). Model-supported analysis systems use business
models for calculations and analyses. These are therefore evaluations with a higher
degree of complexity and abstraction.

Decision Support Systems

A decision support system (DSS) is an interactive model- and formula-based system
(Kemper et al., 2010). A decision support system uses existing models and formulas to
support management in more or less structured decision situations. As the name sug-
gests, decision support systems provide recommendations for action, taking into account
the available data. The focus is on planning in the narrower sense, investigating possible
alternatives for action using mathematical methods and models (Hansen & Neumann,
2001).

Expert Systems (XPS)

An expert system is an information system that makes specialist knowledge available in a
limited area of application. It essentially seeks to emulate the decision-making ability of
experts using artificial intelligence technology. Its main components are a knowledge base
(i.e., database with expert knowledge) and a problem-solving component (Hansen & Neu-
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Data mining
This process identifies
previously unknown cor-
relations, patterns, and
trends.

mann, 2001). It should be noted that in addition to the specialist knowledge of the
experts, their problem-solving techniques also flow into the expert system. This allows the
experience of experts to be used in a holistic way (Kemper et al., 2010).

Expert systems combine learned heuristics with expert knowledge and are therefore able
to a certain extent to solve novel problems independently. Due to the integrated knowl-
edge acquisition component, knowledge within the system can be expanded or made
obsolete and incorrect information can be corrected (Hansen & Neumann, 2001). The
explanatory component serves to make the procedures of the expert system transparent.
For this reason, XPS are assigned to the research area of “artificial intelligence.” Today,
expert systems are mostly used in the banking and insurance industry for credit assess-
ments and risk analysis. XPS are often part of integrated applications, e.g., in the form of
interactive help systems.

Data Mining

Data mining is the software-supported determination of previously unknown correla-
tions, patterns, and trends evident in the data stock of very large databases or DWHs. In
contrast to standard query tools, the analyst does not need to know what they are looking
for from the outset; instead, they are guided towards interesting information.

Typical data mining methods include the following:

• Outlier detection. This is where unusual data records are identified (e.g., outliers, errors,
changes).

• Cluster analysis. This groups objects based on similarities.
• Classification. Here, previously unassigned elements are assigned to corresponding

classes.
• Association analysis. This is used to identify relationships and dependencies in the data

in the form of rules such as “A and B normally follow C.”
• Regression analysis. This deals with the identification of relationships between several

dependent and independent variables.
• Aggregation. This is where data sets can be reduced to more compact descriptions with-

out a significant loss of information.

There are many examples of data mining in practice. Banks use data mining to detect
credit card fraud and profile customers who are likely to be unable to meet their credit
obligations. In marketing, data mining is used to make sales forecasts, conduct customer
segmentation, perform shopping cart analyses, and detect abuse. In human resources,
data mining can be used to support personnel recruitment and detect employee errors or
oversights. There has been a strong upswing in the use of data mining with the increase in
web applications. The practice of web mining is also growing as data mining techniques
are applied to the internet in order to generate information from online data.
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5.4 Concept-Oriented Systems
Concept-oriented systems are business intelligence (BI) tools that provide analyses and
data based on specific business concepts or procedures. The balanced scorecard is a well-
known example of a concept-oriented system utilized in modern BI systems. There are
many BI solutions on the market that provide tools for planning and consolidation based
on specific business concepts such as value-based management (Kemper et al., 2010).

The balanced scorecard (BSC) is a specific form of business scorecard. The BSC origina-
ted from a research project conducted in the early 1990s by Robert S. Kaplan and David P.
Norton (1996). The original impetus for the project was dissatisfaction felt at the time with
the one-dimensional, financially-oriented criteria used to measure the performance of
companies. The use of a single dimension to measure success was deemed insufficient to
really measure the success of a company.

As a strategic planning and management system, the BSC focuses not only on the financial
activities of the company but also on human aspects. In creating and using a BSC, the
attention of management is directed to all relevant parts of the company and leads to a
more balanced picture of the company’s activities. Traditionally, the BSC framework views
the company from four different perspectives: financial, internal process, customer, and
learning and growth. However, these perspectives are not prescribed; they constitute a
basic framework that can be supplemented with company-specific perspectives, as is
done in many cases.

SUMMARY
In order to generate business-relevant information from company data,
it must be analyzed accordingly. In principle, analysis systems can be dif-
ferentiated into free data queries, ad-hoc analyses, and reporting sys-
tems as well as model-based and concept-oriented systems. With free
data queries, data can be retrieved relatively easily using data manipula-
tion languages such as SQL or MDX.

With the help of ad-hoc analyses or OLAP, the analyst has the possibility
to adapt corresponding evaluations “live” or “online” in order to obtain
different views of the data depending on specific business requirements.
The reporting systems (e.g., scorecards, dashboards, MIS, EIS) allow a
simple, clear evaluation and presentation of company data.

While free data queries and OLAP systems usually involve minor calcula-
tions, complex evaluations require model-based systems that have a
strong algorithmic or rule-based orientation. Decision support systems,
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expert systems, and data mining belong to this category. Concept-orien-
ted systems are tools that provide analyses and data based on extensive
business concepts or procedures.
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UNIT 6
DISTRIBUTION AND ACCESS

STUDY GOALS

On completion of this unit, you will have learned …

– how knowledge is generated from business intelligence content.
– which support systems and formats are used for the distribution of information.
– how portals can be used to facilitate access to information.
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6. DISTRIBUTION AND ACCESS

Introduction
Business intelligence (BI) analyses can provide a company with important insights that
support informed and strategic decision-making. However, the role of employees in enact-
ing subsequent decisions is not always sufficiently understood. In practice, it can be that
results of BI analyses are only applied by a few users or not adequately distributed so that
some decision makers and departments are left without important analysis results.

There are many reasons for a suboptimal supply of information. It is often the case that
only a limited group of users can access the analysis results of data mining systems. It can
also be that the selection of recipients for the manual transfer of analysis results can be
subjective. However, the most common reason for suboptimal sharing of information is
that BI analyses are often performed by specific departments without the knowledge of
others.

The success of any BI analysis in the long-term is ultimately determined by the adequate
supply of information to relevant parties within the company. Accordingly, corporate com-
munication must be optimized and BI must be linked to the existing knowledge manage-
ment structures within companies. The results of BI analyses must be documented and
made available in appropriate form so the information can be used throughout the com-
pany. Content and document management systems, as well as central, customized BI por-
tals, can be useful tools to ensure that this occurs.

6.1 Distribution of Information
Valuable knowledge can be gained by implementing BI solutions. The targeted deploy-
ment of knowledge created via BI solutions and the effective distribution of knowledge
that already exists within the company promise enormous gains in efficiency. BI users can
benefit immensely from accessing knowledge that already exists within the company. This
helps to avoid the duplication of work. Developers can also access existing or consolida-
ted applications. For the systematic dissemination of knowledge, operational manage-
ment tools can be used. In this context, content and document management systems can
play a particularly important role. Content and document management systems, collec-
tively referred to as knowledge management tools, are described below.

Knowledge Management

To aid the classification of knowledge management tools in the context of BI, the concept
of knowledge is described in detail in the following figure.

78 PREVIEW-PDF, erzeugt: 2023-10-04T10:50:28.526+02:00



Figure 22: Delineation of the Concept of Knowledge

Source: Bodendorf (2006), p. 1.

DEFINITION: KNOWLEDGE
Knowledge is defined as the sum of facts, information, and skills acquired
through experience or education used to solve problems.

When considering the above figure, we can see a hierarchy of components that constitute
knowledge. We can see that knowledge is not just the accumulation of information; distin-
guishing which information is justified relative to the specific context (pragmatics) is the
process by which information is transformed into knowledge. This property is not present
in the information itself. Although information has context-dependent meaning (seman-
tics), it only focuses on discrete aspects of a subject area. Data, comprised of alphanu-
meric characters that have been put together according to predefined rules (syntax), only
becomes information when combined within the structure of meaningful syntax. These
components of knowledge become relevant when considering how to manage the distri-
bution and access to it.

Knowledge management enables companies to document operational knowledge and
make it available to relevant employees. On a technical level, knowledge management
systems provide IT-based support for operational knowledge management. The degree to
which knowledge can be codified will determine how it can support operations; that is,
knowledge that can be stored or documented in a structured form is the knowledge that
can be made accessible to corresponding user groups via knowledge management sys-
tems. In contrast to this form of knowledge, implicit knowledge refers to the knowledge
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stored in the minds of employees which cannot be stored in electronic form due to its
complexity. The exchange of implicit knowledge is primarily possible through interperso-
nal communication.

Content management systems (CMS) and document management systems (DMS) are
designed for handling unstructured data and are used to manage codified knowledge.
These systems are critical when building integrated BI and knowledge management solu-
tions. Integration is facilitated in part by the fact that leading end-to-end providers offer
corresponding BI and CMS tools as product suites that are designed to work together.

Content and Document Management Systems

Both content management and document management systems support unstructured
data. Document management systems were originally designed to efficiently manage
paper-based documents. DMS functions include the capture, archiving, version manage-
ment, and provision of documents in electronic form. Content management systems
focus on handling heterogeneous media formats such as numerical data, text, graphics,
images, audio, or video sequences.

With CMS, content, structure, and layout are strictly separated to allow media to be used
multiple times. CMS support the insertion, updating, and archiving of articles as well as
content preparation and compilation in case of use. A CMS is supported by procedures for
version control, authorization assignment, and quality assurance. The different systems
grow together due to increasing web-based infrastructures. DMS are extended by CMS
functions and vice versa. The following figure shows that CMS and DMS can be used for
information distribution, data storage systems, and source systems within a BI approach.

Figure 23: Possible Roles of CMS and DMS in a BI Approach

Source: Kemper et al. (2010), p. 146.
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CMS and DMS have various functions for the controlled management and distribution of
content. The different functions and their potential for use in the context of distributing BI
knowledge are

• dedicated access control,
• workflow management,
• life cycle concepts for knowledge,
• check-in/check-out: controlling concurrent access,
• document collation,
• version management, and
• information retrieval.

With the help of corresponding DMS or CMS functions, role assignments can be differenti-
ated and different rights assigned. In this way, access to distributed BI knowledge can be
controlled centrally (i.e., via dedicated access control). Multi-stage release processes are
made possible by workflow management. The problem of “information overhead” (i.e.,
resources such as processing time or storage space consumed) can be avoided due to the
underlying functionality (DMS or CMS).

The distributed BI content does not usually have unlimited validity. Analysis results and
the analysis models behind them become unusable at some point, e.g., due to the dynam-
ics of market structures. As a result, there are functions available to provide BI documents
with an “expiration date” (life cycle concepts for knowledge units).

With the check-in/check-out mechanism, concurrent access can be avoided if content is
required for more than simply “read” access. For example, updates are required to adjust
model parameters or update obsolete result reports. With the help of DMS, individual
documents can be combined into a collective document. Corresponding contents can be
stored together, e.g., balanced scorecard reports can be bundled together to enable differ-
ent detail views. Version management functions allow you to trace the history of any BI
content or documents that may be modified.

Information retrieval refers to functions that find documents for specific information
needs. The corresponding functionality is therefore of central importance for information
distribution. The integration benefit increases if a corresponding document stock is
already stored in a DMS or CMS. In the case of a query, both the existing and supplemen-
ted BI content is delivered. Accordingly, such an approach can also be understood as a
step towards merging structured and unstructured information.

Distribution

Knowledge content ready for distribution can be used more efficiently and flexibly
depending on its preparation. These range from static documents with limited scope for
edits to customized templates that can be used as samples for applications. Distribution
can be divided into the distribution of analysis results and the distribution of subsystems.
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Distribution of analysis results

DMS and CMS can be utilized to reuse electronic documents created in the context of BI
throughout the organization. In particular, results that were generated using analysis sys-
tems are distributed. These are typically prepared as MS-Excel files, PDF documents, and
web pages.

The further use of results is facilitated if the information is kept in a machine-readable
form. For example, the CSV format can be imported by almost all programs for data prepa-
ration and analysis. Values are stored in simple text files and mapped to a tabular struc-
ture using separators. Further flexibility in data exchange can be achieved by using exten-
sible markup language (XML). The XML schema can be used to define extensive structure
and format specifications. The power of XML lies in the fact that different dialects can be
combined.

In the BI field, a variety of dialects are used. A commonly used format is extensible busi-
ness reporting language (XBRL). XBRL is primarily designed to be used in the exchange of
business data. For example, the XBRL format can be used to define financial statement
data in order to meet specific accounting standards and to publish it as required for exter-
nal accounting purposes. Typical recipients include auditors, shareholders, analysts, and
government organizations. The XBRL format is also suitable for exchanges between appli-
cation systems as well as for internal reporting. It is also increasingly used as an exchange
format in the BI area, as a result of its widespread use, simplicity, and flexibility.

Distribution of subsystems

OLAP and data mining tools are designed to solve unique and individual results. For exam-
ple, an analysis conducted via OLAP might review a one-off sales promotion or identify the
cause of a decline in regional sales. The individual results of these analyses have no corre-
sponding validity in any other context. Disseminating these results company-wide is
therefore not a valuable exercise.

Moving beyond the actual results of each analysis, the knowledge regarding the prepara-
tion and execution of the analysis is actually relevant. The analysis model, analysis proce-
dure, dimensions, parameters, data connection, and, if necessary, the form and layout of
the data preparation should be recorded. In a similar way, reusing report definitions can
also support future report development. Writing a user manual involves considerable
effort. Reusing a manual can be made easier if machine-readable formats for defining
application modules are exchanged.

In addition to the manufacturer-specific formats, XML standards can also be used for this
purpose. The predictive model mining language (PMML) is designed for the description
and exchange of data mining models. Here, data sources, preparatory transformations,
and parameters of the model used are specified. Similarly, the report definition language
(RDL) from Microsoft is used to record corresponding report definitions. Here data bind-
ing, layout, and report metadata are all taken into account.
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Portals
These are central web
applications used by
companies to offer struc-
tured information.

Portlets
These are the component
parts of a portal.

The professionalism of reuse is further enhanced by using individually configured applica-
tion templates. Templates are ideally created so that manual saving, loading, and installa-
tion activities are not necessary. Leading manufacturers have implemented corresponding
concepts and supply standard templates for common analysis applications. In addition to
the analysis layer, some of these templates also contain data modeling and data source
connection. In larger BI environments, the targeted distribution of templates via DMS or
CMS has become increasingly relevant.

6.2 Access to Information
Access via Portals

A user interface for management support must hide the complexity of the BI infrastructure
through integration performance to ensure consistent and efficient access. In addition,
personalization must be used to meet the requirements of various users. In principle, BI
content can reach the user in various ways, e.g., through analysis front-ends, as part of
company websites, and integrated into operational applications. Newer channels include
feeds, which are designed for distributing discrete content to different front-end applica-
tions. Feeds can be used for exception reporting, e.g., via widgets. Widgets are independ-
ent program components with their own user interface that are integrated into a graphical
user interface. Widgets are often used for the visualization of process states. In addition to
stationary devices, internet-enabled mobile devices are increasingly being used. Smart-
phones are a popular end device used in this context.

The implementation of solutions is simplified by open, internet-compatible formats for
the transmission and conversion of data. Implementation is also facilitated by technolo-
gies for the web-based provision of functions or individual program components. Portals
are a particularly effective and convenient way of presenting BI analyses to end users.
These are mostly central web applications with which companies can offer structured
information.

Content Integration

The most important feature of portals is that different content and applications are com-
bined via a common interface. For example, BI portals integrate web-based analysis sys-
tems that are made available to users without them needing to install additional software.
This gives management and other users centralized and structured access to the available
information. The users have a defined entry point into the company knowledge and are
enabled to make informed business decisions. Technically, a BI portal is composed of sev-
eral parts called portlets.
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Figure 24: Schematic Structure of a Portal

Source: Kemper et al. (2010), p. 158.

For example, one portlet can be responsible for news, another for BI applications, and a
third for communication and collaboration. The content can come from internal or exter-
nal company sources. Detailed infrastructure is required to implement BI portals. It should
consist of the following components:

• A portal framework with functions for personalization, single sign-on (to give a portal
user access to all required content and applications according to their authorization
profile), and device-independent access. The latter is intended to allow mobile employ-
ees external access from outside the company.

• Integration. Modern portals support the integration of almost any kind of data sources
and applications, from any database and simple text files to third-party applications
such as ERP/CRM and XML imports via the internet. The use of portlets ensures fast inte-
gration, with non-programmers being supported by numerous wizards.

• The following BI tools should be included: end-user-oriented analysis and reporting
tools, OLAP and data mining tools, and ETL tools.

• Basic services such as administration, security, directory services (SSO), and other serv-
ices facilitate the use of the portal and ensure security.

• Data warehouse infrastructure allows access to dispositive data and data evaluation.

In order for the results of BI analyses to be used throughout the company, they must be
documented and made available to specific employees in an appropriate form. The BI
concepts that operate within companies should therefore be integrated into the company
IT.
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Personalization
This allows content to be
offered in a user-oriented
way.

Content management systems play an important role here. They make it possible to pro-
vide analysis results and models to authorized interested parties in a targeted manner. BI
portals are ideal for central information access. With these central web-based applica-
tions, all BI analyses and information can be made available via a uniform user interface.
Through personalization and single-sign-on access, BI portals can also be highly individu-
alized and adapted to the needs of individual users.

Personalization

Personalization can be applied differently depending on the needs of the organization,
i.e., role-based, group-based, or per individual. Alongside integration, personalization is
another central characteristic of portals. Personalization is used to offer results tailored to
the individual needs of users, e.g., sales and research and development departments only
receive the data that is interesting or relevant to their area of responsibility.

Role-based or group-based personalization is where content is personalized uniformly for
specific roles or groups, so that the same settings apply to all users who belong to that
specific group. In contrast, individual personalization is user-specific and always tailored
to a single person. Individual personalization can be performed explicitly or implicitly.
With explicit personalization, the user actively defines settings such as the portal layout
and content such as specific channels or applications. Implicit personalization uses user
profiles and usage data and independently makes recommendations for relevant portal
content. Another way to increase user orientation is the single sign-on. The basis for a sin-
gle sign-on access system is a directory service such as a lightweight directory access pro-
tocol (LDAP).

SUMMARY
BI analyses can provide a company with important insights that support
informed and strategic decision-making. Accordingly, corporate commu-
nication must be optimized and BI must be linked to the existing knowl-
edge management structures within companies. The results of BI analy-
ses must be documented and made available in appropriate form so
that the information can be used throughout the company. Content and
document management systems as well as central, customized BI por-
tals can be useful tools to ensure that this occurs.

Document management systems were originally designed to efficiently
manage paper-based documents. DMS functions include the capture,
archiving, version management, and provision of documents in elec-
tronic form. Content management systems focus on handling heteroge-
neous media formats such as numerical data, text, graphics, images,
audio, or video sequences. The further use of results is facilitated if infor-
mation is kept in a machine-readable form. Portals are a particularly
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effective and convenient way to present BI analyses to end users. These
are mostly central web applications with which companies can offer
structured information.
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UNIT 7
CURRENT AND FUTURE BUSINESS
INTELLIGENCE APPLICATION AREAS

STUDY GOALS

On completion of this unit, you will have learned …

– how enterprises can embrace mobile business intelligence and benefit from its use.
– the difference between prescriptive and predictive analytics.
– the basic principles of artificial intelligence.
– how business intelligence development has evolved from the waterfall to the agile

method.
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7. CURRENT AND FUTURE BUSINESS
INTELLIGENCE APPLICATION AREAS

Introduction
Business intelligence (BI) serves as the foundation for data-based decisions. The preva-
lence of big data has meant that ever growing amounts of data have to be stored, pro-
cessed, and analyzed. The increasing variety of data and technology have also changed
the demands made of modern data management systems. Accordingly, the scope of busi-
ness intelligence has expanded in recent years, with new developments leading to new
areas of application. One such area is mobile business intelligence. The use of mobile
devices has skyrocketed in the last decade, transforming the way people work, collabo-
rate, and access information. This is reflected in mobile BI, which uses smartphones and
tablets to bring business intelligence and analytics closer to users.

7.1 Mobile Business Intelligence
In an enterprise environment, traditional BI solutions typically deliver business insights to
employees via web-based portals or desktop applications (Verkooij & Spruit, 2013). How-
ever, decisions are made continuously, so whether an employee has access to their desk-
top or laptop should not be a barrier. This is where mobile BI becomes relevant, as mobile
devices are much more portable than laptop or desktop computers. This has real-world
applications, for example, the two case studies presented by Watson (2015) where mobile
BI was adopted by a trucking company and a retailer of clothing and accessories. In this
section, we will discuss some key points that should be taken into account when develop-
ing a mobile BI system.

The main benefit of mobile BI is that it enables end users to access insights on their
mobile devices at any time and from any location. This is very important in certain indus-
tries (e.g., logistics or retail), as it can aid daily operations and allow users to react more
quickly to a wide range of events. However, mobile device management can prove a chal-
lenging task for organizations, as processes should be in place to validate and control
mobile devices in a unified manner. There are two different schools of thought regarding
mobile device management (Verkooij & Spruit, 2013):

1. Standardization of mobile devices. This is used by organizations that prioritize low
maintenance costs, support, and administration of standard types of devices over
end-user convenience.

2. Bring-your-own-device policies. This is implemented by organizations that prioritize
the adoption of mobile devices.

Regarding implementation, there are three approaches when it comes to building a
mobile BI system:
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1. Using web applications that are compatible with all mobile browsers. This reduces
the cost of development and deployment, since there is no need to build apps for
multiple mobile operating systems.

2. Using native apps. Generally speaking, native apps are responsive, offer good user
experience, and also provide access to the hardware features of the mobile device
natively (e.g., GPS, and push notifications).

3. Using a hybrid approach. This involves utilizing HTML5 web applications that enable
developers to build platform-independent applications that are stored and executed
on mobile devices.

According to Verkooij and Spruit (2013), mobile BI should focus on the presentation of key
information in a visually attractive manner, taking into account the following constraints
of mobile devices:

• The small screen size of mobile devices does not allow the same amount of information
to be displayed effectively.

• The lack of a mouse or input device slows down users attempting to access large quan-
tities of information, especially when this information is delivered through dependent
components.

Mobile devices also introduce security threats that must be considered when developing a
mobile BI system. For example, sensitive information could be accessed from outside
company premises via a compromised wireless connection. Mobile devices can be hacked,
lost, or stolen, which puts sensitive information at risk. Project teams must try to mitigate
these threats by putting countermeasures in place.

7.2 Predictive and Prescriptive Analytics
There are many different perspectives on the types of analytics that an organization can
employ. The methods of classification are based on the life cycle of analytics:

• Descriptive analytics. The main question that descriptive analytics answers is “What
happened?” This question is usually the starting point used to gather historical data
before proceeding to more complex analysis. Here, basic statistical metrics and visuali-
zation tools are used.

• Diagnostic analytics. The next question to be answered is “Why did this happen?” In this
phase, drill-down analysis and a focus on correlations are used to identify anomalies
and find patterns, respectively.

• Predictive analytics. The question “What will happen next?” is then asked. The predic-
tion of future outcomes is the main focus here. Predictive modeling and machine learn-
ing algorithms are used to predict what events may occur.

• Prescriptive analytics. Finally, we ask “How can we prevent this from happening again?”
What mitigation actions are needed to avoid a similar event? Artificial intelligence and
neural networks are often applied here.
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In this section, we will look at predictive and prescriptive analytics in more detail, focusing
on current techniques and examples of application.

Predictive Analytics

The figure below shows a typical predictive analytics process, which describes the full life
cycle that is followed in a project.

Figure 25: A Typical Predictive Analytics Process

Source: Gerasimos (2021).

First, the objective of the prediction is defined (e.g., prediction of revenue). Data prepara-
tion then takes place in order to give data structure and create variables to be used in the
model. In the modeling phase, the appropriate model is selected and the required param-
eterization takes place, including model training and validation. Deployment includes
launching the model using actual data: effectiveness is tested here. The final phase is
monitoring, where the predicted outcome is compared with the actual data. Modifications
are made where necessary. This is known as a confusion matrix and is a very useful way to
measure the performance of a model.

As discussed earlier, predictive analytics focuses on future outcomes. More specifically, it
focuses on the probability of something occurring based on specific conditions (rather
than whether a new event is likely to happen). For example, in the banking industry, it
cannot be predicted whether a new product will be launched, but the probability of that
product’s success can be predicted based on its characteristics and its clients’ demo-
graphic data and habits. The rudimentary element here is the identification of a trend and
the correlation between data that lead into a specific outcome. The key in this process is
the use of existing data and knowledge to extrapolate on potential future data. An exam-
ple of this is the use of sentiment analysis on social media: data are collected from social
media and a prediction is made regarding to a user’s sentimental reaction (e.g., positive,
negative, or neutral) toward a particular subject. Posts by politicians and the subsequent
reaction from social media users, for example, can be used to predict attitudes toward cer-
tain topics. With sentiment analysis, we could predict that a key issue such as climate
change may cause discomfort and debate.

Predictive Algorithms

Modeling is a key phase in the prediction chain. The selection of an appropriate model can
often be a difficult task. Some examples of predictive models are as follows.
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Supervised machine
learning
With supervised machine
learning, an algorithm is
used to build the map-
ping function between
input variables (x) and an
output variable (Y): f(x) =
Y.

Unsupervised machine
learning
With unsupervised
machine learning, there
are input data (x) but no
corresponding output
variables. The goal here is
to learn more about the
data.

Decision trees

These are classification and regression algorithms that are categorized as supervised
machine learning algorithms, and can be used to predict either a class or a value based
on a set of decision rules and existing data (i.e., a training set). They follow an iterative
approach, where a branch of the tree is included step-by-step based on specific attributes
that matter in decision-making. There are two types of decision trees:

1. continuous (the outcome is a value within a finite or infinite interval) and
2. categorical (the outcome can take on one of a limited and fixed number of possible

values, e.g., yes or no).

There are many decision trees algorithms, such as chi-square automatic interaction detec-
tion (CHAID), random tree, and classification and regression tree (CART). An example use
case for decision trees is predicting whether a bank customer will sign up for a banking
product (e.g., a credit card or credit protection).

Naïve Bayes classifier

This is a probabilistic classification algorithm with independence assumptions among var-
iables. Its main components are the probability of each class, the conditional probability
of the predictor given a class, and the prior probability of the predictor.

Use case examples for this algorithm include categorizing a hotel review as either positive
or negative using comments, or using weather conditions to decide whether to play foot-
ball or not.

Clustering

This deals with unsupervised machine learning algorithms that aim to group data based
on specific attributes. Records in each cluster (category) have similar features. k-nearest
neighbors and k-means are commonly used algorithms. An example of where clustering is
used is bank customer base segments (e.g., web portal users, branch customers who also
use the web portal, or traditional branch users).

Some examples of sectors where predictive algorithms can be applied are as follows:

• banking, identifying credit risk and cross- or up-selling capabilities in banking
• insurance, identifying potential risks
• aviation, aircraft maintenance requirements and loyalty schemes
• retail, modeling shopping habits of customers and providing personalized offers to cli-

ents
• medical, identifying whether a patient is likely to be sick
• stock trading, predicting product success, future values, and trends
• operations, monitoring production and modeling risk scenarios
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Prescriptive Analytics

In the context of predictive analytics, prescriptive analytics goes one step further. This
involves data-driven models that suggest actions to be taken to achieve the optimal out-
come. While predictive analytics answer the “when” and the “why,” prescriptive analytics
offer suggestions on how to mitigate future risks and achieve an optimized outcome.
Despite being a relatively immature field, the growth in use of prescriptive analytics is
remarkable. A broad use example is navigation applications, where the best route towards
a destination is recommended. In this context, self-driving cars are a more advanced
example of where prescriptive analytics can be used.

So, how does this process work? Basically, prescriptive analysis relies on artificial intelli-
gence to reach accurate decisions from structured and unstructured data of various forms
(e.g., numerical, categorical variables, visual, and aural). Its main characteristic is the con-
tinuous training of and learning from data, in conjunction with a constant updating of the
relationship between input and output. Approaches to prescriptive analysis are catego-
rized into two types: optimization and automation, and rule-based.

Optimization and automation

The focus with optimization and automation algorithms is to provide the ideal solution for
a given objective function through a set of constraints. For example, linear and integer
programming can be used to minimize or maximize an objective function (OF) subject to
various constraints. In linear programming, the OF is linear, while in integer programming
constraints are integers. If the constraints are a mixture of linear and integer, this is called
mixed integer programing (MIP). Another variation is the mixed integer nonlinear pro-
gramming (MINLP), where there are no restrictions regarding constraints and objective
function. In manufacturing, linear programming is often applied to maximize revenues
given a combination of products to be sold.

Rule-based (heuristics)

Rule-based prescriptive analytics is an efficient way to find prompt solutions to complex
problems. Conceptually, rule-based prescriptive models are based on a set of predefined,
sequential rules, with the advantage being that these rules can be easily configured.
Therefore, this technique is not effective for non-predefined scenarios, as the potential
answers generated might not even be possible. An example of this is the hidden Markov
model (HMM); a robust probabilistic algorithm used to model sequential data. Based on a
Markov chain, it is assumed that the outcome is hidden and must be extracted through
observations. Speech recognition is one example application of the HMM. Here, the obser-
vation is the sound when somebody speaks. The written representation of what has been
said is the hidden component, so the target is to deduce the words from sounds.

Some examples of sectors where prescriptive analytics can be applied are as follows:

• healthcare, making staffing recommendations based on patient records
• biology, identifying gene transcription
• operations, recommending a strategy based on cost reduction or revenue growth
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• transportation, generating optimal routes and providing navigation for self-driving vehi-
cles

• finance, lowering transaction costs and decreasing the execution time of transactions

7.3 Artificial Intelligence
Though the terms artificial intelligence, machine learning, and deep learning tend to be
used interchangeably, each has a specific meaning. Let us first define what each of them is
and how they are connected. These terms are defined as follows:

• Artificial intelligence (AI) is a collection of techniques that enables machines to mimic
human behavior and think like human beings. It emerged in the 1950s (Crevier, 1993).

• Machine learning (ML) is a subset of AI. It includes algorithms and statistical features
that drive AI implementation and decision-making through data. It was introduced in
the 1960s (Samuel, 1959).

• Deep learning (DL), a subset of ML, uses artificial neural networks to discover patterns
and solve complex problems. It emerged in the 1970s but did not come into extensive
use until the 2000s.

Figure 26: How Artificial Intelligence Compares to Machine Learning and Deep Learning

Source: Gerasimos (2021).

In the following sections, we will take a closer look at each of these areas.
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Pure Artificial Intelligence

AI, as a discipline, aims to create intelligent machines with decision-making capabilities.
Machines that use techniques like speech recognition, image recognition, computer
vision, and robotics are examples of AI-powered technologies.

As discussed earlier, AI has been researched for many decades (Marsden, 2017). In the fol-
lowing figure, you can see how AI has evolved, the main events that shaped it, as well as
the periods of time that there was little or no progress (this is often referred to as an “AI
winter”).
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Figure 27: The Evolution of Al Over the Years

Source: Gerasimos (2021), based on Marsden (2017).

Nowadays, there is an ongoing discussion about whether another AI winter is approach-
ing, and whether AI, as a field, is on its way to once again face a reality of unmet expecta-
tions and broken promises. The main criticisms often lie with deep learning and its limita-
tions. This discussion is not a surprise, as it is consistent with Gartner’s hype cycle, which
describes four main stages any innovation goes through (Gartner, 2020):
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1. The starting point (or trigger point)
2. The peak point of overestimation (and overpromised expectations)
3. The bottom point, where failure of expectations leads to disappointment and aban-

donment of the majority of ideas
4. The final point, between trigger point and peak point, which is a rationalization

between expectations and outcomes

Hence, some believe that AI has now reached its peak and will begin its slope towards dis-
appointment.

In this sense, the idea of intelligence refers to the ability to plan, understand, learn, sense,
create knowledge, and communicate in natural language. Despite this, the fact stands that
AI is limited, as it can only do what it is programmed to (albeit usually better than
humans). For a specific board game (e.g., chess or Go), an AI computer can beat a human.
However, that same computer can’t be used as personal assistant or perform complex
mathematical calculations. In order to deal with other types of problems, other algorithms
need to be created. This is the definition of narrow or weak AI (e.g., Siri and Alexa), and the
reality of AI today.

There is another hypothetical type of AI called general (or strong) AI. This is also known as
artificial general intelligence (AGI). The concept behind this is a machine system which, at
the exact same level as humans, can focus on more than one area, becoming an expert in
many of them. This is also called deep AI and, in theory, can act in a way that makes it
impossible to distinguish from a human being under any condition. No examples of
machines enhanced with AGI exist yet.

The final type of AI we will mention is called super AI, or artificial super intelligence (ASI).
This AI is also hypothetical, its core idea is that of machines much more intelligent than
humans, surpassing them in all areas. These machines are, in theory, completely con-
scious.

AI’s growth and broad use is backed up by the evolution on various areas around data sci-
ence and technology development. Big data was introduced as a term in the 1990s (Lohr,
2013). Initially, three main properties (volume, velocity, and variety) were defined as a way
to measure big data and differentiate it from “old fashioned” data. A more relaxed defini-
tion considers 10 different properties, as shown in the figure below.
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Figure 28: Big Data’s 10 V Model

Source: Gerasimos (2021).

With four-fifths of company data being unstructured and of various types (Chakraborty &
Pagolu, 2014), the switch to big data platforms was irreversible. Data in this form and on
this scale can only be processed by AI machines. There are two popular approaches to
this:

1. Cloud computing. AI applications require strong computing power. Cloud technology
offers a scalable low-cost framework without large initial investments. IT infrastruc-
ture is usually inflexible when it comes to coping with AI applications. Therefore, com-
mercial AI cloud suppliers like Amazon (AWS AI), Google (Cloud Machine Learning),
IBM (Watson), Hewlett Packard (HavenOnDemand), and Microsoft (Cortana) provide a
solution for building and running AI applications promptly.

2. Open-source. Open-source AI frameworks offer users the possibility of using existing
knowledge (libraries) to maximize efficiency. There are plenty of frameworks available
for this purpose, such as Google’s TensorFlow for deep learning, Microsoft’s Cognitive
Toolkit for neural networks, Apache’s Spark MLlib for machine learning algorithms,
and Accord.NET for audio and image processing.
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Machine Learning

With machine learning (ML), computers have the ability to learn from data without prior
programming. The main idea here is the more data input, the better the outcome. A major
difference between ML and AI is that, despite the overall efficiency a ML algorithm may
have, it can never understand the topic it is assigned to conceptually (i.e., it may identify a
car but cannot explain what a car is). There are three types of ML:

1. Supervised. This involves human guidance and interference to aid algorithm improve-
ment. Labeled data is used for classification (for a discrete target) and regression (for
a continuous target) inquiries. Examples of widely used supervised algorithms are lin-
ear regression, support vector machine(s), k-nearest neighbor, Cox regression, and
CHAID decision trees.

2. Unsupervised. An unsupervised algorithm has the capability to identify patterns
based on unlabeled data without any guidance. Association and clustering inquiries
are solved with this type of ML. Examples of unsupervised algorithms are k-Means,
PCA, Apriori, and anomaly detection.

3. Reinforcement. Through an error and reward system, the computer makes the opti-
mal decision following a trial-and-error approach that rewards or penalizes based on
the actions the system performs. The goal is to maximize the total reward. The most
popular reinforcement algorithms are Q-Learning, proximal policy optimization
(PPO), and model-based value expansion (MBVE).

Deep Learning

Deep learning differs from ML in how its algorithms learn, which is similar to how a human
brain is trained through experience. Deep learning algorithms are more complex than ML
algorithms, dealing with topics like voice or face recognition. The concept of neural net-
works is applied to advance solving inquiries. Deep learning’s main approach is based on
the following three aspects:

1. The input layer is the starting point where all inputs are entered and forwarded to hid-
den layers for analysis. A number of neurons are subjected to data complexity on the
training set (usually with one neuron per input).

2. The hidden layer(s) vary in number based on a problem’s complexity. All the neces-
sary computations take place at this stage. The number of neurons is subject to data
samples, input and output neurons, and a factor that defines over-fitting. Weights are
also applied here.

3. The output layer is where the final output is deployed and the outcome of the algo-
rithm is delivered. The number of neurons depends on the nature of the problem
(e.g., for regression, one neuron is used).

Examples of deep learning algorithms are multilayer perceptron neural networks
(MLPNNs), usually used for classification and forecasting; recurrent neural networks
(RNNs), used for linguistic (voice and text) and sentiment recognition; convolutional neu-
ral networks (CNNs), used for feature extraction as well as image processing and recogni-
tion; and generative adversarial networks (GANs), which are mainly used in neuro-linguis-
tic programming and cyber security.
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Waterfall model
This is a development
model where phases do
not overlap; each phase is
completed before the
next phase begins.

7.4 Agile Business Intelligence
Business intelligence (BI) is moving away from the traditional development model, which
breaks project activities down into four linear, sequential phases: analysis, design, imple-
mentation, and testing. This model cannot accommodate change requests and assumes
that user requirements are defined up front and will not change during the project. Fur-
thermore, with the traditional BI model, stakeholders have little interaction with the
development team, and their feedback is not taken into account during design and imple-
mentation.

Not accommodating changes and limiting the visibility that users have on an in-progress
project is a recipe for disaster when it comes to the development of a BI system. With this
type of project, new requirements need to be defined as users start providing insight and
asking questions about the business. Having users involved therefore ensures that the
development team can focus on the right things and avoids unwanted surprises at the end
of the project.

Agile offers a flexible approach that embraces change. This approach allows priorities and
requirements to be adjusted throughout the project to meet the needs of the stakehold-
ers. In the following unit, we will discuss how the agile method was developed, how it is
applied to business intelligence projects, and why using it is a good business practice. We
will also review some agile business intelligence frameworks that have been proposed in
recent literature.

Agile Development Methodology and Business Intelligence

The two main methodologies that are commonly accepted and applied to software devel-
opment (including business intelligence projects) are agile and waterfall. What differenti-
ates agile from waterfall models is that projects are completed iteratively when it comes
to agile, and sequentially when it comes to waterfall.

Agile in a nutshell

The term “agile” refers to a time-boxed, iterative approach that builds and delivers soft-
ware incrementally, instead of delivering the entire solution at the end of a project (Prouza
et al., 2020).

Agile emerged in 2011, when 17 software developers met to discuss lightweight develop-
ment methods and subsequently produced and signed a manifesto where they pro-
claimed that they value (Beck et al., 2001) “[individuals] and interactions over processes
and tools, working software over comprehensive documentation, customer collaboration
over contract negotiation, [and] responding to change over following a plan.”

It is commonly accepted that these ideals result in more dynamic and customer-focused
software development, where

• analysis, design, implementation, and testing are iterative and not one-off activities;
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Time-to-value
The amount of time
between initiating a

project and being able to
use the product in a

meaningful way is called
the time-to-value.

• requirements can change, which means that an omitted feature can be incorporated
into a future iteration;

• planning is adaptive in order to manage changes effectively;
• functional software is the primary measure of success; and
• stakeholders are involved at every step, so that they have a software that they are

happy with at the end.

Agile business intelligence

The fundamental concepts of the agile methodology are suited to the complex and
dynamic nature of business intelligence projects. This has led to agile business intelli-
gence being adopted. Agile business intelligence refers to the use of the agile software
development methodology for BI projects in order to

• reduce the time-to-value, which is necessary in today’s fast paced environment to
quickly adapt to changing business needs;

• bring flexibility to analytical requirements changes;
• bring a test-first approach to eliminate data-quality challenges; and
• deliver the right information to the right users at the right time.

Agile BI is an iterative process, not a one-time implementation. The fundamental idea is
that pieces of BI functionality (e.g., dashboards, scorecards, reports, and analytics appli-
cations) are delivered in manageable chunks via short iterations.

Agile BI is more than a project management methodology: it can also combine processes,
methodologies, organizational structure, tools, and technologies that enable strategic,
tactical, and operational decision-making (Evelson, 2011). Furthermore, it can include
technology-deployment options such as self-service BI, cloud-based BI, and analytical
tools that allow users to begin working with data more rapidly and adjust to changing
needs (Eckerson, 2007).

Agile BI Frameworks

Agile frameworks like Scrum (Schwaber, 2004), disciplined agile delivery (Ambler & Lines,
2012), large-scale Scrum (Larman & Vodde, 2017), and scaled agile framework (Knaster &
Leffingwell, 2018) provide processes, tools, and artifacts for conventional software
projects. However, they do not take into account the complex nature of business intelli-
gence projects.

Larson and Chang (2016) have proposed a framework for agile BI delivery with five phases:

1. Discovery. Business questions are set, operating expectations are defined, and data
profiling takes place.

2. Design. The input from data profiling is used and BI architecture is designed (includ-
ing proof of concepts).

3. Development. This is executed in time-boxed iterations, with results being validated
and verified. Data profiling performed in previous steps is also taken into account
here.
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4. Deploy. Change management and regression testing are in.
5. Value delivery. End-user feedback is taken into account in the discovery phase of the

next iteration.

SUMMARY
We have seen how organizations can embrace mobile BI to bring analyt-
ics closer to users. This has the potential to improve daily operations
and allow users to react more quickly to a wider range of events, at any
time and from any location. We also highlighted key points that should
be considered when developing a mobile BI system. We looked at
descriptive, diagnostic, predictive, and prescriptive analytics with a
focus on the latter two. Some typical lifecycles, algorithms, and example
application areas for both predictive and prescriptive analytics were
explored. Terms like artificial intelligence, machine learning, and deep
learning are often used interchangeably. Real-world applications of arti-
ficial intelligence were examined. We then discussed how business intel-
ligence development methodology has evolved from waterfall to agile,
and the value that agile methodologies can bring. We also presented a
framework for high-level, agile BI delivery.
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