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Communicative AI in (Inter)Action. An Introduction
Florian Muhle, Indra Bock
Abstract
In recent years, communicative AI technologies like social robots, embodied agents and smart speakers have begun to leave the laboratories of universities and tech companies. In connection with this, they started to enter different domains of everyday life, like private households, museums, care facilities and other institutional settings. This new situation is not only a challenge for the technical artifacts that need to perform ‘in the wild’, but also for research, as the contributions of this anthology show. The introduction aims at providing background information to the outlined development of communicative AI as well as the associated methodological challenges for research. Based on this, the structure of the anthology is presented, which is divided into four sections: (1) social robots in (inter-)action, (2) embodied agents in (inter-)action, (3) smart speakers in (inter-)action, and (4) methodological issues. According to this structure, the individual contributions are then briefly outlined.

1. From information processing to communicative AI
In recent years, new kinds of interaction technologies like social robots, embodied agents and smart speakers have started to leave the research laboratories of universities and tech companies. These new types of communication technologies are intended to engage in direct interaction with humans in different domains of the social world. Social robots, for instance, can be found in care facilities and museums, while embodied agents inhibit (commercial) websites or virtual worlds, and smart speakers already have entered millions of private households. Respective technologies, which can be characterized as “communicative AI”[footnoteRef:1] are the most recent actualizations of an old dream of mankind: The idea of creating autonomous artificial persons that are able to interact with humans and like humans. The roots of this idea go back (at least) to the antique, for the development of artificial persons already plays an important role in ancient Greek mythology: "Perhaps the earliest examples of the urge to make artificial persons are the Greek gods” summarizes Pamela McCorduck[footnoteRef:2] in her ‘Inquiry into the History and Prospects of Artificial Intelligence'. But not only the Greek gods, also Greek scholars tried to build self-acting automata already about 2000 years ago. For example, an automatic theater developed by Heron of Alexandria has become famous, in which the stage opens and closes independently, and figures are also moved automatically. [1:  Andrea L. Guzman/ Seth C. Lewis, Artificial Intelligence and Communication: A Human–Machine Communication Research Agenda, in: New Media & Society 22 (1/2020), 70–86.; Hendrik Kempt, Chatbots and the Domestication of AI. A Relational Approach, Cham 2020.]  [2:  Pamela McCorduck, Machines Who Think. A Personal Inquiry into the History and Prospects of Artificial Intelligence, Natick 2004.] 

While respective early automata and their successors in the following centuries were mechanical devices, the situation looks different today. Communicative AI technologies are ‘children’ of modern computer technology. However, in contrast to traditional AI systems that are developed since the 1950s as well as to contemporary machine learning technologies that operate as information processing systems, communicative AI is not intended to solve problems or conduct complex computing operations instead of human beings. What distinguishes communicative AI from conventional computer technologies and other forms of AI is the fact that communicative AI systems are used for communicative purposes.[footnoteRef:3] They are developed to allow people to interact with machines in a ‘natural’ and intuitive manner.[footnoteRef:4] In this sense, the development of communicative AI reflects a paradigm shift in the development of technical systems. In contrast to traditional computers and AI systems communicative AI technologies are not primarily considered as tools but as human-like interaction partners, who engage in communication and potentially also develop social relationships with their human counterparts.[footnoteRef:5] This exactly is the reason why it makes sense to consider embodied agents, social robots, smart speakers and the like as forms of communicative AI. [3:  Kempt, Chatbots and the Domestication of AI. A Relational Approach, 3.]  [4:  Florian Muhle/Indra Bock, Intuitive Interfaces? Interface Design and its Impact on Human-Robot Interaction, in: Mensch und Computer 2019 – Workshopband, Bonn 2019, 346–347.; Ipke Wachsmuth, Embodied Cooperative Systems: From Tool to Partnership, in: Catrin Misselhorn (ed.), Collective Agency and Cooperation in Natural and Artificial Systems. Explanation, Implementation and Simulation, Cham, Heidelberg, New York, Dordrecht, London 2015, 63–79.]  [5:  Nuno Afonso/Rui Prada, Agents That Relate: Improving the Social Believability of Non-Player Characters in Role-Playing Games, in: Scott M. Stevens/Shirley J. Saldamarco (eds.), Entertainment Computing - ICEC 2008, vol. 5309, Berlin, Heidelberg 2009, 34–45; Cynthia L. Breazeal, Designing sociable robots, Cambridge 2002.; Kerstin Dautenhahn, Socially intelligent robots: dimensions of human–robot interaction, in: Philosophical Transactions of the Royal Society B. Biological Sciences 362 (1480/2007b), 679–704.; Rui Prada, Ana Paiva, Human-Agent Interaction: Challenges for Bringing Humans and Agents Together, in: HAIDM - 3rd International Workshop on Human-Agent Interaction Design and Models held at AAMAS’2014 - 13th International Conference on Autonomous Agents and Multi-Agent Systems, Paris 2014.; Shanyang Zhao, Humanoid social robots as a medium of communication, in: New Media & Society 8 (2006), 401–419.] 


2. The historical development of communicative AI
The idea to develop communicative artificial systems already existed in the early days of AI, but not very prominent. However, a famous precursor of today's communicative AI in this regard is the computer program ‘Eliza’, which was developed by Josef Weizenbaum in the 1960s. This particular program “simulated a psychotherapist’s operation, returning the user’s sentences in the interrogative for”[footnoteRef:6] and was intended to investigate the limits and difficulties of natural language processing. However, while Weizenbaum wanted to “rob ELIZA the aura of magic to which its application to psychological matter has to some extend contributed”[footnoteRef:7], many people, who tested the program, were fascinated by its output. Among these people were not only users of ELIZA but also information scientists, who used the computer program and its success as inspiration for the development of different kinds of early chatbots. As a consequence, ELIZA today is considered as the world's first chatbot.[footnoteRef:8] Nevertheless, the development of communicative machines only led a niche existence within the AI community for a long time. Eliza’s successors like ‘Parry’ and ‘Alice’ simply still lacked sophisticated communication capabilities[footnoteRef:9] and it was not possible to overcome the limitations of ELIZA for a long time.  [6:  Eleni Adamopoulou/Lefteris Moussiades, Chatbots: History, technology, and applications, in: Machine Learning with Applications 2 (2020), see 2.]  [7:  Joseph Weizenbaum, ELIZA‐-a computer program for the study of natural language communication between man and machine, in: Commun. ACM 9 (1/1966), 36–45, see 43.]  [8:  Adamopoulou/Moussiades, Chatbots: History, technology, and applications.]  [9:  Heung-yeung Shum/ Xiao-dong He/Li Di, From Eliza to XiaoIce: challenges and opportunities with social chatbots, in: Frontiers Inf Technol Electronic Eng 19 (1/2018), 10–26, see 12.] 

It was not until the 1990s, when „transformations in computational infrastructure breathed new life into the project of designing humanlike, conversational artifacts”[footnoteRef:10]. In particular, “web-based and wireless technologies in particular inspired renewed attention to the interface as a site for novel forms of connection, both with and through computational devices“[footnoteRef:11]. Accordingly, it was the birth of the world wide web that helped to transform the personal computer, which was designed for individual use, into a medium for communication. At the beginning, this was simply an “unintended byproduct of linking large computers to one another for security and information redundancy”[footnoteRef:12]. As Walther writes in an early paper about computer-mediated communication “operators [simply] found they could send simple messages to one another”[footnoteRef:13] in addition to the basic transmission of data.  [10:  Lucy A. Suchman, Human-machine reconfigurations. Plans and situated actions (2nd edition), Cambridge 2007, see 206.]  [11:  Suchmann, Human-machine reconfigurations, 206.]  [12:  Joseph B. Walther, Computer-Mediated Communication: Impersonal, Interpersonal, and Hyperpersonal Interaction, in: Communication Research 23 (1/1996), 3–43, see 5.]  [13:  Walther, Computer-Mediated Communication: Impersonal, Interpersonal, and Hyperpersonal Interaction, 5.] 

Very soon this insight from the early days of the web led to the emergence of multiple forms of computer-mediated communication, including online computer games like so-called MUDs (multi-user dungeons) that allowed for engaging in role-playing games online and were the home of the first online bots. As Sherry Turkle describes it in her famous book Life on the Screen, some MUD players left “behind small artificial intelligence programs called bots […] running in the MUD that may serve as their alter egos, able to make small talk or answer simple questions”[footnoteRef:14]. The development of these early online bots that “perform[ed] roles previously reserved for people”[footnoteRef:15] probably can be seen as ‘hour of birth’ of web-based chat bots, embodied agents, smart speakers and other digital devices that do not only serve as medium for communication but as communication partner. [14:  Sherry Turkle, Life on the Screen. Identity in the Age of the Internet, New York 1995, see 12.]  [15:  Turkle, Life on the Screen. Identity in the Age of the Internet, 88.] 

While the establishment of the world wide web was a starting point for the development of digital artificial communication partners, other technical advancements helped communicative AI to leave the digital space and enter the physical world. Especially increasing computer power and progress “made in programming as well as further technological advances in engineering”[footnoteRef:16] led to new “possibilities of interfacing with people through sensors and actuators”[footnoteRef:17]. As a consequence, two research fields that existed separately from each other before, started to interweave with each other. One of these fields is communicative AI, the other one is robotics. For a long time, the latter was dedicated to industrial applications, mainly in the automotive industry, where robots substituted human labor[footnoteRef:18] and took over standardized action sequences like spot welding.  [16:  Michael Decker/Martin Fischer/Ingrid Ott, Service Robotics and Human Labor: A first technology assessment of substitution and cooperation, in: Robotics and Autonomous Systems 87 (2017), 348–354, see 348.]  [17:  Nadia Magnenat-Thalmann, Social Robots: Their History and What They Can Do for Us, in: Hannes Werthner/Erich Prem/Edward A. Lee/Carlo Ghezzi (eds.), Perspectives on Digital Humanism, Cham 2022, 9–17, see 12.]  [18:  Decker/Fischer/Ott, Service Robotics and Human Labor, 348.] 

Due to aforementioned technical advancements the situation looks different today, since robotic systems are now able to “take over non-standardized tasks previously reserved for humans”[footnoteRef:19]. Consequently, within the robotics community “the focus has – at least partially – shifted from substitution to cooperation between human and machine”[footnoteRef:20]. In industrial contexts such cooperation between humans and robots exists as a form of ‘co-work’ that is not necessarily communicative.[footnoteRef:21] Instead, so-called cobots are largely intended to help their human co-workers “with non-ergonomic, repetitive, uncomfortable or even dangerous operations”[footnoteRef:22]. For instance, they lift, move or place workloads and thus support humans through reducing physical effort or cognitive overload[footnoteRef:23].  [19:  Decker/Fischer/Ott, Service Robotics and Human Labor, 348.]  [20:  Decker/Fischer/Ott, Service Robotics and Human Labor, 348.]  [21:  Ingo Schulz-Schaeffer et al., The social construction of human-robot co-work by means of prototype work settings, TUTS – Working Papers 2 (2020), Berlin 2020, https://nbn-resolving.org/urn:nbn:de:0168-ssoar-71028-4 [last accessed: August 15, 2023].]  [22:  Ales Vysocky/Petr Novak, Human Robot Collaboration in Industry, in: MM Science Journal (2016), 903–906, see 903.]  [23:  Schulz-Schaeffer et al., The social construction of human-robot co-work by means of prototype work settings, 3.] 

However, the new technical capacities of robotic systems also led to the idea that robots can be introduced to more complex work environments, which focus not only on (co-)operation but also on communication. Accordingly, robotic systems today cannot only be found in factories but also in other domains, especially in the service sector, where robots are not only equipped with sensors and actuators but also with communicative capabilities. Respective service robots are to be used for instance for entertainment purposes[footnoteRef:24], as assistants in the healthcare sector[footnoteRef:25], or as visitor guides in museums or shopping centres[footnoteRef:26]. Compared to industrial settings the requirements for the capabilities of robots in service domains are much higher[footnoteRef:27]. This is due to the fact that in service contexts, the “tasks are often carried out in ever-changing environments (e.g. delivering luggage to a particular room), requiring navigational capabilities for maneuvering through populated and sometimes constricted areas (e.g. hotel elevator)”[footnoteRef:28]. In addition, in service settings, robots often have to “interact with people to carry out their tasks (e.g. taking a food order or answering a question), requiring varying levels of capability and artificial intelligence (AI)”[footnoteRef:29]. This is exactly, where robotics meets communicative AI, and where robotic systems become ‘social’, because they need to interact with humans in a human-like way[footnoteRef:30].  [24:  Robert Bogue, The role of robots in entertainment, in: IR 49 (4/2022), 667–671.]  [25:  Jane Holland et al., Service Robots in the Healthcare Sector, in: Robotics 10 (1/2021), 47.]  [26:  Bogdan G. Draghici et al., Development of a Human Service Robot Application Using Pepper Robot as a Museum Guide, in: 2022 IEEE International Conference on Automation, Quality and Testing, Robotics (AQTR), Cluj-Napoca 2022, 1–5.; Stefan Kopp et al., A Conversational Agent as Museum Guide – Design and Evaluation of a Real-World Application, in: Themis Panayiotopoulos et al. (eds.), Intelligent Virtual Agents, vol. 3661, Springer Berlin, Heidelberg 2005, 329–343.]  [27:  Decker/Fischer/Ott, Service Robotics and Human Labor, 348.]  [28:  Galen R. Collins, Improving human–robot interactions in hospitality settings, in: IHR 34 (1/2020), 61–79, see 62.]  [29:  Collins, Improving human–robot interactions in hospitality settings, 62.]  [30:  Cynthia L. Breazeal, Designing sociable robots, Cambridge 2002, see 2.; Kerstin Dautenhahn, Methodology & Themes of Human-Robot Interaction: A Growing Research Field, in: International Journal of Advanced Robotic Systems 4 (1/2007a), 103.] 


3. From the laboratory into ‘the wild’
Since the requirements for communicative AI in general and service robots in particular are very high, their developers are facing different challenges, which relate to issues such as the navigation of robots in complex social environments[footnoteRef:31], but also to issues like natural language processing[footnoteRef:32] or the need for communicative AI systems to develop a ‘theory of mind’ of their interlocutors in order to understand their behavior and expectations[footnoteRef:33]. Accordingly, it is not surprising that communicative AI systems for many years were ‘technologies-in-the-making’ that mainly existed in the laboratories of the research community. Ordinary people only could encounter them as participants in controlled laboratory experiments. In the last couple of years, however, the first market-ready products were created, and companies started to sell robots, agent software and digital assistants that are capable to perform real-world tasks and act within real-world domains.  [31:  Thibault Kruse et al., Human-aware robot navigation: A survey, in: Robotics and Autonomous Systems 61 (12/2013), 1726–1743.]  [32:  Mary E. Foster, Natural language generation for social robotics: opportunities and challenges, in: Philosophical transactions of the Royal Society of London. Series B. Biological sciences 374 (1771/2019).]  [33:  Cynthia L. Breazeal/Kerstin Dautenhahn/Takayuki Kanda, Social Robotics, In: Bruno Siciliano/Oussama Khatib (eds.), Springer Handbook of Robotics, vol. 16, Cham 2016, 1935–1972.] 

Hence, consumers nowadays find themselves chatting with smart assistants on company webpages or (more rarely) talking to robots in shopping malls or museums. In addition, big tech firms successfully have introduced smart speakers to the consumer market that are connected to the internet, can be controlled by spoken commands and are able to connect with other devices. Respective systems have names like Siri and Alexa and thus also are promoted as communication partners. Until today, these systems have been sold millions of times and implemented in other systems like computers, smartphones and tablets. This means, communicative AI now has entered everyday life and its domestication in private households and other social domains has already begun. Consequently, on the one hand communicative technologies now must stand up to natural conditions and prove their suitability ‘in the wild’. On the other hand, people need to make themselves familiar with this new kind of devices, integrate them in their everyday life and develop expectations regarding their capabilities and activities.	Comment by Muhle, Florian: Hier neuen Abschnitt: Approach of the book // Eingehend auf philosophische und ethische Debatten….




 At the same time, the situation for academic research on communicative AI has changed. While it appeared suitable to mainly rely on experimental research methods, while robots, agents and their like were located in laboratories, the investigation of communicative AI in everyday life needs other methods.[footnoteRef:34] Human-machine encounters in authentic everyday life settings can hardly be investigated based on methods, which rely on controlled laboratory conditions.[footnoteRef:35]  [34:  Malte Jung/Pamela Hinds, Robots in the Wild: A Time for More Robust Theories of Human-Robot Interaction, in: ACM Trans. Hum.-Robot Interact. 7 (1/2018), Article 2.; Pitsch, Karola, Interacting with Robots and Virtual Agents? Robotic Systems in Situated Action and Social Encounters, in: Mensch und Computer 2019 - Workshopband, Bonn 2019, 341–342.]  [35:  Jung/Hinds, Robots in the Wild: A Time for More Robust Theories of Human-Robot Interaction.] 

Accordingly, the new situation of communicative AI, which has entered the stage of everyday life, calls for new “less constrained, open-ended and more exploratory studies”[footnoteRef:36] as compared to traditionally applied methods in the field. In line with other scholars in the field, we assume that it is particularly qualitative social scientific methods that explicitly were developed for investigating naturally occurring interaction[footnoteRef:37], which appear as suitable for the investigation of communicative AI in the wild. How respective studies can look like, and which insights these studies can provide, is the key subject of this anthology. It brings together contributions from a still small but growing community of researchers who are committed to exploring communicative AI ‘in action’, using and adapting qualitative (mostly ethnographic) methods. Originally, these contributions were intended as presentations for a conference to be held in 2020 as the final conference of the DFG-funded research project "Communication at the Borders of the Social World". Due to the Covid19 pandemic, this conference could not take place. Instead, in times of ‘social distancing’ the idea for this anthology came up and most of the colleagues who we originally wanted to meet and get to know in person during the conference, decided to participate in this project. However, it took more than two years of writing and editing (still under conditions of a global health crisis) before the manuscript was camera-ready. We are convinced that the result is worth the time and work everyone involved has put into the project and we’d like to thank everybody for their efforts and patience. We hope that this book will contribute to making social science approaches that work with qualitative methods more visible and established in the context of communicative AI research. In our opinion, the articles collected in this anthology impressively show that this is desirable and contributes to new and deeper insights into the specifics of contemporary forms and problems of human-machine communication. [36:  Kerstin Dautenhahn, Robots in the Wild. Exploring Human-Robot Interaction in Naturalistic Environments, in: IS 10 (3/2009), 269–273, see 270.]  [37:  Manja Lohse et al., Gerhard, Improving HRI design by applying Systemic Interaction Analysis (SInA), in: IS 10 (3/2009), 298–323.; Pitsch, Interacting with Robots and Virtual Agents?.] 

4. Structure of the book
In sum, this anthology brings together eight articles written by international scholars who deal empirically and conceptually with different variants of communicative AI. Most of the contributions present empirical case studies that deal with one particular technological system in (inter-)action and. These contributions are accompanied by two methodological articles with a broader focus. Accordingly, the anthology is differentiated into four different parts. The first three parts gather contributions to particular communicative AI technologies, namely social robots, embodied conversational agents and smart speakers. The fourth part contains the two contributions that are not based on single case studies but focus primarily on methodological issues for analyzing human-machine communication.
[bookmark: _4ccg7imqcssu]The first part of the book engages with social robots in (inter-)action. In the first chapter Programming engagement: Shaping human-robot-public interaction in a smart city robot competition Carlos Cuevas-Garcia and Cian O’Donovan deal with human-robot-public interaction. Based on a situational analysis of SciRoc, a “Smart city Robots competition”, organized by the European Robotics League (ERL) in partnership with a City Council in the United Kingdom and a number of academic and commercial sponsors, they identify three modes of human-robot-public engagement: embracing engagement, bypassing engagement, and prefiguring engagement. The authors show that and how these three modes of engagement in turn revealed and were shaped by different logics of social ordering, namely conviviality, control, and care. In this sense, they impressively show how predetermined the possibilities of human-robot interaction are by decisions of the organizers of the competition.
In the second chapter Towards placing service robots in elderly care facilities Rosalyn M. Langedijk and Kerstin Fischer present three case studies about the development and employment of service robots in elderly care facilities. Using an ethnographic approach, they are able to shed light on real users’ needs and can show how difficult it is, to implement robotic solutions that support real world tasks an fit to everyday needs in elderly care facilities. Based on these insights, the authors can suggest recommendations for future real-world testing. In addition, they share their reflections on ethical issues and preparations regarding their field trials and hence provide important information for researchers that aim to enter the research field of human-robot interaction.
The second part of the book is dedicated to the empirical analysis of embodied agents in (inter-)action. In his chapter Mixed methods for mixed realities. The analysis of multimodal interactions with embodied conversational agents Jonathan Harth deals with multimodal interactions with anthropomorphic virtual agents While existing research paradigms for the analysis of human-agent interaction mainly focus only on the user’s perception of interaction, he presents a methodological approach that focuses on the mergent interaction processes themselves and allows for analyzing both the relationship level as well as the content level in human-agent interaction. As the author argues, this approach makes it possible to identify possible discrepancies between the user’s individual experiences and the physically expressed behavior during interactions, which might also help improving the communicative capabilities of agent systems.
Florian Muhle, Indra Bock and Henning Mayer are also interested in the analysis of interactions between embodied agents and humans. However, in their chapter Investigating the Architecture-for-interaction of and embodied conversational agent they propose a slightly different approach compared to Jonathan Harth’s contribution. Based on the observation that comprehension problems are normal in human-machine interaction and that the usability of technical systems also often fails to live up to expectations of their users, the authors present an approach for analyzing the architecture-for-interaction of communicative AI systems, which can be used to show in detail at which point and why communicative problems in human-machine encounters arise. They exemplify this by means of a case study in which they examine the beginning of an encounter between a visitor and an artificial museum guide in a computer museum.
The next two chapters consider with smart speakers. On the one hand, these human-machine interfaces are less humanoid compared to social robots and embodied agents. But on the other hand, they are very successful and market-ready products, which already have made their way into the homes of millions of households and thus are the most established form of communicative AI in these days. However, while smart speakers are commercialized and often treated as conversational interfaces, Brian L. Due and Louise Lüchow show in their chapter VUI-Speak: There is Nothing Conversational about “Conversational User Interfaces” that the voice-based operation of respective devices shows features that are quite different from everyday conversation between humans. More precisely, they apply video ethnographic studies and ethnomethodological conversation analysis of blind peoples’ natural use of Google Home to investigate the exchange between humans and machines in a fine-grained manner. On this basis, they identify a phenomenon, which they describe as “VUI-speak”, through which people accommodate to the device. That is, it is not the ‘smart’ machine that adapts to the users and their needs. Instead, it’s the other way around. The intelligent users adapt to the machine and its constraints in order to being able to operate it successfully.  
Miriam Lind considers with smart speakers in a slightly different methodological manner. In her chapter Doing family on unfamiliar terrain: the constitution and contestation of kinship between two humans, two cats and a voice assistant she presents an autoethnographic pilot study into the doing and undoing of family and kinship between humans, cats and Amazon’s Alexa in a private household. Based on the logs that Amazon’s Alexa program automatically stores and “reflexive investigation” the author analyses the interaction and communicative behavior in the household and asks in which ways the artificial companion is included and excluded in practices of doing family, how technical obstacles and communication breakdowns affect these practices, and how human-machine interaction is embedded in human beliefs and attitudes towards family, technology and interaction. In doing so, she provides a critical approach to human-machine interaction “in the wild” and examines how the introduction of voice assistants into the privacy of homes and into family systems impacts our understanding of communication and the “fragile institutionalisation” of family. 
As mentioned above, part four of the anthology is dedicated to broader methodological issues. While the chapters in the first two parts primarily focus on case studies, the chapters in this part share a broader focus. Arne Maibaum, Philipp Graf and René Tuma deal with the use of video recording in the research field of human-robot interaction, as the title of chapter On the use of Videography in HRI suggests. The starting point of their argument is that video recording is common and widespread in the field of HRI, but at the same time it is used for very different purposes and not in a systematical manner. Against this background, the authors argue that a methodological reflected use of videos, which is combined with an ethnographic research design, is necessary to realize the full potential of video data collection and interpretation, because only in this way more accurate evaluations and explorations of HRI situations can be realized. Especially as robots now enter new real-world institutional contexts such an approach appears necessary. Drawing on examples from their research, the authors plausibilize their considerations and elaborate on the importance of ethnography for videographic work in HRI to interpret and make sense of the data recorded as well as for the conception of the video recordings.
Finally, Dafna Burema considers with questions of using secondary data in the study of human-machine interaction. In her chapter Studying interaction indirectly: The relevance of secondary data for studying Human-Robot Interaction empirically she argues for using secondary data when empirically studying Human-Robot Interaction. A first argument for the use of secondary data is restricted field access. Especially for researchers, who do not have financial or symbolic capital, it is difficult to study HRI with primary data, so that access to existing data would make it easier to enter the research field. A second argument for using secondary date is that this type of data allows for comparisons and thus would allow to gain more generalizable insights. While HRI research is first and foremost base on case studies – as the chapters in the first three parts of this anthology show – the use of secondary data could help to broaden the analytical focus and get a bigger picture of issues that are typical, systemic or recurring in HRI.	Comment by Muhle, Florian: Evtl hier Abschnitt zu Einsichten des Buches - anstatt eines eigenen Kapitels?

