


The CRISP-DM cycle describes the machine learning design cycle and the iterative nature of machine learning projects.
The performance of a machine learning model can be evaluated with the help of a metric.
Ridge regression, lasso regression, and elastic net can be applied using the scikit-learn Python library.
Using the scikit-learn implementation of logistic regression, the default threshold probability is 50 percent.

Gaussian naïve Bayes is perhaps the simplest naïve Bayes classifier.

Support vector machines can be used for both linear and nonlinear classification. To make this possible, the kernel trick is employed.
The number of trees is a hyperparameter of the random forest.
In gradient boosting, weak estimators are combined to make one strong estimator. In contrast to the random forest, the individual estimators are not built and trained in parallel. Rather, they are built sequentially.

