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We spend the majority of our waking hours engaging with and being influenced by others. These “others” can include our friends, family, and classmates as well as those people who we encounter on television or interact with online. In fact, even those we merely think about, remember, or imagine can have a profound impact on the way we think, feel, and act. In our increasingly interconnected world, understanding the significance of the social context on our thoughts, behaviors, and overall experiences seems more important than ever. Social psychology, a prominent subfield of psychology, aims to understand the intri- cacies of human psychology in social settings. Your Social Interaction Psychology course book provides a comprehensive overview of the fundamental concepts and theories in social psychology.

Throughout this course book, you will explore how the presence of others, whether real or imagined, shapes our thoughts and actions. By examining the fundamental mechanisms underlying social interactions, you will gain valuable insights into the intricate workings of human psychology. This course book will draw upon some classic and highly influential experiments that have expanded our understanding of human behavior in social settings. With a focus on the role of scientific research methods, you will come to understand the significance of empirical inquiry in testing social psychological hypotheses.

By the end of this course book, you will have a solid grasp of the research and discussions that define social psychology. This knowledge will help you to navigate the complexities of social interactions and gain a deeper understanding of the mechanisms that govern human behavior.
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 UNIT 1 
[bookmark: Introduction to Social Psychology] INTRODUCTION TO SOCIAL PSYCHOLOGY 






















 STUDY GOALS 

On completion of this unit, you will be able to ...

· define social psychology and identify its principal characteristics.
· describe the origins of modern social psychology.
· know about influential social-psychological experiments.
· understand how social psychology differs from other social sciences.

 1. INTRODUCTION TO SOCIAL anon
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 PSYCHOLOGY 
Introduction
Imagine the following three scenarios:

1. You and a group of other people are asked to match the length of a line on a card to one of three lines on another card. You can clearly see which line is a match. However, the other people in the group insist that a line that is clearly shorter matches the one on the card. What would you do? Would you deviate from the rest of the group and choose the line that in your eyes matches the one on the card? Or would you join the rest of the group and choose the line that they agree matches the card?
2. You are participating in a study on memory and learning and are asked to administer electric shocks to another person every time that person gives an incorrect answer on a memory task. What would you do? Would you follow the instructions and adminis- ter the shocks even if the other person is crying out in pain? Or would you refuse to obey?
3. Finally, for a study, you and your fellow students are asked to simulate a prison envi- ronment and are randomly assigned the role of either prison guard or prisoner. Do you believe that as a “guard” you could become abusive to your fellow students who are assigned the role of prisoner?

These are not games of truth or dare. Rather, they are real social-psychological experi- ments that have generated remarkable insights into human nature and the tremendous impact of the social environment on individuals’ thoughts, feelings, and behavior. In these famous studies by Solomon Asch (1951), Stanley Milgram (1963), and Zimbardo and his colleagues (Haney et al., 1973), the results were as follows: (1) The participants in the firststudy conformed to the majority opinion and choose the line that was clearly wrong,
(2) the participants in the second study followed the orders from an authority figure and administered the shocks even when those orders conflicted their own moral values, and
(3) the prison experiment by Zimbardo and his colleagues had to be terminated early

because the behavior of the “guards” became too violent.

By demonstrating the power of conformity, authority, and social roles, such studies made the importance of the social context on an individual undeniable and inspired a new way of explaining and studying the causes of human behavior. Since then, the relatively young field of social psychology has quickly become a well-established and large subfield of con- temporary psychology.
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1.1 [bookmark: What is Social Psychology?]What is Social Psychology?
Humans are born with innate abilities that enable them to navigate and participate in the social world. As newborns, we recognize voices and respond to faces. As young children, we learn languages in order to communicate with others. Throughout our lives, we develop relationships with a wide variety of people: parents, friends, teachers, classmates, family members, neighbors, lovers, bosses, colleagues, and authorities. We are social beings through and through. The importance of this shows up in every aspect of our lives: Through other people, we learn what we should and shouldn’t do, like, or think; we are motivated to understand others; and we become concerned about what others think of us. Even when we are alone, we are influenced by people who are not physically present at that moment but nevertheless affect us through our memories, feelings, and thoughts about them. We stop before the stop sign on the road even when no one is watching, and we carefully curate our social media because of the imagined reactions of others. We are influenced by actual or imagined social situations every day. Understanding how human thought and behavior is influenced by the social context is the aim of the subfield of psy- chology named social psychology.

Defining Social Psychology

Gordon Allport (1897–1967), one of the most eminent social psychologists, defined social psychology as follows: “Social psychology is the attempt to understand and explain how the thought, feeling, and behavior of individuals are influenced by the actual, imagined or implied presence of others” (Allport, 1954, p. 5). As such, social psychology covers a vast range of topics and plays a role in nearly all aspects of our daily lives. Social psychologists investigate the reasons behind why individuals exhibit helpful behavior towards others at some times and then become unfriendly or aggressive at other times. They study how social relationships and loneliness affect our well-being, how juries reach decisions, why we buy one product over another, and what makes some people behave in more environ- mentally friendly ways than others. The research interests of social psychologists can be broadly divided into the following three content domains:

· social cognition: The study of social cognition focuses on how people process, store, and respond to social information – such as the characteristics, motives, intentions, and emotions of themselves and others – in order to explain and predict their own and oth- er’s behavior. Subjects of interest include social perception, stereotypes and prejudice, the self-concept, and attitudes.
· social influence: Social influence refers to the ways in which individuals’ thoughts, feel- ings, and behaviors are affected by the presence and actions of others. It encompasses a wide range of processes, including persuasion, conformity, obedience, and social change.
· social behavior: The study of social behavior focuses on behavior that is directed towards or takes place between people. This includes topics such as aggression, help- fulness, and relationships.
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Figure 1: Content Domains and Research Areas of Social Psychology With Migrant Example











































Fundamental research This is a research meth- odology that seeks to expand knowledge in a
particular field.
Applied research This is a research meth- odology that seeks to cre- ate practical solutions for real-world problems.
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Source: Jessie de Witt Huberts (2023), based on Heinzen & Goodfriend (2021, p. 4).
As can be seen in the above figure, these content domains overlap, which is how social situations occur in real-life. This also reflects the two types of research conducted in social psychology. Typically, social psychologists conduct fundamental research to expand knowledge in a particular area, often within one of the three content domains. The knowl-
edge created across the different domains is then applied to study and solve real-world problems that often span across all three domains. This is also known as applied

research.

In fact, it was this approach that established social psychology as a scientific discipline: Basic and applied research were used in tandem to understand the real-world events of World War II (WWII).
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1.2 [bookmark: The Origins of Modern Social Psychology]The Origins of Modern Social Psychologyanon
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Social psychology as a scientific discipline was profoundly influenced by the events of WWII. This rapid expansion of social psychological research after WWII can be traced back to three main developments (Stroebe & Hewstone, 2020):

1. WWII stimulated research in typical social-psychological topics such as persuasion, mass communication, and attitude change, as the United States (US) army wanted to assess the impact of their propaganda on the morale of their soldiers and citizens.
2. The forced migration of (Jewish) academics from Germany, most notably Kurt Lewin (1890–1947), who is considered to be one of the founding fathers of modern social psychology, shaped the development of social psychology. As observers of the early stages of Nazism as well as being immigrants to a new country, these European researchers were profoundly aware of the powerful influence of the social environ- ment on the thinking and behavior of individuals. Moreover, they embraced the exper- imental methods of behaviorism that dominated American psychology at the time and started to apply them to their study of social problems.
3. In the aftermath of the Holocaust, social psychologists wanted to understand what caused the extreme obedience and horrendous crimes witnessed under the Nazi regime. This led to a series of ground-breaking studies (see the introduction of this unit) that established social psychology as a scientific discipline. The studies on con-
formity by Muzafir Sheriff (1936) and Solomon Asch (1952) empirically demonstrated the influence of conformity pressures in groups. The study on obedience by Stanley Milgram (1963) showed how easily people in authority positions could create obedi- ence, even leading people to cause severe harm to others. The famous prison experi- ment by Philip Zimbardo and his colleagues (Haney et al., 1973) demonstrated how easily people identify with their randomly ascribed roles of “guard” or “prisoner” as

well as how easily the boundaries of civility can be crossed.


1.3 [bookmark: The Principle Characteristics of Social ]The Principle Characteristics of Social Psychology
These experimental studies were among the first to document the remarkable influence of the social context on our behavior and laid out the basic tenets of modern social psychol- ogy: (1) the application of scientific methods and (2) the recognition of the influence of the environment on an individual’s behavior.
Commitment to the Scientific Method

Firstly, social psychology relies heavily on the application of rigorous scientific methods, often using experimental procedures in laboratory settings. The new generation of social psychologists emphasized the importance of quantifying variables and conducting labora- tory experiments to rigorously test their hypotheses about behavior, thereby establishing
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social psychology as a scientific discipline. Commitment to the scientific method, in which theories are tested against evidence, allowed for more objective and critical thinking about our everyday social interactions. While the experimental method remains a crucial research tool for social psychologists, other research methods have become equally accepted. In that time, however, the emphasis on using the experimental method was crit- ical for establishing social psychology’s credibility as a scientific discipline.

The Prominent Influence of the Environment on Behavior

The second fundamental principle of social psychology is that while social psychologists believe that human behavior is determined by both a person’s characteristics and the social situation, they also believe that the social situation is frequently a stronger determi- nant of an individual’s behavior than personality. When social psychologists analyze events such as the Holocaust, they tend to focus on the situational factors of the event rather than on the characteristics of the perpetrators themselves. Importantly, people do not simply react to the objective aspects of a situation. Instead, they react to their subjec- tive interpretation of it.

By uncovering the remarkable extent to which our behavior is influenced by the social sit- uation and using systematic methods to investigate social problems, social psychologists have made numerous real-world contributions. The results of social psychological research are influencing decisions in a wide range of areas, including public policy, educa- tion, business and management, and the justice system. For example, social psychologists have developed models of persuasion with the goal of understanding how governments, advertisers, and other people or groups could present their messages in the most effective way (e.g., Ooms et al., 2019). They have studied the factors that influence group behavior and performance (e.g., Baumeister et al., 2016) and developed strategies for improving teamwork and group dynamics that have been applied in fields such as management, education, and sports. Social psychologists have studied the dynamics of interpersonal relationships (Algoe, 2019) and developed strategies for improving communication, con- flict resolution, and relationship satisfaction that have been integrated in couples and family therapy as well as mediation practices. Furthermore, they have also helped to iden- tify the psychological factors that influence policy decisions and decision-making as well as provided insights into how these decisions can be made more effectively, thus influenc- ing fields such as public health, environmental policy, and criminal justice (e.g., Anderson, 2011; Klein et al., 2015; Radburn & Stott, 2019).


1.4 [bookmark: Differentiation From Other Social Scienc]Differentiation From Other Social Sciences
Social psychologists are not the only scientists interested in understanding and predicting social behavior. Sociology, cultural anthropology, and subdisciplines of psychology such as cultural psychology, clinical psychology, and personality psychology are also interested
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in the interplay between people and their social environment. So, what distinguishes social psychology from other academic fields? We will explore some important aspects here:

· sociology: Sociologists usually explore the influence of the social context on people at a group level, using surveys and demographic data, whereas social psychologists focus on the influence of the social context on the “individual,” typically using experimental methods.
· cultural anthropology: Anthropologists explore how culture and behavior change over time using extremely detailed and comprehensive “thick” observations, which are usu- ally made from inside the culture. In contrast, social psychologists try to uncover con- crete and specific determinants of social behavior, relying on falsifiable hypotheses that are tested.
· cultural psychology: Whereas cultural psychology focuses on cross-cultural differen- ces, history, and the long-term influences of culture on psychological processes, social psychology focuses on the influence of the social context on the individual in the here and now.
· clinical psychology: When clinical psychologists study social interactions and relation- ships, they focus on mental illnesses or problematic thoughts or behaviors. Social psy- chologists are interested in “normal” everyday behaviors and interactions.
· personality psychology: Personality psychologists study individual differences such as extraversion or conscientiousness. Although individual differences also interest social psychologists, they are more interested in individual differences in response to the social characteristics of the situation (e.g., “Are extraverted people less susceptible to conformity pressures than introverted people?”).

Table 1: Social Psychology and Related Disciplines


	Field of study
	Main focus of the discipline
	Example of research question to study aggression

	Sociology
	Sociology focuses on the influence of the social context on people at a group level, whereas social psychology is interested in the individual.
	How does aggression vary as a function of socioeconomic class, gender, and age?

	Cultural anthro- pology
	Cultural anthropology focuses on how culture and behavior change over time, whereas social psychology focuses on specific determinants that are tested experimentally.
	How has aggressive behavior changed over time in inner-city schools?

	Cultural psychol- ogy
	Culural psychology focuses on the (long-term) cross-cultural differences in psychological processes, whereas social psychology focuses on the influ- ence of the social context on the indi- vidual in the here and now.
	How do individualistic and collectivistic cultures differ in their expression of aggression?

	Clinical psychol- ogy
	Clinical psychology focuses on mental illnesses or problematic thoughts or behaviors, whereas social psycholo- gists are interested in “normal” every- day behaviors and interactions
	Which clinical diagnosis is the observed aggressive behavior a symptom of?
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	Field of study
	Main focus of the discipline
	Example of research question to study aggression

	Personality psy- chology
	Personality psychology focuses on indi- vidual differences in general, whereas social psychologists are interested in individual differences in response to the social situation
	Are extraverted people more aggressive than people who are less extraverted?


Source: Jessie de Witt Huberts (2023), based on Myers & DeWall (2018).


SUMMARY
Social psychology is the scientific study of the ways in which real or imagined social situations influence individuals’ thoughts, feelings, and behaviors. The field of social psychology covers a wide range of topics, which can be divided into the following categories: social cognition, social influence, and social behavior.

The origins of modern social psychology can be traced back to WWII. The field is characterized by its focus on the power of the social context over the individual and the use of scientific methods. In the decades since, social psychology has become an increasingly diverse and influen- tial field, with researchers studying a wide range of topics such as social influence, group behavior, interpersonal relationships, attitudes, and how attitudes change. Today, the insights and findings of social psychol- ogy are applied in diverse fields, including education, business and management, health care, and public policy.
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 STUDY GOALS 

On completion of this unit, you will be able to ...

· understand why social psychologists conduct scientific research.
· explain the difference between qualitative and quantitative research.
· grasp the three most widely used research designs in social psychology and their strengths and limitations.
· define the three types of validity.
· know about reactivity in research and the different methods to minimize it.
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 PSYCHOLOGICAL DATA COLLECTION 
Introduction
Which of the following statements is correct?

· Strong temptations are more dangerous to your self-control than weak temptations.
· The more people witness an accident, the faster the victim will be helped.
· Persuasive messages lead to compliance.
· If you want to ask someone for a favor, it is better to not have made any other requests to that person before.

Social-psychological research has demonstrated that, in fact, all of these statements are incorrect: People are more likely to fall for weak temptations, as they tend to underesti- mate them (Kroese et al., 2011); the more people are present in an emergency, the less responsible people will feel to help (Darley & Latane, 1968); persuasive messages can backfire and lead to reactance, which is when people do the opposite of what was asked of them (Brehm, 1966); and people are more likely to respond favorably to your request if they have either done you a small favor before (the “foot-in-the-door technique”; Freed- man & Fraser, 1966) or if they turned down an earlier outrageous request you made (the “door-in-the-face technique”; Cialdini et al., 1975).

Without scientific research, these counterintuitive findings are unlikely to have been uncovered. This is why social psychologists adopt a scientific approach that extends beyond the mere observation of human actions. They believe that a true understanding of behavior needs a systematic scientific approach, which is why they conduct empirical research.


2.1 [bookmark: Social Psychological Findings in Science]Social Psychological Findings in Science Versus Everyday Life
In daily life, we are all social psychologists. However, rather than approaching this knowl- edge scientifically, we tend to rely on our intuition. In order to navigate life effectively, it’s essential to have a well-developed understanding of why people behave as they do, what causes certain behaviors, and what effect our own behavior has on others. Often, our questions about human behavior can be answered through simple observation and the use of our own common sense, which is why many people think it is not necessary to study it empirically. These common-sense understandings are often quite accurate, but as you may have noticed from the examples in the introduction, this isn’t always the case. Plus, they can also be contradictory, which can leave us wondering if, for example, “birds of a feather” really do “flock together” or if opposites attract.
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A particular reason for this is that our common-sense understanding often leads us to believe that we know why we engage in a particular behavior when, in fact, we don’t. Social-psychological research has demonstrated that individuals do not always compre- hend the reasons behind their own actions. We tend to believe that our thoughts control our behavior when other factors may actually be at play (Pronin, 2009; Wegner & Wheat- ley, 1999). These findings and many others demonstrate that human beings are not relia- ble judges of the causes of their own behavior, let alone another person’s behavior (e.g., Pronin & Kugler, 2010). Moreover, social psychology is interested in “big” phenomena such as intergroup conflict, stereotypes, and prejudice. Therefore, the aim of a lot of social-psy- chological research is not just simply describing these big phenomena. Rather, it also seeks to explain and, hopefully, change them. This is why social psychologists believe that the study of social behavior should be scientific, meaning that theories are tested against evidence that is based on the systematic collection and analysis of observable data.

Through commitment to the scientific method, social psychologists attempt to improve upon our natural ways of observing behavior. To this end they use a wide range of scien- tific data collection methods, including lab experiments, field experiments, surveys, and the observation and analysis of naturally occurring behavior.


2.2 [bookmark: Qualitative and Quantitative Methods in ]Qualitative and Quantitative Methods in Social Research
Scientific research can be viewed as a process of formulating a question and then attempt- ing to obtain valid answers to that question through a systematic process. Over the years, researchers have used a variety of methods to answer their research questions. These methods can be categorized as either quantitative or qualitative.

The term “qualitative research” describes methods of collecting and analyzing data that is not reducible to numbers, focusing instead on the content and meaning of the language used to uncover how people think and act. Qualitative data are often collected using inter- views, focus groups, and content analysis of naturally occurring data such as archival data, conversations, and observation. The term “quantitative research” refers to methods of collecting numerical or measurable data that is amenable to statistical analysis. Com- mon quantitative data collection techniques are surveys and questionnaires and experi- ments.

In social psychological research, qualitative research is considered to be “bottom-up” – that is, hypothesis-generating research where naturalistic observations are used to gener- ate hypotheses and theories about events. For example, by observing children in a play- ground, one might develop a hypothesis about gender differences in cooperative play in toddlers. Quantitative research is a “top-down” approach, meaning that specific hypothe- ses are tested through data analysis to study and prove relationships between them. In social psychology, qualitative research is often used as a forerunner of quantitative research rather than as the main method of data collection. For example, this might be through generating hypotheses to be tested by quantitative research or by informing the
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design of a quantitative study by conducting focus group discussions to develop a ques- tionnaire. Such a questionnaire can then be used and analyzed through quantitative methods.

While some important social psychological findings are based on qualitative research, quantitative research methods have dominated the field of psychology in the past deca- des. However, this is slowly changing (e.g., Stroebe & Hewstone, 2020).


2.3 [bookmark: Methodological Diversity in Social-Psych]Methodological Diversity in Social- Psychological Research
There are several types of research questions. These include existence questions (e.g., “Are job applicants with minority backgrounds treated less favorably during the application process?”), questions regarding description or classification (e.g., “What are the most common types of cyberbullying, and how do they differ?”), relationship questions (e.g., “Is there a relationship between self-esteem and marital status?”), and causality questions (e.g., “Does exposure to violent media cause aggressive behavior in children?”). Different types of questions call for different approaches to seeking answers. Here, we will discuss the three most used research designs in social psychology: (1) observational research,
(2) correlational research, and (3) experimental research.

Observational Research

The most basic research design – “observational research” – involves observing and sys- tematically recording behavior. This method provides a snapshot of what is occurring within a specific group of individuals at a particular time and how they are reacting to the situation. Observational studies can either be quantitative or qualitative in nature. As an example of an observational approach using quantitative methods, researchers might sur- vey the members of a given community to determine the percentage who suffer from vari- ous mental disorders. A new source of observational data for social-psychologists is what is referred to as “big data.” This means that algorithms can be used to capture and sum- marize huge amounts of online behavior. This behavior can then be analyzed. An example of an observational study not involving numbers (i.e., one using qualitative methods) is a study where researchers record how people with mental disorders spend their days.

Observational research has several benefits. Firstly, it is often the only viable means of gathering data on certain subjects, such as the effects of divorce on children’s well-being or the social dynamics within a religious cult. Secondly, observational research captures behavior as it naturally occurs, making it a preferred method over others in certain situa- tions. However, observational research also has some limitations, the most significant being that it provides mere descriptions of events without explaining the relationship between variables or causality, which are precisely the questions that correlational and experimental research are intended to address.
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Correlational Research


Many questions that social psychologists ask are about relationships between variables. While observational studies generally help us understand the basic nature of the variable, “correlational research” examines how two or more variables are related to one another. When both variables are assessed numerically, correlational designs can search for and test hypotheses about the relationships between the variables. To explore this relation- ship, researchers begin by stating their predictions in a “research hypothesis.” In a correla- tional study, a research hypothesis is the specific prediction about the association between two or more variables, and the direction of that relationship (i.e., the correla- tion). By formulating a research hypothesis up front, the research is said to be falsifiable. That is, the outcome of the research can empirically demonstrate that (1) there is support for the correlation hypothesis and a relationship between the variables of interest;
(2) there is no relationship between the variables, meaning that the hypothesis is not empirically supported; or (3) there is an association but is not in the direction that was predicted. This is done by using a statistical method that – in addition to confirming whether there is a relationship between numerical variables – can make statements about the strength of that relationship. The outcome is summarized in the Pearson correlation coefficient.












Falsifiable
In science, a statement or theory is considered falsi- fiable if it can be shown to be incorrect through empirical evidence or observation.
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PEARSON CORRELATION COEFFICIENT
The Pearson correlation coefficient can range from +1 to -1. The plus or minus indicates the direction of the correlation, referring to either a positive or a nega- tive correlation. A positive correlation is one in which an increase in one variable coincides with an increase in the other. For example, daily time spent watching TV is likely to be positively correlated with a set percentage of body fat. A nega- tive correlation is one in which an increase in one of the variables coincides with a decrease in the other variable. For instance, time spent exercising is likely to be negatively correlated with percentage of body fat.

The absolute value of the correlation coefficient, 0 to 1 irrespective of sign (so, 0 to +1 for a positive correlation and 0 to -1 for a negative correlation) indicates the strength of the relationship. The closer the correlation coefficient is to 1, the stronger the correlation between the two variables is. Stronger correlations allow one to predict the value of one variable by knowing the other.


The capacity for prediction is an important advantage of correlational designs, as we can use our knowledge of a person’s score on one of the variables to predict their score on another variable. For example, high school grades are considered to be a good predictor of a prospective student’s academic success in college. Therefore, high school examination grades are often used in college admission procedures. Although these predictions will not be perfect, they allow us to make better estimations than we would be able to make if we had not known the person’s score on the first variable ahead of time. Another advantage
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of correlational research is that, like observational research, it can often be used to study why people are doing the things they do every day, as the researcher is merely measuring the variable of interest created rather than creating artificial (i.e., laboratory) situations.anon
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While correlational designs have benefits, they also have a major limitation: They cannot be utilized to establish causality among the measured variables. The presence of a correla- tion between two variables does not mean that one variable caused the other. To illus-
trate, while many studies have found that exposure to violent video games is associated with increased aggressive behavior in children (e.g., Anderson & Bushman, 2001; Ander-

son et al., 2003), this does not mean that the aggressive video games caused the aggres- sive behavior. Another possibility is that children who are already prone to aggressive behavior may be more likely to seek out and play violent video games. Yet another explan- ation for the observed correlation is that it may have been produced by the presence of a third variable that was not measured in the research. Such “third variables” are also known as “confounding variables.” These confounding variables are variables that are not measured in the research but cause both the predictor variable and the outcome variable. Thus, they cause the observed correlation between them. For instance, the relationship between violent video games and aggression in children may be caused by the family environment, as certain family environments may expose children to aggression in reality and are also more likely to allow children to play aggressive video games in the first place.
In essence, researchers may be unaware of the presence and identity of confounding vari- ables. Likewise, it is not always possible to measure every possible variable that could potentially be a confounding variable. Therefore, the possibility of confounding variables must always be taken into account when considering the results of correlational research designs. This leaves us with the basic limitation of correlational research: “Correlation does not imply causation.” To be able to make any claim of causality, researchers must employ experimental methods.

Experimental Research

The goal of much research in social psychology is to understand the causal relationships between variables, and the most appropriate research method is to conduct “experi- ments.” In an experiment, the research hypothesis that is tested is that the manipulated independent variable causes changes in the measured dependent variable. The “inde- pendent variable” refers to the situation that is created by the researcher through experi- mental manipulations, and the “dependent variable” refers to the variable that is meas- ured after the manipulation has taken place. This latter variable is called the dependent variable because changes in this variable depend on the influence of the independent var- iable. In an experiment, the independent variable is systematically manipulated by the experimenter while all other aspects of the scenario are held constant. Experimentation is the primary research method in social psychology due to its unparalleled ability to test theories that predict causal relationships between variables.

Experimental designs have two important elements. First, they manipulate – that is, sys- tematically vary – the level of the independent variable before measuring the dependent variable. It is said that participants who are exposed to different manipulations are said to be in different “experimental conditions.” In a simple experiment with two conditions,
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there is a group of people who are exposed to the manipulated independent variable (i.e., the “experimental condition”), and a group of people who are not exposed to the manipu- lated independent variable (i.e., the “control condition”). It is also possible to vary the lev- els of manipulation of the independent variable and, thus, have more than two conditions in an experiment. For example, in a study on the effects of music on learning, the researcher can decide to study the effect of different types of music on learning and create three conditions such that the effects of classical music, pop music, and no music can be compared.anon
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The second important element of experimental designs is that efforts are made to control or minimize variability in variables other than the independent variable and dependent variable, thereby ruling out the possibility of confounding or third variables that cause both the independent variable and dependent variable. This is done by creating equiva- lence among the participants in each of the conditions before the manipulation occurs. The most common method of creating equivalence between conditions is by “random allocation,” which is also called “randomization.” In random allocation, the process of allo- cating participants to the conditions is done in a way that ensures that each participant has an equal chance of being assigned to each condition.

The idea behind experiments is that if researchers can create a situation where (1) the different conditions are equivalent before the experiment begins, (2) they manipulate the variable before they measure the dependent variable, and (3) only change the nature of the independent variable between the conditions, then they can confidently conclude that it is only the independent variable that caused any differences in the dependent vari- able. To be able to fulfill these requirements, experimental studies are often conducted in laboratory settings. A “lab study” is any study in which the participants are brought to a specially designated area that has been set up to facilitate the researcher’s ability to col- lect data and create uniform conditions.

Despite the advantage of determining causation, experimental designs have important disadvantages. The first is that some of the most interesting and important social varia- bles cannot be experimentally manipulated. If we want to determine the influence of trau- matic events on health or the personality of people who run for president, we must use correlational designs because researchers can’t manipulate trauma or who runs for presi- dent. A second limitation of experimental research designs is that they are usually con- ducted in laboratory situations rather than in the everyday lives of people, since that allows the researcher to systematically manipulate certain variables while controlling oth- ers. Therefore, we do not know whether the findings we observe in lab settings will neces- sarily hold up under more natural conditions in everyday life. This brings us to an impor- tant issue of designing and interpreting research: validity.
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Table 2: Advantages and Disadvantages of the Main Research Methods in Social Psychology


	Methods
	Method and goal
	Advantages
	Disadvantages

	Observational research
	Involves observing and systematically record- ing behavior to obtain a snapshot of what is occurring with a spe- cific group of individu- als at a particular time
	· Often the only possi- ble means of gather- ing data on subjects that cannot be stud- ied under other cir- cumstances
· Can capture behav- ior as it naturally occurs, increasing external validity
	· Cannot answer question about the relationship between variables or causality

	Correlational research
	Examines how two or more variables are related to one another by measuring two or more variables and using statistical meth- ods to test this rela- tionship
	· Enables prediction of unknown varia- bles
· Can study variables that are difficult or unethical to manip- ulate
	· Cannot establish causality

	Experimental research
	Can assess the causal impact of one or more variables on another variable by manipulat- ing one variable, ran- domly allocating the participants to the dif- ferent conditions, and holding all other varia- bles constant
	· Allows conclusion about causal rela- tionships between variables
	· Many variables diffi- cult to manipulate experimentally
· experimental stud- ies often conducted in labs, limiting their external validity


Source: Jessie de Witt Huberts (2023).


2.4 [bookmark: Scientific Observation in the Field and ]Scientific Observation in the Field and in the Laboratory
“Validity” in research designs refers to the extent to which someone is justified in drawing conclusions from their findings. There are three main types of validity in research.
Construct Validity

Construct validity refers to the extent to which a measure or test adequately assesses a theoretical concept or construct. In social psychology, researchers often use measures or tests to assess theoretical constructs such as attitudes, personality traits, or cognitive processes. Construct validity is important because it helps to ensure that the measure or test is actually measuring what it is intended to measure.
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Internal validity refers to the confidence one can have that the observed relationship is trustworthy and not influenced by other factors. Experiments are said to have high levels of internal validity because of the measures researchers take to rule out alternative explanations for the effects, such as randomization and manipulation.
External Validity

External validity refers to the extent to which a finding can be generalized beyond the spe- cific conditions in which it was observed by the researcher. Experimental studies often take place in laboratory settings, where the starkness of the situation allows the researcher to manipulate certain variables and control other variables (thereby increasing internal validity). However, these laboratory experiments often lack the rich social context in which people normally interact. Observational and some correlational studies often tend to be “field studies.” These are conducted in a setting other than the lab and, there- fore, high in external validity. Another threat to the external validity of experiments is the fact that many social-psychological experiments often use university students as partici- pants, in part because they are easy to recruit at the university campuses where the stud- ies are usually conducted. These students are often “WEIRD:” Western, educated, industri- alized, rich, and democratic (Henrich et al., 2010). This raises questions about whether well-known findings are valid beyond students and similar populations. Many social psy- chologists are concerned about the degree to which the results of such experiments can be generalized to settings outside the laboratory and to people other than students. A common response to this concern is that the goal of social-psychological studies is to understand the processes underlying a phenomenon rather than to describe the general population. The assumption here is that the underlying processes are unlikely to differ in some fundamental way between students and non-students. This is likely to be true for basic or fundamental research. However, for applied research, generalizability outside the lab and in other populations is of key importance.

Lab and field settings have complementary sets of benefits and drawbacks. The labora- tory environment enables researchers to collect data in more uniform and controlled con- ditions than in the field. However, the artificial nature of the lab may produce behaviors in participants that can confound the study’s objectives. To counter issues with internal and external validity, researchers can use different experimental designs:

· true experiment: The “true randomized experiment” is one in which the researcher has complete control over key features of the setting, and participants are allocated to the different conditions on a random basis. However, as this is best done in laboratory set- tings this often involves a loss of realism. True experiments are thus high in internal val- idity but low in external validity.
· field experiment: A “field experiment” is a true experiment in a field setting, which attempts to combine the control of a laboratory setting with the realism of the natural environment. Unfortunately, these are difficult to conduct because they often require a means to randomly assign people to conditions, and this is frequently not possible in natural settings.
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· quasi-experiment: A “quasi-experiment” is conducted in a natural everyday setting, but the participants are not randomly allocated to the different experimental condi- tions, instead relying on naturally occurring differences between participants. For exam- ple, in a study that studies the effects of depression on communication style, the researcher cannot induce depression in the study’s participants. To be able to study the effects of depression on communication he therefore purposely selects depressed par- ticipants for the “experimental” condition and non-depressed participants for the con- trol condition.

In social psychology, controlled lab experiments predominate because they are so well- suited to establishing the causes of behavior. Human behavior is complicated, and the same is true for the social situations that people find themselves in. Because of this com- plexity, researchers often try to control variables in order to be able to make causal attri- butions. A significant drawback of this approach is that it misses the richness of the real world.

In the end, the choice of a research strategy is often a compromise between what is opti- mal and what is practicable. As each and every strategy has its limitations, it is often argued that researchers should use “triangulation” to study a given topic. Triangulation refers to the combination of several research methods in the study of the same phenom- enon. Because each method has its strengths and weaknesses, the use of different meth- ods means that the strengths of one method can compensate for the weakness of another. This can provide a better basis for drawing conclusions than any single method could. Social psychologists also use a statistical technique called “meta-analysis” to combine the results of multiple research studies on a particular topic. Meta-analysis is particularly use- ful for synthesizing research on complex or controversial topics, wherein the results of individual studies may be inconsistent or conflicting.


2.5 [bookmark: Reactivity in Psychological Research]Reactivity in Psychological Research
Despite all efforts to systemize and objectively measure social behavior, social-psychologi- cal research will always involve humans and is, therefore, prone to human error. People do not participate in research studies as blank slates – they also bring their own histories, assumptions, and expectations to the situation. These assumptions and expectations impact how they respond to the study situation and can affect the outcomes of the study. For example, merely the awareness that one’s behavior is being observed or recorded is likely to influence one’s responses. This phenomenon is known as “reactivity.” Reactivity can negatively impact the results of a study. As an example, if participants are aware that they are being observed, they may behave differently than they normally would in order to present themselves in a more favorable light. This can lead to biased or unreliable results, as the behavior being observed is not representative of the participant’s natural behavior.

Reactivity often arises in experimental contexts, meaning that specific hypotheses are being tested rather than natural phenomena being recorded. In these situations, partici- pants often react to subtle cues in the research environment, called demand characteris-
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tics. Demand characteristics can range from subtle cues given (often unconsciously) by
the researcher about the nature of the study to the tasks or questions employed, which would help the subject guess the hypothesis to be tested in that study. Since participants typically try to be “good participants,” they do their best to confirm these hypotheses (Orne, 1962). In other words, when participants behave with the intention of fulfilling the experimenter’s hypothesis, it is said to be a response to the demand characteristics of the

experiment.

Demand characteristics This term refers to the subtle cues, often unin- tended, that are present in a research study that may influence the behav- ior or responses of the participants. These cues can create “a demand” for a particular type of behavior or response from the participants, causing them to behave in a way that they believe is expected of them rather than giving an accurate reflection of their true beliefs or behaviors.
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Experimenter Effects
THE HAWTHORNE EFFECT
Reactivity is also known as the “Hawthorne effect,” named after a series of stud- ies that were conducted at the Hawthorne Works, a Western Electric factory in Cicero, Illinois, in the 1920s and 1930s. The studies were intended to examine the effects of various physical conditions such as lighting and temperature on worker productivity. However, the researchers noticed that the workers’ produc- tivity seemed to improve regardless of the physical conditions being manipu- lated. This led the researchers to conclude that the improvement in productivity was due to the fact that the workers were being observed and paid attention to, rather than the physical conditions themselves. The Hawthorne studies are often cited as the first example of reactivity and have had a lasting impact on the field of psychology and the way that research is conducted.

While the term Hawthorne effect has been firmly established within the aca- demic curricula, the results of the original study have been questioned among concerns about the sample and sample size, the lack of experimenter blinding, and other design issues (Bastian, 2013). More recent attempts to replicate the Hawthorne effect suggest that the effect does exist. Moreover, little is known about its magnitude, conditions, and mechanism (McCambridge et al., 2014; see Evans, 2014 for a discussion).


Social-psychological research is not only done with humans but also “by” humans. As humans, researchers inevitably have hopes and expectations that can impact their behav- ior and observations during data collection. These biases are known as “observer-expect- ancy” or “experimenter-expectancy” effects. A researcher who has a desired or expected outcome for a subject may unintentionally convey that expectation, thereby affecting the subject’s behavior. For example, the experimenter may unconsciously – such as through subtle bodily cues – react positively to responses that support their hypotheses and nega- tively to responses that are inconsistent with their expectations. Likewise, the experi- menter may rate a participant’s response or result on the dependent variable as stronger if that participant is in the experimental condition that supports the researcher’s hypothe- ses. For example, in a study that investigates the impact of violent computer games on
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aggressive behavior, a researcher who objects to the violence of such games may rate the behavior of participants in the violent video games condition as more aggressive than the behavior of participants in the neutral video games-condition.

Researchers can employ several methods to avoid or minimize such reactivity. One such method is “blinding.” Traditionally, blinding refers to not knowing – being “blind” to – whether one subject is part of the experimental group or of the control group. In “a single- blind design,” the study’s participants do not know whether they are part of the experi- mental group or members of the control group, whereas the experimenter will be in full possession of the facts. To prevent observer expectancy effects in addition to reactivity among participants, a “double-blind” research design can be employed. In studies with this design, neither the participants nor the researchers know which participants are in the experimental group or which ones are in the control group.

Another way to minimize observer-expectancy effects is to minimize interaction between participant and experimenter and automate the experiment as much as possible. Indeed, most social-psychological research is done via computer. However, this comes at a cost for the external validity of the experiment.

In social-psychological research that relies on the participants reporting their feelings, thoughts, and behaviors, it is not easy for researchers to conceal what is being studied. Therefore, researchers often use some form of “deception.” This can range from withhold- ing information about the purpose of the research to making up cover stories to make par- ticipants believe that the research is concerned with something other than its real pur- pose. This can also help deal with socially desirable answers that respondents might give. For example, if a researcher wants to study a controversial or sensitive topic such as racial prejudice, participants may not disclose their true thoughts or feelings if they are aware of the true objective of the study, thus distorting the results. To overcome this, the partici- pant is told “a cover story,” a false statement about what the research is about, to avoid socially desirable responses. In the case of the study being based on prejudice, the researcher may tell the participants that the study is about the effects of facial expressions on mood, leading participants to think that it is the facial expression rather than the eth- nicity of the faces presented during the study that is the focus of the investigation. In some experiments the researchers also use an “experimental confederate:” an accomplice of the experimenter who poses as another participant but who, in fact, plays a prescribed role. Consider the other people in Asch’s (1951) study on conformity who insisted that a line that was clearly shorter was identical to the line in the example. Likewise, recall the learner in Milgram’s study on obedience (1963) who pretended to be hurt by the shocks the participant gave him.

Overall, deception is a controversial research method, and it is important for researchers to carefully consider the potential ethical implications of using deception in their studies. Deception should only be used when it is necessary to study an important research ques- tion, and when the benefits of the study outweigh any potential harm to the participants. To be in line with the ethical standards of psychological research (see the following digres- sion box), researchers are obliged to debrief the participants after an experiment involving some kind of deception. In this “debriefing,” the participants are informed about the pur- pose of the study and can ask questions to the experimenter. This is particularly relevant
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in studies that may have suggested that there was harmful behavior involved. For exam- ple, in the obedience studies by Milgram (1963), it was crucial that the participants were informed that the shocks they had ostensibly administered to the other person were fake. He was, evidently, a confederate and had not been harmed in any way.anon
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ETHICAL STANDARDS IN PSYCHOLOGICAL RESEARCH
The British Psychological Society (BPS) and the American Psychological Associa- tion (APA) have both issued a code of ethics in psychology that provides guide- lines for the conduct of research. The following list is based on McLeod (2015) and presents some of the most important ethical issues:

· informed consent: Before the study begins, the researcher must outline to the participants what the research is about and then ask for their consent (i.e., permission) to take part.
· debrief: After the research is over, each participant should be able to discuss the procedure and the findings with the psychologist. They must be given a general idea of what the researcher was investigating and why. Their part in the research should be explained.
· protection of participants: Researchers must ensure that those taking part in the research will not be caused distress. They must be protected from phys- ical and mental harm. The risk of harm must be no greater than that in ordi- nary life, and if vulnerable groups are to be used, such as children, they must receive special care.
· deception: The researcher should avoid deceiving participants about the nature of the research unless there is no alternative. However, there are some types of research that cannot be carried out without at least some element of deception.
· confidentiality: Participants and the data gained from them must be kept anonymous unless they give their full consent. No names can be used in a study report.
· withdrawal from investigation: Participants should be told at the start of the study that they able to leave the study at any time if they feel uncomforta- ble. They should also be allowed to withdraw their data.



SUMMARY
Social psychology is a field of study that aims to understand human behavior and thought processes. To achieve this, social psychologists use scientific research methods to study human behavior and social interactions. The two main types of research methods are qualitative and quantitative. Qualitative methods involve the collection and analy- sis of non-numerical data such as words, images, or video. This type of
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research is often used to gain a deeper understanding of people’s experi- ences and perspectives. In contrast, quantitative methods involve the collection and analysis of numerical data. This type of research is often used to test hypotheses and look for patterns or trends in data.

There are three main research designs in social psychology: observatio- nal studies, correlational studies, and experiments. Observational stud- ies involve observing and recording people’s behavior without manipu- lating any variables. These studies provide a useful understanding of naturalistic behavior, but they do not allow researchers to draw conclu- sions about cause and effect. Correlational studies measure the relation- ship between two or more variables but, again, do not allow conclusions about cause and effect. Experimental studies manipulate one or more variables in order to measure their effect on another variable, which does allow for conclusions about cause and effect. However, laboratory experiments are often limited to the specific lab setting and research populations, often students, and are, thus, low on external validity. Quasi-experiments or field experiments can be used to address threats to external validity while maintaining internal validity.

Reactivity is a threat to the validity of a study and refers to the influence the researcher or research study has on the behavior of participants. Participants may behave differently than they naturally would in response to demand characteristics. To minimize reactivity, researchers can use blinding or various forms of deception to keep participants unaware of the purpose of the study. Observer-expectancy or experi- menter-expectancy effects can also result in bias, and these can be addressed by using double-blind research designs and minimizing inter- actions between researchers and participants.

Despite these efforts to address sources of bias, all research has limita- tions. Any single study can only be conducted in one setting and can assess only one or a few dependent variables. To draw conclusive research findings, scientists often use triangulation of methods or meta- analyses. Finally, social-psychological studies are subject to ethical standards in order to protect the rights and welfare of the participants.
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 UNIT 3 
[bookmark: Social Perception and Attribution] SOCIAL PERCEPTION AND ATTRIBUTION 






















 STUDY GOALS 

On completion of this unit, you will be able to ...

· understand how we form impressions of others.
· understand how people make attributions about the causes of other’s behavior.
· identify the most common biases in social perception and attribution.
· describe how stereotypes are formed and perpetuated.
· understand how social perception and attribution processes in the lab compare to real- life situations.
· explain the role of automatic and controlled processes in social perception and attribu- tion.
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Introduction
When you think back to the moment you were first introduced to your closest friend, what were your first thoughts about them? Was your first impression accurate, or was it com- pletely off the mark?

Fritz Heider (1958), a pioneer of social psychology, was among the first to point out that humans are natural psychologists or naïve psychologists. He argued that humans have an innate curiosity to assess the personalities of others they meet. From an evolutionary viewpoint, this desire to understand others has practical advantages, as other people can help or hurt our life’s endeavors. Understanding the unique characteristics of others can help us to predict their behavior and decide how to interact with them. In line with Heid- er’s view, researchers have found that people are remarkably accurate and quick at assessing other people’s personalities. For example, a study demonstrated that after as lit- tle as 100 milliseconds of exposure to politicians’ faces, people made judgments about each person’s competence, and these judgments of competence – even after such minimal exposure – accurately predicted election outcomes (Ballew & Todorov, 2007). At the same time, however, the accuracy of our judgments can suffer from certain kinds of mistakes – or biases – in our perception of each other. Many persistent societal problems such as ster- eotypes, prejudice, and discrimination can be traced back to our tendency to draw quick but often inaccurate judgments of other people.


3.1 [bookmark: Social Perception]Social Perception
All of us form impressions of virtually everyone we encounter in our lives, whether in real life or via the media. As we perceive others; our friends, our new neighbor, our political leaders, or new immigrants to the country, we intuitively construct perceptions of their personality, likeability, competence, attractiveness, and other characteristics. For exam- ple, if a person smiles at you, you do not simply register the fact that they smiled at you. Instead, you interpret the smile in terms of its meaning, which, in turn infers something about their personality. What you carry from that encounter is not so much a memory that this person smiled but a memory that they were friendly, arrogant, or deceitful. That memory is added to your impression of that person and might affect your future interac- tions with them. In other words, rather than taking the encounter at face value, people construct their perception of others. One of the major tasks of social psychology is to understand how we arrive at our judgments of others.

”Social perception,” which is part of the research domain of social cognition, explores how information is combined when forming impressions of others. Pioneering research by Solomon Asch in the 1940s revealed that our impressions of others are formed by more
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complex rules than just the sum of characteristics that we use to describe people. Instead, social-psychological research has since found that our impressions of others depend on what information is presented, how it is presented, and our prior assumptions.
Forming Impressions Based on the Type of Information

When forming impressions of other people, not all information that we receive about them is treated equally. In fact, some features seem to have more influence than others in our final judgments. These main features are called “central traits” (Asch, 1946). What con- stitutes a central trait in our perception of others can vary from context to context and per- son to person. In one context, a trait may be more important than in another context. For example, efficiency is likely to be more important – as in, more central – when one is form- ing an impression of a potential future employee than when meeting a potential romantic partner. People also have idiosyncratic views of what is important in characterizing peo- ple, and these views are part of their “personal constructs” (Kelly, 1955). Therefore, for Lucy, whether someone has good manners will always be more important in her judg- ments about others than it is for, say, Leo, who values directness and is, thus, not so both- ered by the brashness of their new manager. As a result, Lucy and Leo will have differing opinions about their new manager. In a world where we meet many different people in many different contexts, central traits are a useful and efficient means for organizing and summarizing large amounts of diverse information about people we encounter.

Research has also found that regardless of context or personal preferences, negative infor- mation seems to have a disproportionate impact on the impressions we form of people (e.g., Rozin & Royzman, 2001). If we hear that our new neighbor has a criminal past, this information is more likely to influence our impression of him than his friendly and warm demeanor. One reason for this “negativity bias” is that people are likely to be particularly sensitive to negative information, as that may signify potential harm or danger.

Forming Impressions Based on How Information is Presented

Social-psychological research has empirically backed up the popular expression that first impressions matter. In one of Asch’s studies (Asch, 1946), he read out lists of personality adjectives to students and instructed them to form an impression of the person described by these words. He discovered that the order in which an adjective was presented made a difference. Earlier information had a disproportionate impact on impression. For example, when a person was described as intelligent, industrious, impulsive, critical, stubborn, and envious, he was seen by the students as competent and ambitious. But when exactly the same words were presented in the opposite sequence so that the words envious and stub- born came first, the person was thought to be overemotional and socially unstable. The greater influence of initial information is called “the primacy effect.” Apparently, people

Social cognition
This is the research domain in social psychol- ogy that studies the men- tal processes that people use to perceive, interpret, and remember informa- tion about other people and social situations.









Personal constructs These comprise the per- sonal lens through which a person perceives the world.
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Forming Impressions Based on Prior Knowledge

A third factor that influences the way we form impressions about others is our prior knowl- edge and assumptions about what a person or situation will be like. Such a mental con- struct is also called mental schema. A “schema” is a mental framework that people use to organize and synthesize information about something. It contains information based on common characteristics and the relationship between these characteristics. We have schemata for specific people, groups of people, events, ourselves, roles, and places. Sche- mata aid us in interpreting the world (Markus & Zajonc, 1985). To know a person, even slightly, is to have a mental schema for that person. Even before we meet a person, we may already have a schema of them based on what we have heard and supplemented by our imagination. That is why we already have a mental picture of someone before meeting them, and hearing that someone is retired or is into metal music already draws up an image of them.

As schemata serve as guides to interpret new information about the world, we tend to adapt new information so as to fit in with our existing schemata. This can influence our interpretations of the person’s behavior. A classic experiment demonstrating this biasing effect of prior knowledge involved the perception of a guest lecturer at a famous univer- sity (Kelley, 1950). Students were told that the next lecture was going to be held by a guest lecturer and then received a list of characteristics that described this lecturer. Some stu- dents received a list of mostly positive characteristics, whereas other students received a list of mostly negative characteristics. After the actual lecture the students were asked to evaluate the guest lecturer. The students who had received positive information about him beforehand took greater part in the discussion and rated him and his performance more positively than the students who had received the negative information beforehand. Thus, the two groups made different judgments about the same person depending on the initial schema set up for them.

The Lasting Effects of First Impressions

Together, these findings explain why first impressions can be so enduring. First of all, first impressions are hard to change because people tend to adapt information that conflicts with their earlier impressions in order to make it fit within the schema they have estab- lished (Asch, 1946; Park, 1986). Thus, these early impressions affect how we interpret and perceive later encounters. Our smile may look friendly to those who think we are kind, smug to those who think we are aloof and deceptive to those who think we are untrust- worthy. As a result, our smile tends to “confirm” rather than “dispute” their prior impres- sions of us. This can also explain the “halo and horn effects.” The angelic halo and devilish horn are used as symbols for the lasting effects on our positive and negative impressions. Thus, when someone makes a good first impression, their subsequent behavior is more likely to be interpreted as positive (i.e., the halo effect). After a bad first impression, their subsequent behavior is more likely to be judged as negative (i.e., the horn effect).

Secondly, first impressions are enduring because they influence our further interactions. If we form a positive first impression of a person (either directly or through information we have received about them), we are more likely to respond kindly and agreeably to that person, which will then form the basis of a pleasant interaction. Hearing negative things
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about them could lead us to be more guarded and curt toward them, which may lead to a strained interaction that will confirm the negative expectations we had of them. For exam- ple, when you have been assigned to work on a group project and one of your fellow stu- dents is looking at his phone for the first five minutes instead of discussing the assign- ment, this may leave you with a bad impression of him. As a consequence, you may be short with him and dismissive of his ideas when he tries to contribute, which in turn may lead him to be less motivated and engaged than he otherwise would. At this stage, a chain of negative interactions has been set in motion that will be hard to turn around and make positive.

Schemata are not only activated by words and descriptions but also by appearances. In fact, our immediate first impressions are often based on what we can see because other information about someone’s character is not (yet) available. While these judgments can be accurate, they can also be a source of pervasive biases. An example of such a bias is the “attractiveness bias,” where people who are physically attractive are perceived as having higher intelligence, being more social, and having better morality compared to those who are less attractive (e.g., Langlois et al., 2000). This bias can have significant consequences: Teachers rate the performance of physically attractive pupils as better than their peers (e.g., Talamas et al., 2016), and longer prison sentences are awarded to unattractive per- sons (Beaver et al., 2019). Another pervasive appearance-based bias is the “babyface bias,” which is concerned with a person’s facial maturity. People with younger-looking facial fea- tures tend to be viewed as more naïve and warmer than those with more mature features (e.g., Zebrowitz & Montpare, 2008).

WHY REPRESENTATION IN THE MEDIA MATTERS
We tend to acquire and develop our schemata through exposure to examples of a given category, such as those categories based on gender, age, ethnicity, or cultural background. These schemata develop through personal contact as well as through exposure via the media. As one encounters more prototypical instan- ces of a schema (e.g., if blonde women are frequently portrayed as shallow), this can develop into a tightly defined mental schema that is very rapidly activated in an all-or-nothing fashion and can be highly resistant to change.

This is why representation of groups of people in the public eye is so important, as the repeated exposure to prototypical specific images of particular groups can reinforce the schemata people have of them (e.g., Mastro & Tropp, 2004). The media’s contribution to the development of schemata is particularly rele- vant, given that continuous exposure through the media often outweighs the frequency of face-to-face contacts people have with different groups (for a fur- ther discussion of the influence of the media and stereotypes and how to coun- teract them, see Sharples & Page-Gould, 2016).
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The Effects of Stereotypes on the Perception of Individuals

We not only have schemata for individual people but also for entire groups. These could include schemata for men, women, students, Muslims, Americans, accountants, footbal- lers, and so forth. These schemata for groups of people are commonly referred to as ster- eotypes. The term “stereotype” was first defined as “the picture in the head” that a person may have of a particular group or category of people (Lippman, 1922). Some stereotypes may accurately depict the unique qualities of a group while others may overstate these characteristics or be complete fiction. Regardless of accuracy, stereotypes can influence our judgment of any individual member of a group. Stereotypes can bias our judgments of people, even if we do not want them to. Social psychologists have identified three levels of stereotypes (Krueger, 1996):

1. The public level is what we say to others about the groups.
2. The private level is what we consciously believe but generally do not say to others.
3. The implicit level is the unconscious mental associations that can guide our judg- ments and actions without our awareness.
Nowadays, as more and more people are sensitized to the harmful effects of stereotypes, many individuals are reluctant to admit to holding stereotypes, especially negative ones

about socially oppressed groups. However, much recent research has demonstrated that stereotypes can bias our perception of an individual even at the implicit level.




Priming This is a phenomenon in which exposure to a stim- ulus influences a person's response to a subsequent stimulus. In the field of social psychology, pri- ming refers to the idea that people's thoughts, feelings, and behaviors can be influenced by unconscious cues in their
environment.

To study how implicit knowledge is organized in people’s minds, social psychologists often use a method called priming. The premise behind this method is that any given concept presented to a person activates – or “primes” – in the person’s mind the entire set of con- cepts that are closely associated with that concept. In other words, priming activates the entire schema associated with that concept. Priming the mind with one concept makes these related concepts more easily accessible and, therefore, more likely to enter con- sciousness or direct behavior. For instance, presenting the word “strawberry” as a prime leads to quicker response times in answering yes or no questions related to concepts such as red, fruit, and ice cream. A person tasked with pressing a button for “yes” and a differ- ent button for “no” will respond faster by a few milliseconds to the question “Is red a color?” after seeing the word “strawberry” as a prime compared to seeing “banana” as a prime.

Social psychologists have adopted the priming method to identify people’s implicit ster- eotypes. To avoid subjects consciously counteracting the effects of the primes and sup- press their stereotypes, the primes are either presented as irrelevant or flashed so quickly that they are registered unconsciously but also are not consciously perceived. Examples of
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priming stimuli in experiments on Black or White stereotypes are words like “black” or “white” or pictures of faces. Studies using Black or White stereotypes as prime stimuli reveal that implicit stereotypes persist even among those who reject stereotypes explic- itly. Priming with the concept of a Black person tends to prompt White American subjects to respond faster to questions about concepts such as laziness, hostility, musicality, and athleticism. On the other hand, priming with the concept of a White person leads to faster responses to concepts such as conventionality, materialism, and ambition (Dovidio et al.,

1986). Although positive and negative traits appeared in both Black and White stereo-
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types, the experiments revealed that the implicit stereotypes White Americans have of Black people were significantly more negative than those they have of White people. Con- versely, Black Americans had more negative stereotypes of White people (e.g., Fazio et al., 1995; Valla et al., 2018).anon
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There is mounting evidence of the real and harmful consequences of implicit stereotypes. Implicit biases have been linked to a range of discriminatory outcomes, ranging from poorer quality interactions (Dovidio et al., 2002; McConnel & Leibild, 2001); to discrimina- tion in hiring, promotions, and other workplace decisions (Bertrand & Mullainathan, 2004; Russell et al., 2019); and even to a decreased likelihood of receiving emergency medical treatments (Fitzgerald & Hurst, 2017; Green et al., 2007; Hall et al., 2015). Many social psy- chologists believe that implicit biases have a strong impact on behavior precisely because people are unaware of them, and they can influence our behavior even when one has con- scious, nonprejudiced attitudes. (e.g., Bargh, 1999).

Self-Fulfilling Prophecies

Stereotypes and prejudice can be harmful not only because they lead to unfair and persis- tent interpretations of an individual’s behavior rather than judgments based on objective facts. Rather, it is because they can also have a negative impact through the process of self-fulfilling prophecies. “Self-fulfilling prophecies,” also called the “interpersonal expect- ancy effect,” describe the phenomenon that expectations about a person’s behavior – whether true or false – can shape and influence that behavior.

The fact that the expectations of others can have a powerful influence on a person’s behavior was first demonstrated in a study by Rosenthal and Jacobsen in 1968. In the experiment, Rosenthal and Jacobsen selected a group of elementary school students and told their teachers that certain students in the group had been identified as having excep- tional potential for intellectual growth. In reality, the students had been randomly selected and there was no difference in their actual potential. The researchers then observed the students’ performance over the course of a school year. They found that the students who had been identified as having exceptional potential made significantly more progress than the other students. The researchers concluded that the teachers’ expecta- tions of the students’ potential had influenced their performance. This particular self-ful- filling prophecy of a teacher’s expectations on their student’s behavior is called the “Pyg- malion effect.” Common stereotypes – such as that girls are less capable at mathematics or that students from certain social-economic or cultural backgrounds are less scholastic – can perpetuate these stereotypes by becoming self-fulfilling prophecies. They have a sig- nificant effect on the outcomes and opportunities of the people who are the subject of these stereotypes. For example, if a teacher believes that a student will not be successful in school because of their cultural or social background, the teacher may not provide the same level of support or encouragement to that student as they would to other students. As a result, the student may not perform as well in school, which could be seen as confirm- ing the teacher’s original belief.

Overall, the research suggests that stereotypes and self-fulfilling prophecies can have sig- nificant and lasting impacts on individuals and groups and contribute to ongoing inequali- ties and discrimination (e.g., Madon et al., 2018; 2019). Therefore, it is important to recog-
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nize and challenge stereotypes in order to promote fairness and equality. Unfortunately, stereotypes are particularly hard to change. A first reason for this is that they are often automatically activated and can influence the activation and reliance on stereotypes even outside of our awareness. Secondly, stereotypes – like other schemata – are often resistant to new information that contradicts them. When people encounter information that con- flicts with their stereotypes, they may rationalize or dismiss the new information in order to maintain their pre-existing beliefs. This can make it difficult for people to revise their stereotypes, even when presented with evidence to the contrary. A third reason why ster- eotypes are so hard to change is because they influence the expectations we have of oth- ers and create a self-fulfilling cycle in which the stereotype is perpetuated and becomes even more difficult to change.



IMPLICIT BIAS TRAINING
With the increasing recognition that implicit bias can influence our perceptions, judgments, and actions towards members of stereotyped groups, even in people who are not consciously prejudiced, efforts have centered on ways to reduce or eliminate such implicit biases, including through education and training.

Generally, these implicit bias trainings can be divided into two approaches:
(1) debiasing interventions and (2) strategies for preventing biased decision- making. Debiasing interventions are aimed at changing people’s implicit biases by challenging people’s ideas and stereotypes about groups of people, for exam- ple by counter-stereotypic imaging (e.g., imagining counter-stereotypical mem- bers of a group in detail), individuation (preventing stereotypical inferences by obtaining specific information about individual group members), perspective taking (taking on a first-person perspective of a member of a stereotyped group in order to increase psychological closeness to that group), and increasing opportunities for contact (engaging in positive interactions in order to alter existing schemata and improve attitudes towards that group). Examples of strat- egies to improve biased decision-making are improving the conditions for deci- sion-making (e.g., facilitating the mindful and deliberate processing of informa- tion), increasing the motivation to be fair, and doubting one’s own objectivity by teaching people about implicit biases.

There is evidence that although these types of interventions can be effective in reducing implicit biases, they do not necessarily produce changes in behavior. A meta-analysis of nearly 500 studies (Forscher et al., 2019) revealed that implicit bias training strategies can alter people’s implicit bias. However, the effects were weak and short term, presumably because most trainings included in the study consisted of a single training session which may not be enough to produce strong and lasting changes in such deeply ingrained constructs. More impor- tantly, the meta-analysis found that the changes in implicit bias did not trans- late to actual changes in behavior. Overall, the research on implicit bias retrain-
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ing is still in the early stages, and continued research is needed in order to better understand the mechanisms underlying implicit bias and to develop more effec- tive strategies for reducing its effects (see Onyeador et al., 2021).


3.2 [bookmark: Attribution Theories]Attribution Theories
Thus far, we have been considering how people interpret behavior in terms of what they already know or think – whether accurate or not – about the person’s character. Neverthe- less, judgments relating to behavior go in both directions. People not only assess behavior from what they already know or think they know about the person’s character: People also make judgments of another person’s character based on their behavior.

In the study of social perception, an “attribution” is any assertion about the cause of their own or other people’s behavior. In most interactions, we are continuously making attribu- tions in our minds as we try to make sense of what is happening. Why did my neighbor not greet me when he passed me in the stairwell? Why did my partner raise his voice to me? Why is my friend not returning my call? Since another person’s actions are directly observ- able and their thoughts are not, we often base our judgments about the cause of their behavior on what we see. The attributions we make have a strong impact on our reactions to others’ behaviors, and thus it’s crucial to take them into consideration. If your neighbor does not greet you when you pass him in the stairwell, you might attribute this to his per- sonality, consider him to be arrogant, and resolve to stop greeting him. If you attribute his behavior to specific circumstances and, say, believe his behavior is caused by the loss of a loved one, you might instead go up to him and ask if there is anything you can do for him.

Attribution theory is the area of social cognition that focuses on how people use informa- tion to arrive at causal explanations for events and behavior. In trying to interpret behav- ior, people typically try to disentangle the contribution of “internal causes” (i.e., the per- son and their own dispositions) from “external causes” (i.e., the social situation and its demands).

To build a useful picture of a person based on the person’s actions, one must decide which behaviors imply something unique about the person and which behaviors would be expected of anyone under similar circumstances. In general, when behavior is clearly appropriate to the environmental situation, people commonly attribute that behavior to the situation rather than the person’s personality. Imagine seeing someone become extremely upset after narrowly missing their international flight. You might logically attrib- ute their distress to the situation rather than their personality. However, if you would see that same reaction after someone missed a subway that comes every three minutes, this will probably lead you to a different conclusion about their dispositions than their reac- tion to the narrowly missed flight.

In line with this reasoning, Kelley (1967) developed the “covariation model,” a logical model of determining whether a particular action should be attributed to some character- istic of the person or to something about the immediate environment. According to the
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covariation model, our decision to attribute an observed behavior to internal causes (i.e., the person) or external causes (i.e., the situation) ideally depends on our answers to three questions. The three questions are described as “issues of consistency, consensus[,] and distinctiveness” (Kelley, 1967; 1972):anon
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1. Consistency: Does this person regularly or consistently behave in this way in this sit- uation?
2. Consensus: Do many other people regularly behave this way in this situation?
3. Distinctiveness: Does this person behave this way in many other situations?

The answers to these questions determine the attributions that would follow, as you can see in the below figure.
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Figure 2: The Covariation Model of Attribution
[image: ]


Source: Jessie de Witt Huberts (2023), based on Gray (1999, p. 489).
Studies have shown that when people are asked to explain the cause of a particular behavior and are given sufficient information to answer these three questions, they usu- ally make their attributions in the way the model describes (e.g., Schuster et al., 1998). However, people cannot follow the rigor of such logical attributions processes all the time. In our day-to-day attributions, people often lack the information, the time, or the motiva- tion to systematically process all potentially relevant information when making attribu- tions. In that case, they may take shortcuts in their reasoning, and this may result in cer- tain consistent errors or biases.
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Fundamental Attribution Error
One of the most well-known attribution biases is the “fundamental attribution error” (Ross, 1977, p. 187), a name that was given in the mid-70s to signify the pervasiveness and strength of a bias. The fundamental attribution error reflects our tendency to overempha- size personality traits and downplay the influence of situational factors in explaining the actions of others. This means that when we observe someone else’s behavior, we are more likely to attribute it to their personality rather than to the circumstances in which the behavior occurred. So, when someone cuts us off in traffic, we tend to think to ourselves, “What an inconsiderate and reckless driver!” Thus, we attribute the other driver’s behavior to their character rather than considering the possibility that there might be other factors at play, such as the driver being in a rush to get somewhere important.









The actor-observer
discrepancy This refers to the general tendency for people to attribute their own behavior to situational factors, while attributing the behavior of others to their dispositions.


In contrast, when explaining our own actions, we tend to attribute them to situational fac- tors rather than our inherent dispositions. We view other people’s behavior as being more consistent and due to their personal traits, while our own behavior is seen as being more influenced by situational factors and, therefore, less predictable. The observation that we tend to make different attributions for our own and other’s behavior is called the actor- observer discrepancy. Two theories have been proposed to explain this phenomenon.

According to one hypothesis, people know from their own experience that their behavior changes from situation to situation, but they don’t have as much evidence that the same is true of others. For example, when explaining your reticence (i.e., lack of willingness to, in this case, engage with others) at a party, you might be able to consider other social sit- uations in which you were livelier. You may conclude that your behavior at the party is caused by specific circumstances: Maybe you have a headache or just heard some bad news. However, the other guests at that party have not seen you in other social situations, and, therefore, they might think that your behavior reflects your internal disposition, lead- ing them to conclude that you are shy. Consistent with this “knowledge across situations” hypothesis, people usually judge the behavior of their friends as more determined by the situation and less by unvarying personality traits than the behavior of strangers, presuma- bly because we have observed our friend’s behavior in a wider range of situations.

A second hypothesis for the actor-observer discrepancy stems from the direction of atten- tion. When we observe someone, our attention is focused on them and not the environ- ment to which the person is responding. So, we tend to see the act as caused by the per- son rather than the situation. But when we perform an action, we have a different focus of attention. We see the surrounding environment and not ourselves. In effect, we tend to attribute causal properties to the situation. Therefore, we might simply assume that what- ever is occupying our attention is causing the behavior.

An extension of the actor-observer discrepancy is the tendency to attribute the causes for our own accomplishments and successes to internal causes and our failures and mistakes to external causes. This phenomenon is called “the self-serving bias,” and it is observed when we attribute a high grade on a test to our intelligence or how hard we studied but attribute failure to external causes such as the test being too difficult or the lecturer being
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unfair. Through the self-serving bias, we can protect our self-esteem by blaming failures on the environment, and we can enhance it by giving ourselves credit for our successes (Sedikides & Gregg, 2008).



CULTURAL DIFFERENCES IN ATTRIBUTION STYLES
Cross-cultural research suggests that there are cultural differences in attribution styles. People from Western cultures, which are often classified as individualis- tic cultures, tend to make more personal attributions, whereas people from Eastern cultures, which tend to be viewed as collectivistic cultures, are more likely to make situational attributions.

Individualistic cultures tend to emphasize the idea that people are in charge of their own fate. So, people growing up in Western cultures may learn to attribute behaviors more to the person than to the situation. In collectivistic cultures, the role of fate or circumstances in controlling one’s destiny is emphasized, and people from Eastern cultures might, therefore, make fewer personal attributions and more situational attributions. Indeed, in a study where children and adults from the United States of America and India were asked to explain a person’s behavior, the Americans made more attributions to personality and fewer to the situation than the Indians did. This difference was greater for adults, presuma- bly because they had incorporated the cultural norms more strongly, than it was for children (Miller, 1984).

More recent studies have found that people from collectivistic cultures do not avoid personal attributions completely. Instead, they seem to make a balance between situational and personal inferences. Lee et al. (2017) found that Japa- nese participants made both spontaneous personal and spontaneous situa- tional inferences equally, whereas European Canadians were more likely to make spontaneous personal inferences. These and other findings therefore sug- gest that people from Western individualistic cultures are more prone to the fun- damental attribution error. Likewise, in individualistic cultures where personal achievement and self-esteem are emphasized, protecting the self from feelings of failure is likely to be highly important. Conversely, people from collectivist cultures are more likely to attribute their success to luck (i.e., external causes), and their failures to internal causes (Bart et al., 2019). Self-serving biases are, consequently, more common for people from individualistic cultures.




3.3 [bookmark: Social Perception and Social Reality]Social Perception and Social Reality
The studies described so far may have created the impression that our capacity for social judgments is seriously flawed. However, people would not be able to function adequately in the social and practical world if they continually drew wildly incorrect conclusions about other people’s character and behavior. Biases such as stereotypes and fundamental





Individualistic cultures In individualistic cultures the needs of the individ- ual are considered more important than the needs of the group. People from individualistic cultures tend to define themselves in terms of their own per- sonal characteristics and achievements, and indi- vidual rights and free- doms are emphasized.
Collectivistic cultures People from collectivistic cultures tend to define themselves in terms of their relationships and connections to others. The needs of the group are more important than the needs of the individ- ual.
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attribution error are the result of mental shortcuts. These shortcuts allow us to process large amounts of information efficiently and help us categorize and make sense of the world around us. They can be extremely useful in many situations, namely those where there is a lack of information, time, cognitive resources, or motivation to logically assess the specifics. It has been argued that such cognitive shortcuts generally tend to lead to valid conclusions. Yet, they can also lead to the observed biases under certain special cir- cumstances, such as those studied in lab studies.

For example, the evidence for the actor-observer discrepancy is not as robust as once assumed. A meta-analysis (Malle, 2006) on the actor-observer discrepancy found that the discrepancy existed but depended on specific circumstances. These circumstances included how much information was given and whether the person’s behavior was pre- sented in an idiosyncratic way, thus drawing attention to some distinctive personal char- acteristics. Moreover, the actor-observer discrepancy was more likely to occur when explaining the outcome of the behavior was negative than when it was positive.

Likewise, it has become increasingly clear that the studies that supported the pervasive- ness of the fundamental attribution error themselves have been biased by the conditions of the experiments. When volunteers were asked to write down explanations of other peo- ple’s behavior that they encountered in their daily activities, relatively few of their explan- ations could be classified as either personal attributions or situational attributions (Lewis, 1995). Instead, many of the attributions were stated in terms of the goal. So, rather than saying that someone at the party is outgoing, they would say that that person wants to make new friends at the party.

It appears that in real life people do not always make the strict distinctions between inter- nal and external causes that they are required to in scientific studies. Rather, they often see the causes for behavior as the result of an interplay of internal and external causes. Therefore, the way in which the fundamental attribution error has been studied (i.e., by asking people to make strict distinctions between internal and external causes), may not accurately reflect the way attribution processes take place in real life (see also Malle, 2006). Moreover, in real life, our attributional goals may vary depending on the situation: If we are on a first date, it is more likely that our goal is to get an accurate impression of the other person’s character. With our long-term partner, our goal is more likely to find situa- tional explanations for their behavior (e.g., “Is my partner acting irritable because I said something wrong or because she has had a bad day at work?”). Whether someone com- mits the fundamental attribution error, therefore, depends on the specific circumstances.

Even when studied in the lab, the fundamental attribution error depends very much on the conditions of the study. The fundamental attribution error was more likely to arise

· when the goal was clearly to assess the personality of the target (e.g., when participants are asked to describe the persons personality versus when they were asked to describe what circumstances might have caused their behavior) and
· when the subjects were provided with little opportunity to rely on more effortful and controlled mental processing to evaluate the behavior (i.e., they primarily had to rely on automatic mental processes).
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As a consequence, more general theories about attribution now define attributions as products of the observer’s goals and mode of mental processing.


3.4 [bookmark: Cognitive Control Through Effort]Cognitive Control Through Effort
Another factor that has been shown to influence the accuracy of our social perceptions and attributions is the mode of processing. Psychologists have discovered that people have two different modes of processing information: controlled and automatic. “Control- led processing” occurs when a person consciously and intentionally thinks about and pays attention to the information they are presented with. This type of processing requires sub- stantive cognitive resources and is limited in capacity, meaning that a person can only attend to a certain amount of information at a time. “Automatic processing,” conversely, is so efficient that it can continue without disruption – even with minimal cognitive resour- ces. It is unconscious and effortless, and it allows a person to process large amounts of information quickly.

Both types of processing play an influential rule in how and what types of judgments we make of other people, and social-psychologists have developed two-stage theories to explain the findings of social perception and attribution research. Generally, these two- stage models contend that people initially rely on automatic processes to deal with incoming information, as this is the most efficient and, therefore, most adaptive way of dealing with the enormous amount of information we encounter throughout the day. In the second stage, we then rely on more controlled processes to correct for any mistakes made in the initial (automatic) stage.

According to the “two-stage model of attributions” (Krull & Erikson, 1995), the first stage is rapid, automatic, and typically leads to an attribution that is biased in accordance with the perceiver’s goal: They attribute an action to (1) the person when the implicit goal is to judge the person and (2) the situation when the implicit goal is to judge the situation. In the second stage, slower, more controlled processes can correct the bias in either case. However, this second corrective stage does not occur when the person does not have the mental resources or motivation for these more demanding processes.

The “dissociation model of prejudice” (Devine, 1989) has the same basic premise: It asserts that stereotypes serve as automatic shortcuts and stereotypes are the default response regardless of whether people actually consciously endorse these stereotypes. Research has shown that when confronted with stereotypes, automatic processing occurs, and both high and low prejudice groups have the same automatic reaction. Yet, the low prejudice groups then rely on more controlled processes in a second stage to suppress the stereotypes and do not endorse them or act in a prejudiced way. However, if the low preju- diced people lack the mental resources to suppress the automatic activation of stereo- types, they too might act in prejudiced ways. For example, students were more likely to make judgments based on stereotypes when they were tired or mentally pre-occupied than when they were refreshed and able to bring their full conscious attention to the attri- bution task (Bodenhausen, 1990).
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Based on these models, it appears that one reason we fall prey to biases and errors such as the fundamental attribution error and prejudiced behavior is that we often do not have the cognitive resources necessary for the elaborate and effortful thought that the correc- tive processes in the second stage require. Therefore, when our mental capacity is strained (e.g., when we are tired, preoccupied, or intoxicated), we are more likely to behave in biased ways.




SUMMARY
Forming impressions about others and understanding what causes their behavior is a crucial adaptive skill. Research on social perception and attribution has shed light on how these processes work for us in our daily interactions as well as how they sometimes go awry. In forming impressions of others, we do not objectively add the bare facts before arriving at a conclusion. Instead, we rely on central traits, the order in which information is received, and pre-existing beliefs. These processes can also explain why it is difficult to change first impressions or stereo- types. Stereotypes are particularly difficult to change because – even in people who do not endorse stereotypes – they also influence our behav- ior outside of consciousness. Moreover, stereotypes can become self- perpetuating because they can become self-fulfilling prophecies.

Attribution refers to the explanation of the causes of other people’s behavior, with people generally attributing their own behavior to situa- tional factors and other people’s behavior to dispositional factors. The covariation model provides a logical sequence for attributions. However, in daily life, people often rely on mental shortcuts that can result in biases such as the fundamental attribution error, actor-observer dis- crepancy, and self-serving bias.

While researchers for a long time assumed that these biases were perva- sive and inevitable, more recent research suggests that these biases may have been artifacts of the way attribution processes have been studied. Another factor that determines whether these shortcuts result in perva- sive errors is the mode of processing: controlled or automatic. Two- stage models incorporate both modes of mental processing to explain and predict outcomes of social perception processes. According to these models, the first stage relies on automatic processing and can result in biases, while the second stage corrects these biases (if necessary) through controlled processing. However, if mental resources or motiva- tion are lacking, biases may persist.
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 UNIT 4 
[bookmark: The Self] THE SELF 






















 STUDY GOALS 

On completion of this unit, you will be able to ...

· define self-concept.
· describe the cognitive and the evaluative components of our self-concept.
· know the sources of our self-knowledge.
· explain the motivations that shape our self-concept.
· understand the process of self-regulation and how it impacts well-being.

 4. THE SELF 
Introduction
What happens if you put a smudge of red lipstick on the face of an infant and place it in front of the mirror? Very young infants typically react to their reflection in the mirror as if it was another child. They might try to touch or interact with the mirror image. From about 20 months of age, most infants will no longer touch or interact with the mirror. Instead, they will touch their own noses and try to rub the coloring off: They now understand that the image in the mirror is their own. The mirror test paradigm, which was developed by Gordon Gallup (1970), is now used as a primary measure of self-awareness.

For a long time, our capacity for self-awareness was described as one of the distinguishing characteristics of the human species. However, the mirror test has been replicated with animals, and a similar capacity for self-recognition has been observed in dolphins, mag- pies, some (but not all) primates, and a single elephant (e.g., Delfour & Marten, 2001; Prior et al., 2008; Suarez & Gallup, 1981). Of course, in humans, self-awareness includes aware- ness not just of the physical self but also of one’s character and personality. Whether ani- mals also have such self-concepts remains to be seen. In humans, however, social psy- chologists have discovered a great deal about how we develop such self-concepts and how these in turn influence our behavior. You may wonder why a topic such as “the self” has its own chapter in a book on social interaction. Yet, counterintuitive as it may appear, our self-concepts are to a large extent the product of social processes. How exactly we come to know ourselves through our interactions with others will be explored in this chap- ter.


4.1 [bookmark: What is the Self?]What is the Self?
Our capacity for self-awareness not only makes us aware that we exist as separate entities in the world. Rather, we are also cognizant of the fact that we have characteristics, desires, and experiences that are sometimes similar to and sometimes different from other peo- ple. Our understanding and perception of who we are as a person is referred to as one’s self concept. Our “self-concept,” sometimes referred to as “self-identity,” refers to the col- lection of beliefs and attitudes that an individual holds about themselves and includes our personality traits, abilities, values, interests, goals, and experiences. In other words, our self-concept is the answer to the question, “Who am I?” This does not mean that our self- concept is a single, uniform entity. The answer to the question may differ depending on the time, place, and people we are with. In fact, some theorists suggest that one’s self-con- cept can be divided into three separate but related components based on our personal characteristics, the different roles we inhabit, and the social identities we take on: the individual self, the relational self, and the collective self (Brewer & Gardner, 1996; Sedi- kides et al., 2011). Let’s have a closer look:
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1. The individual self consists of our perception of the unique traits, characteristics, desires, and experiences that distinguish us from others. The individual self is ach- ieved by differentiating from others. A statement describing one’s individual self-con- cept would look something like this: “I’m an outgoing person, I study psychology, I love true-crime stories, I care about social justice, and I have traveled a lot.”
2. The relational self is based on our personal relationships with others and includes attachment bonds with others, such as the parent-child relationship, romantic rela- tionships, and friendships. In addition, it includes specific role relationships, such as teacher-student, employer-employee, and clinician-client roles. A description of the relational self would be as follows: “I am a devoted mother, partner, friend, and boss.”
3. The collective self consists of the aspects of self that are based on identification with and membership of a group or social category. Examples of collective selves are as fol- lows: “I am Brazilian, I am a man, I support Manchester United, and I am a feminist.”

As you can see from the examples, these self-components in themselves are multifaceted, too: You are outgoing and studious, you are a mother and a boss, and you are a football supporter and a feminist. With so many different selves, this raises the question of how the self is represented in the mind, which is a question we will turn to next.


4.2 [bookmark: The Self as a Mental Representation]The Self as a Mental Representation
How is our self-concept organized in the mind? According to psychologists, the represen- tations of ourselves in our minds consists of two elements: a cognitive component consist- ing of factual information about ourselves (also called a “self-schema”) and an evaluative component, our self-esteem.
The Cognitive Component of Our Self-Concept: Self-Schema


The cognitive part of our self-concept is referred to as the self-schema. The “self-schema” is the mental framework that contains all the factual information and beliefs we have about ourselves (American Psychological Association [APA], n.d.-a). Just like the sche- mata we have for other concepts, the self-schema helps us to categorize and organize incoming information, in this case information about ourselves. The different selves we have integrated in our self-concept – such as the individual, relational, and collective self – can be seen as separate but linked self-schemata. In addition to the various actual identi- ties we carry, the self-schema also includes the selves we aren’t yet but strive to be (i.e., our ideal selves), and the selves we think that others want us to be (i.e., our ought selves). The part of our self-concept that is active and defines how we see ourselves in any moment is called the “working self-concept.” Its activation is highly contextual and depends on the time, the place, the people we are with, and the roles we occupy. For instance, you will have different working self-concepts depending on whether you are hav- ing a night out with your friends, giving an important presentation at work or at university, or visiting your grandparents.





Schema
This word refers to a men- tal structure or frame- work that helps organize and interpret incoming information. Schemas are developed based on past experiences and knowl- edge and guide the proc- essing of new informa- tion. They can influence perception, memory, and behavior and can be acti- vated automatically and outside of conscious awareness.
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How do these multiple identities translate into a coherent sense of self? As mentioned, our different self-concepts are organized into separate but linked self-schemata. We can picture the different selves as parts of an interconnected system like nodes in a web (see the below figure). In such web-like self-concepts, some characteristics are attached to spe- cific roles and identities, while others are connected to more than one. The characteristics that are connected with multiple selves are more defining of one’s overall self-concept than the attributes that are only linked to specific roles and situations. To illustrate, a per- son might see herself as authoritative in the role of an employer, submissive in the role of a daughter, companiable in the role of a romantic partner, and caring in all of these roles. For this person, the trait of being caring ties the different selves together and is a source of consistency in her self-concept, leading to a general sense of self.

Figure 3: Interconnected Self-Concepts
[image: ]


Source: Jessie de Witt Huberts (2023), based on Gray (1998, p. 501).
The Evaluative Component of Our Self-Concept: Self-Esteem

The second component of our self-concept reflects our opinions and subjective evaluation of ourselves as a person. This evaluative component of our self-concept is called our “self- esteem,” which is a person’s subjective evaluation of their own worth and value as a human being. In other words, self-esteem refers to the degree to which we regard our- selves positively (i.e., high self-esteem) or negatively (i.e., low self-esteem).

Self-esteem can both be a trait and a state. “Trait self-esteem” refers to a consistent and enduring sense of self-worth that remains stable over time and across various situations. It is an individual’s overall opinion of themselves, regardless of present circumstances, and it is what is commonly used to describe whether someone has high or low self-
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esteem. Trait self-esteem is typically a stable aspect of a person’s identity that may undergo some changes throughout different developmental stages. Generally, self-esteem tends to be high during childhood, declines during adolescence, and then gradually increases throughout adulthood before decreasing again in old age (e.g., Orth et al., 2012). However, despite these changes, individuals usually maintain their relative position in terms of self-esteem over time. This means that people who possess high self-esteem at a certain point in their lives are likely to continue having high self-esteem many years later (Trzesniewski et al., 2013).anon
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However, just like the different components of our self-schemas are not always activated at one time, our self-esteem also fluctuates from time to time depending on contextual factors. These temporal shifts in self-esteem in response to temporary experiences are referred to as “state self-esteem.” For example, if someone receives a compliment or ach- ieves a goal, their state self-esteem may increase temporarily. However, if they experience a failure or criticism, their state self-esteem may temporarily decrease. The impact of the specific situations and circumstances on our self-esteem depends on the personal impor- tance of the affected life domain. For example, if academic achievement is very important to you, failing a test will have a bigger impact on your self-esteem than it would have for your friend who places less importance on academic achievement.

People with high trait self-esteem are generally more resilient, more confident, and less vulnerable to stress, while those with low trait self-esteem may struggle with self-doubt, anxiety, and depression (for a review, see Baumeister et al., 2003). Perhaps not surpris- ingly, having high levels of trait self-esteem can protect against fluctuations in state self- esteem. That is, self-esteem is more stable and less likely to be affected by temporary blows to self-esteem in everyday experiences (e.g., Sommer & Baumeister, 2002).

SELF-COMPASSION
For decades, self-esteem has been considered a critical component of mental and emotional well-being. However, in recent years researchers have high- lighted the drawbacks of placing too much emphasis on self-esteem. One of the primary drawbacks of self-esteem is its fragility. Self-esteem can easily be dis- rupted by failure or criticism. This may lead people to avoid challenges and risks, which can hinder personal growth and development. Moreover, excessive self-esteem is associated with narcissism, defensiveness, competitiveness, and self-promotion, which can negatively impact social relationships (e.g., Crocker & Park, 2004).

As research started to highlight the drawbacks of placing too much emphasis on self-esteem, researchers started looking for more effective and adaptive ways of approaching oneself. This led to a research line on self-compassion, which encourages individuals to be kinder and more accepting towards themselves (for a review, see Neff, 2003).
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“Self-compassion” has its roots in Buddhist philosophy and involves three com- ponents: self-kindness, common humanity, and mindfulness. Self-kindness involves being kind and understanding toward oneself rather than self-critical or self-judgmental. Common humanity involves recognizing that personal failures and suffering are a universal human experience rather than something that sets one apart from others. Mindfulness involves being present with and accepting of one’s experiences rather than avoiding or suppressing them. Compared to self- esteem, self-acceptance relies less on external validation and instead empha- sizes internal acceptance and understanding. As a result, it is a more robust and sustainable approach to relating to oneself.

Since its introduction in the early 2000s, thousands of studies have been pub- lished demonstrating the positive effects of self-compassion. Research has shown that self-compassion is associated with greater emotional resilience, greater satisfaction with life, and reduced levels of stress, anxiety, depression, and suicide. Additionally, self-compassion has been linked with more empathy, better interpersonal relationships, and a greater willingness to take risks and pursue personal goals (e.g., MacBeth & Gumley, 2012; Zessin et al., 2015, for meta-analyses).

Overall, the concept of self-compassion has been well-received in psychology as a more adaptive and sustainable approach to self-worth, and it has been sug- gested that rather than aiming for high levels of self-esteem, more focus should be placed on strengthening self-compassion.


4.3 [bookmark: Sources of Self-Knowledge]Sources of Self-Knowledge
We now know that our self-concept comprises both factual and evaluative information about ourselves. But, what is the source of this self-knowledge? And how do we construct these ideas and feelings about ourselves? Research has found that in construing their self- concepts, people rely on different sources of self-knowledge which can be categorized into personal, relational, social, and cultural sources.
Personal Sources of Self-Knowledge

There are two main personal sources through which we gain self-knowledge. Firstly, we learn about ourselves through “introspection” – that is, looking inward to gain access to our inner thoughts and feelings and basing our perceptions of ourselves on these internal observations. A second personal source for our sense of self is “self-perception,” which entails drawing inferences from our behaviors rather than our internal thoughts and feel- ings. According to “self-perception theory” (Bem, 1972), people infer their own self-knowl- edge from observing their own behavior and the context in which it occurs, just like we do when we make attributions of others. For example, if someone observes that they fre-
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quently volunteer at a local charity, they might infer that they have a strong belief in help- ing others, while if they find themselves feeling happy and excited while playing a sport, they might conclude that they like that activity.

Self-perception theory has been put forward to explain the overjustification effect. The “overjustification effect” (Deci, 1971) occurs when a person’s intrinsic motivation to engage in an activity is undermined by an external reward or incentive. For example, a child loves to draw and spends hours creating beautiful artwork. One day, their parents start giving them money every time they finish a drawing as a way to encourage their crea- tive efforts. Initially, the child may feel more motivated to draw and create art, as they are being rewarded for something they enjoy doing. However, over time the child may start to lose interest in drawing and may only continue doing it when there is a reward on offer. According to self-perception theory, the overjustification effect occurs when external incentives are perceived as providing a sufficient explanation for one’s behavior, leading individuals to discount their own intrinsic motivation for engaging in the activity. Along with examples from other research areas, this shows that people are often unreliable judges of their own motives and preferences.

Relational Sources of Self-Knowledge

A great amount of how we think about ourselves stems from the reactions of others –par- ticularly significant others – to us. If others react favorably to us, we will assume that we are likeable, while if another person ignores us, we may think something is wrong with us. The most important and fundamental relationship in this regard is the attachment bond we develop with our primary caregivers. According to attachment theory, our earliest interactions in infancy shape our primary sense of self. Responsive caregiving fosters a positive self-concept, while neglectful caregiving can lead to negative beliefs about one- self and others. Our self-concept continues to be refined over time as we use others’ reac- tions to us as a mirror in which we see ourselves. This source of self-knowledge is what sociologist Charles Horton Cooley (1902) referred to as the “looking-glass self.”

Another way in which individuals may gain knowledge about themselves is through “social comparison,” the process by which individuals evaluate themselves by comparing themselves to others. This comparison can occur in various domains, such as physical appearance, intelligence, personality traits, achievements, and social status. By compar- ing ourselves to others, we can gain a better understanding of our own abilities, qualities, accomplishments, and social standing. Crucially, in order to get an accurate sense of our strengths and weaknesses, it is important to compare ourselves to a reference group with similar abilities and background.

To illustrate, “upward social comparison” – which involves comparing oneself to those who are perceived as superior in some way – can lead to feelings of aspiration but also to envy or inadequacy. “Downward social comparison” – which includes comparing oneself to those who are perceived as inferior in some way – can provide a boost to self-esteem by creating a sense of relative superiority but can also lead to complacency.

Attributions
These refer to the explan- ations that people create to understand the causes of their own behavior and the behavior of others.
This involves assigning meaning to events or actions and determining the underlying causes behind them.




















Attachment theory This theory was devel- oped by John Bowlby (1907-1990) to explain how early relationships
between a child and their primary caregiver shape the child's ability to form and maintain relation- ships throughout their life. It suggests that a child's attachment style is determined by the care- giver's responsiveness to the child's needs and that this attachment style affects the child's emo- tional and social develop- ment.
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The relative influence of reference groups on our self-image is exemplified in the “small- fish-in-the-big-pond phenomenon,” where a student who is used to being at the top of their class (and, thus, feels good about their abilities) may feel less accomplished and could start to doubt their own capacities when they start attending a more prestigious school and become surrounded by a group of high-achieving peers.

Finally, it is important to note that while our self-concepts are strongly shaped by the way (we think) others view us, we also influence how others see and react to us by choosing to behave in certain ways. This means that we also influence others’ perceptions of us by the way we dress, act, and respond. In this sense, even if it is highly influenced by others, we are also active participants in the social construction of our self-concept. Puberty is a good example of a period in life where identities are constructed and tested.

Social Sources of Self-Knowledge

A third means by which we acquire self-knowledge is through our association with the social groups that we belong to, such as those based on gender, nationality, religion, and so on. For example, if someone makes a derogatory comment about your profession, it might upset you because it feels very personal. If your country wins the World Cup, you may feel extreme pride even when you weren’t personally competing in the tournament. “Social identity theory” (Tajfel & Turner, 1979; 1986) offers a framework for understanding how individuals gain a sense of self-knowledge and meaning through their affiliation with various social groups.

A key assumption of social identity theory is that people have a need for a positive social identity, and are, therefore, strongly motivated to contrast their “in-groups” (i.e., the groups to which they feel they belong) favorably with any “out-groups” (i.e., the groups to which they don’t belong to or identify with). Imagine, for example, that you are a student at a particular university, that represents your in-group, while other universities represent your out-groups. Social identity theory suggests that because you have a need for a posi- tive social identity, you are motivated to view your university in a favorable light and con- trast it with other universities. You may do this by highlighting the strengths and successes of your university while downplaying or dismissing the strengths of other universities. You may also be more likely to attribute negative actions or characteristics to other universi- ties while overlooking similar actions or characteristics in your own university. By con- trasting your in-group favorably with out-groups, you might enhance your own positive social identity and derive a sense of belonging and pride from your affiliation with your university. As a result, group membership can influence the individual in-group member’s self-esteem.

Cultural Sources of Self-Knowledge

Lastly, the way individuals develop and define their self-concept is significantly influenced by cultural factors. Cultures differ in how they conceptualize the individual and their role in society, and these different conceptualizations in turn affect how we see ourselves. One of the most well-studied cultural dimensions in self-construal is the independent versus interdependent self. The “independent self” is prevalent in Western cultures and empha- sizes individualism, autonomy, and distinctiveness, while the “interdependent self,” which
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is prevalent in many Eastern cultures, construes the self as fundamentally connected to others and emphasizes group harmony and social connectedness. As a result, the self- concepts of people from Western societies are more likely to contain individual trait adjec- tives (e.g., smart), whereas the self-concepts of people from Eastern cultures are more likely to describe social relationships or group identities (e.g., college student; see Trafi- mow et al., 1991).


4.4 [bookmark: Motivated Functions of the Self]Motivated Functions of the Self
We have now learned that our self-knowledge stems from various internal and external sources, and while our self-concepts are greatly influenced by our social worlds, we also actively construe our own self-concepts. This is done not only through the way in which we engage with the world and elicit social reactions, but also in the way we process this social feedback. Research has shown that in our self-construal, we do not always apply the information from these sources objectively. To illustrate, from an evolutionary standpoint, it is important that our self-concepts are accurate, as accuracy can provide us with a sense of control and predictability in our lives. At the same time, it seems equally important that we see ourselves in a positive light, since a positive self-concept is important for our well- being and allows us to navigate the world with confidence. This leads us to ask what moti- vations drive the formation of our self-concepts.

The Desire for an Accurate Self-Concept: The Self-Assessment Motive

Social psychologists have called our drive for an accurate and objective understanding of the self as the “self-assessment motive” (e.g., Sedikides & Strube, 1997). The goal of this motive is to (1) develop a realistic self-concept that reflects both positive and negative aspects of oneself and (2) use this knowledge to make informed decisions and improve oneself over time.

If we were purely interested in developing an accurate understanding of the self, we should be equally motivated to learn about our desirable and undesirable qualities. How- ever, research indicates that people are primarily interested in obtaining accurate infor- mation about their desirable qualities and are less interested in learning about their unde- sirable qualities. For example, in a study by Green et al. (2004), the participants were given ambiguous personality feedback that could be interpreted as either positive or negative. The participants were then asked whether they wanted to receive more information about their personality or not. The researchers found that participants who found they had received negative feedback were more likely to decline the opportunity to receive addi- tional information about their personality compared to those who found they had received positive feedback. This and other studies suggest that although the self-assess- ment motive can have significant advantages, it is not necessarily the primary motivator behind our self-construal. Instead, in many situations the desire to uphold a positive self- concept appears to be a crucial element in how we interpret and evaluate information about ourselves. This is referred to as the self-enhancement motive.
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The Desire for a Positive Self-Concept: The Self-Enhancement Motive

The “self-enhancement motive” is the motivation to see oneself positively and maintain a favorable self-concept (e.g., Sedikides & Strube, 1997). This motive is rooted in the idea that people have a fundamental need to see themselves in a positive light. As a result, people may engage in a variety of behaviors to protect, maintain, or enhance their self- image and self-worth. For instance, someone who is motivated by the self-enhancement motive may be more likely to highlight their successes and accomplishments while down- playing their mistakes or failures. In line with the self-enhancement motive, many studies reveal that people have the tendency to see themselves as better than others at a particu- lar task and as more intelligent and more attractive than the average person. This ten- dency to overestimate one’s own abilities, qualities, and performance relative to others is called the “superiority bias” or the “better-than-average-effect” (e.g., Armor & Taylor, 1998; Buunk et al., 2001; Hewstone et al., 2002).

Motivated reasoning to maintain a positive self-concept

You may wonder how people maintain their self-enhancing beliefs, even if reality some- times contradicts their favorable self-views. A main reason for this is that the way we proc- ess information is also self-enhancing, which is a consequence of “motivated reasoning” (Kunda, 1990). Motivated reasoning asserts that people have a natural tendency to seek out information that confirms what they already believe while ignoring or rejecting infor- mation that contradicts their beliefs. So, in the case of self-enhancement, our reasoning tends to be biased in favor of conclusions that support our existing positive self-concept.

Research on motivated reasoning processes in self-construal has revealed that we are highly selective in the types of self-relevant information we attend to and what we choose to ignore. For example, we spend more time reading about and remembering positive rather than negative feedback about ourselves and are more likely to forget negative self- relevant information (Sedikides et al., 2016). Further examples of self-enhancing motives influencing our reasoning processes are downward comparison and the self-serving bias, which is the tendency to take credit for our successes but blame circumstances for our personal failures.

Overall, the research suggests that the self-enhancement motive is an important factor in our self-construals. While the desire to maintain a positive self-concept can be adaptive in some ways, such as by boosting self-esteem, it can also lead to biases and distortions in our self-perceptions, which in turn can result in negative outcomes. For example, people who overestimate their abilities may be more likely to take on tasks that are beyond their actual skill level, which can lead to mistakes and failures.

The Desire for Coherence: The Self-Verification Motive

While most people tend have positive self-concepts, some individuals see themselves in neutral or negative terms. This made researchers wonder whether people with such nega- tive self-views lack the seemingly universal motive to self-enhance or whether their self- concepts were shaped by other motives. This led to the discovery of a third motive under- lying the formation of our self-concepts: the self-verification motive.
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The “self-verification motive” is the drive to seek out and believe information that is con- sistent with one’s pre-existing self-concept even if that self-concept is negative or malad- aptive (e.g., Sedikides & Strube, 1997). In other words, people actively seek out and inter- pret information in a way that confirms their existing self-concept rather than seeking out information that contradicts it. The self-verification motive is thought to be driven by a need for coherent and stable self-views. Self-verification is different from self-enhance- ment, as its priority is maintaining a consistent and stable self-concept regardless of whether that self-concept is positive or negative. It is also different from self-assessment, as self-verification involves selectively seeking out information that confirms one’s exist- ing self-concept rather than seeking out accurate information about oneself. This implies that motivated reasoning processes play a role in self-verification as well. This may explain why people with low self-regard seem to be immune to compliments and positive feed- back, as this is not in line with their self-concept.

Importantly, it is not only people with negative self-concepts who are driven by the self- verification motive. People with positive self-views also have a self-verification motive. However, if you have a positive self-concept, affirming positive self-views jointly serves self-verification and self-enhancement motives. In other words, if you feel good about yourself, seeking out positive information about yourself is congruent with your existing self-concept. Therefore, it is only people with negative self-evaluations who find that the need for self-enhancement and self-verification creates a conflict.

Many studies have since supported the self-verification motive, suggesting that individu- als are motivated to verify their self-concept even if it is negative and, thus, psychologi- cally painful (for a review, see Swann & Buhrmeister, 2012). This has highlighted the importance of consistency and stability in people’s self. As for the puzzle of people with low-self-esteem, it is now assumed that they still have self-enhancement tendencies, but they are overruled by a stronger motive for self-verification.

In summary, in the formation of our self-concepts we are driven by three fundamental motives that underlie our fundamental need for an accurate, positive, and coherent self- concept. However, the extent of their impact on our self-concepts may vary depending on a variety of individual and situational factors (Sedikides, 1993).


4.5 [bookmark: Self-Regulation]Self-Regulation
The self not only encompasses the capacity to understand oneself and one’s strengths and weaknesses, it is also an active agent with the capacity to manage and direct one’s thoughts, emotions, and behaviors in order to achieve goals and make appropriate deci- sions. This means that we also have the capacity for “self-regulation.” Self-regulation can be defined as the control of the self by the self in order to achieve desired objectives (e.g., Inzlicht et al., 2021).
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Self-Awareness as a Motor For Changeanon
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The psychological state of “self-awareness,” which is related to situations where our atten- tion is directed at the self, plays a critical role in helping individuals regulate their behavior and achieve their goals. According to “objective self-awareness theory” (Duval & Wicklund, 1972), people become aware of how well they are living up to both internal and external standards in situations of self-awareness. If they note discrepancies between their actual state and the desired standard, they will attempt to change in order to match the desired standard. As such, self-regulation is a way of dealing with the discrepancy in actual and desired standards. The powerful force of situational self-awareness in instigating self-reg- ulation has been confirmed in over 100 studies (for a review, see Sylvia & Duval, 2001). For example, self-focus has been shown to make people work harder at difficult tasks (Dana et al., 1997).

The Mechanisms of Self-Regulation

Self-regulation encompasses different components that work together to help individuals achieve their goals and manage their own experiences. These include the following:

· Emotion regulation involves the ability to manage one’s emotional responses to exter- nal and internal stimuli. This includes strategies for regulating the intensity, duration, and expression of emotions.
· Cognitive regulation involves the ability to manage one’s thoughts, beliefs, and atti- tudes. This includes strategies for changing negative or unhelpful thoughts, focusing on positive or constructive thoughts, and maintaining attention and concentration.
· Behavior regulation involves the ability to manage one’s actions and behaviors. This includes strategies for planning and executing goal-directed behaviors, delaying gratifi- cation, and inhibiting impulsive or automatic behaviors.

Overall, self-regulation involves the integration and coordination of these different regula- tory processes in order to achieve one’s goals. In other words, these specific self-regula- tion processes function as subgoals in order to achieve an overall goal. Imagine, for exam- ple, Mona, who is studying for an important exam. To reach her goal of getting top grades she needs to regulate her emotions to deal with the anxiety that the exam evokes in her. She might also need cognitive regulation skills to challenge her negative thoughts and beliefs about the exam – such as “I’m going to fail” or “I’m not smart enough” – and replace them with more positive and realistic thoughts – such as “I’ve studied hard and I’m well-prepared.” In addition, she will have to manage her behavior to reach her goal by developing a detailed study plan to ensure that she is effectively using her time and focus- ing on the most important material. By employing all of these self-regulatory strategies, Mona is better able to manage her emotions, thoughts, behaviors, and attentional focus in pursuit of her main goal.

The TOTE model of self-regulation

All self-regulation involves a comprehensive set of skills and strategies for achieving one’s goals. These might include developing a plan for achieving a goal, monitoring progress, adjusting the plan as needed, and reflecting on one’s progress to the goal. The “TOTE
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model” is a framework for understanding how self-regulation works (Carver & Scheier, 1982). TOTE stands for “test-operate-test-exit,” and it describes a cyclical process of self- regulation. Here’s how it works:

· test: The first step in the TOTE model is to test (i.e., compare) the current state of affairs against a desired goal. This requires the aforementioned self-awareness to assess the current self, and comparing it to the desired outcome (e.g., the ideal self or the ought self).
· operate: Once the current state has been tested against the goal, the next step is to operate on the situation in order to move closer to the desired outcome. This involves developing a plan of action and implementing it.

A key component at this stage is “self-control,” which refers to the ability to resist impulses or temptations in order to achieve a desired outcome, such as foregoing tasty but unheal- thy food in order to maintain a healthy diet or resisting the urge to binge on Netflix to pre- pare for an exam. As a result, self-control helps individuals stay on track towards their goals and resist temptations or distractions that might interfere with their progress.

Self-control can involve a range of different strategies and techniques, depending on the specific context and goal. For example, self-control might involve using willpower to resist immediate gratification in order to achieve a long-term goal (e.g., not buying the latest smartphone to save money for a holiday), or it might involve developing specific habits and routines to help maintain consistency and focus over time (e.g., developing the habit to always take the stairs instead of the escalators or elevators in order to reach a desired number of steps a day).

· test: After taking action, the process begins again with another test. The individual assesses the current state of affairs again to determine whether progress has been made towards the goal.
· exit: Once the desired goal has been achieved, the process ends with an exit from the cycle.

By following this cyclical process of testing, operating, testing, and exiting, individuals can monitor their progress, adjust as needed, and stay on track towards their desired out- comes. Importantly, the TOTE-processes are applicable to specific self-regulation proc- esses, such as emotion regulation and behavior regulation, as well as the integrated self- regulation process to achieve a specific overall objective that encompasses these processes. This means that smaller TOTE-feedback loops are nested within the overall TOTE-process. In order to reach a specific goal, one must meet other subgoals, too. It should be noted that this feedback loop is applied intentionally in some cases – such as when one sets explicit goals, develops a plan of action, and regularly tests their progress against the goal – but can also occur automatically and without conscious effort.

The Importance of Self-Regulation

The significance of effective self-regulation skills for successful goal attainment, personal growth, and satisfaction in life have been demonstrated many times over. Research shows that an individual’s self-regulation capacities during childhood can predict outcomes in
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adolescence and adulthood. In a study by Moffit et al. (2011), 1,037 individuals were fol- lowed from birth to age 32, and their self-regulation skills were assessed at ages 3, 5, 7, 9, 11, and 32. The researchers found that those with better self-regulation skills were less likely to engage in impulsive and risky behaviors, such as substance abuse and criminal activity, and more likely to have better physical health, financial stability, and higher edu- cational attainment in adulthood (Moffitt et al., 2011). Likewise, possessing a high degree of self-control has been linked to improved academic performance and grades, better quality interpersonal relationships, and a greater overall sense of happiness and life satis- faction (e.g., de Ridder et al., 2012; Tangney et al., 2004). Conversely, individuals with a tendency towards low self-control are more likely to engage in problematic behaviors and experience negative outcomes such as impulsive buying, financial debt, procrastination, maladaptive eating patterns, smoking, depression, aggressive behaviors, and criminal activity (e.g., for meta-analytic reviews, see de Ridder et al., 2012; Robson et al., 2020).




SUMMARY
The self-concept is an individual’s understanding and perception of themselves. It is made up of two elements: the cognitive component, which is factual information and beliefs about ourselves, and the evalua- tive component, which is our self-esteem. Self-esteem is a person’s sub- jective evaluation of their own worth and value as a human being, reflecting their opinions and evaluation of themselves. It can be a trait or state. High trait self-esteem protects against fluctuations in state self- esteem, but excessive self-esteem can lead to negative outcomes. Self- compassion might be a more adaptive approach to self-worth.

The four main sources of self-knowledge are personal, relational, social, and cultural. Personal sources include introspection and self-percep- tion. Relational sources are important because people develop a sense of self through their interactions with others, as well as through social comparison. A social source of self-knowledge is formed through our affiliation with social groups. Finally, cultural sources shape our under- standing of the individual and their societal role, thereby influencing our self-concept.

Researchers have identified three primary motives that shape our self- concepts: the self-assessment motive, the self-enhancement motive, and the self-verification motive. The self-assessment motive drives the desire for an accurate and objective understanding of oneself. The self- enhancement motive is the motivation to see oneself positively and maintain a favorable self-concept and is maintained through motivated reasoning. The self-verification motive is a drive to seek out and believe information that is consistent with one’s pre-existing self-concept – even if that self-concept is negative – and driven by a need for coherence in one’s self-concept.
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Self-regulation is the ability to manage and direct one’s thoughts, emo- tions, and behaviors in order to achieve goals and make appropriate decisions.
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 STUDY GOALS 

On completion of this unit, you will be able to ...

· define what an attitude is.
· understand the basic structure of attitudes.
· describe the extent to which attitudes predict behavior.
· identify the different functions of attitudes.
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Introduction
In 1968, Robert Zajonc conducted a study in which he presented White American partici- pants with 12 different Chinese characters that they were otherwise unfamiliar with. Each Chinese character was either shown 25 times, 10 times, five times, twice, once, or not at all. Later, the characters were shown again together with other Chinese characters that the participants had not seen before, and participants had to indicate how much they liked each character. The results showed that participants rated the characters they had been exposed to before more positively than the characters they had not been exposed to even if they did not remember seeing the character before (Zajonc, 1968). Zajonc termed the increase in liking for something as a result of being repeatedly being exposed to it as the “mere exposure effect.”

The mere exposure effect has now been replicated in many domains (for a meta-analysis, see Bornstein, 1989), and it seems more relevant than ever in a world where we are exposed to countless messages and images every day – often without even realizing it. By showing that attitudes can be shaped by simple exposure to a stimulus, Zajonc’s study highlighted how the development and reasons for a particular attitude often remains a mystery to the person. However, while attitudes may appear elusive to us, and we often have a hard time explaining why exactly we like or dislike something, social psychologists have come a long way in understanding them. This will be explored in this chapter.


5.1 [bookmark: What is Attitude?]What is Attitude?
When you say you like reading, dislike eggs, prefer traveling by train, hate getting up early, or love your grandmother, you are expressing an attitude. “Attitudes” in social psychology refer to a person’s evaluation or general disposition toward something (e.g., Ajzen, 2001). This can be an object, person, group, behavior, idea, concept, or situation. Essentially, any object that can be judged or assessed in terms of its level of positivity or negativity can be considered an “attitude object.” This means that people have attitudes about everything from very abstract concepts (e.g., capitalism) to very concrete (e.g., your new shoes). Fur- thermore, you also have attitudes about people, including yourself (i.e., your self-esteem), and social groups (e.g., migrants).

An attitude has two main properties: its strength and its valence. An “attitude’s strength” refers to how strongly one feels about an attitude object. An attitude may be strong or weak. For example, you may feel very strongly about Donald Trump but not so much about the mayor of your town. Likewise, even though you like them both, you may really love ice cream a whole lot more than cake. An “attitude’s valence” indicates the degree of favorability or unfavorability one has toward the attitude object. Some attitudes are posi- tive (e.g., you love chocolate), some are negative (you dislike your neighbor), and some are neutral (you neither like or dislike Chinese food).
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In straightforward and unambiguous situations, these evaluations tend to be rated on a “single dimension” that ranges from positive to negative. One can either (1) hate or like spinach or (2) be in between. In effect, you can’t like and dislike it at the same time. How- ever, in more complex and nuanced situations, an attitude’s valence might be better char- acterized using a “two-dimensional perspective,” where an attitude’s valence is measured along two separate dimensions: a positive dimension and a negative dimension. This means that one can have positive and negative evaluations about something simultane- ously. To illustrate, consider, for example, someone’s attitude toward a new restaurant in town. They may have positive thoughts and feelings about the restaurant’s menu and location (positive dimension) but negative thoughts and feelings about the high prices and long wait times (negative dimension). In this case, the person might experience attitu- dinal ambivalence. “Attitudinal ambivalence” refers to a situation where an individual has both positive and negative attitudes toward something, and both attitudes are of roughly equal strength.

Finally, attitudes can be the result of careful deliberation or they can be spontaneous and automatic. Research shows that attitudes can be activated within one-fifth of a second after encountering an attitude object (Handy et al., 2010). They can also be implicit – that is, outside of conscious awareness – or explicit – meaning, these are attitudes that individ- uals are aware of and can report. Interestingly, our implicit and explicit attitudes can sometimes differ or even contradict each other. This is often observed in cases where cer- tain attitudes are socially unacceptable or taboo, such as prejudice toward ethnic minori- ties. It has been shown many times over that while people may consciously hold positive attitudes toward a minority group, their implicit attitudes, as measured by the Implicit Association Test(IAT), may reveal a bias or preference for their own ethnic group. For example, someone may consciously report a positive attitude toward people from a differ- ent racial group, but their implicit attitudes may reveal a bias or preference for their own racial group (e.g., Devine, 1999).

The Structure of Attitudes

Attitudes are made up of three correlated but distinct components (Eagly & Chaiken, 1993):

1. The cognitive component refers to an individual’s beliefs, knowledge, and thoughts about the attitude object.
2. The affective component refers to the feelings, emotions, and affective responses that are associated with the object, such as likes or dislikes, pleasure or displeasure, and positive or negative emotions.
3. The behavioral component refers to an individual’s tendency to act or behave in a certain way – including intentions and inclinations – toward the attitude object, such as whether they approach or avoid the object, support or oppose it, and so on.

All three components of the attitude work together to form one’s overall attitude.
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Implicit Association Test The IAT is often used to measure implicit biases or attitudes that people may not be consciously aware of or willing to report. It measures the strength of associations between mental repre- sentations in memory (e.g., concepts of race or gender) and evaluations (i.e. positive or negative attitudes). In an IAT, par- ticipants are asked to sort stimuli into categories as quickly as possible. For example, they might be asked to sort pictures of white and black faces into categories labeled “good” or “bad.” The test meas- ures reaction times and errors made during the sorting process. The theory behind the IAT is that if a person has a strong association between a particular cat- egory and a particular evaluation, they will sort stimuli related to those categories more quickly and accurately than stim- uli related to less-associ-
ated categories.



EXAMPLE
Let’s explore, for example, Lin’s attitude toward physical exercise:

· The cognitive component of her attitude might include beliefs about the ben- efits of exercise, such as improved physical health, increased energy, and bet- ter mental health.
· The affective component might include feelings of enjoyment and pleasure associated with exercise.
· The behavioral component might include her tendency to engage in exercise, such as regularly going to the gym or taking part in physical activities.

As you can see, the cognitive, affective, and behavioral components each con- tribute to Lin’s overall attitude toward exercise. Usually, the different compo- nents of the attitude are in unison and tend to reinforce each other. As a result, her positive beliefs and knowledge about the effects of exercise contribute to her generally positive emotions and behavior around exercise, and vice versa. If any of the components were to change, such as if she learned that exercise was less effective than she previously thought, this would impact her overall attitude toward exercise.


Overall, when the different components of an attitude are in line with each other, the atti- tude tends to be stronger and more stable. However, if the cognitive, affective, and behav- ioral components are out of sync with each other, the overall attitude toward something tends to be weaker and more unstable (e.g., Eaton & Visser, 2008).

While all components work together to form an overall attitude, certain components are more influential than others in some cases or in some people. For example, our attitudes toward dessert or music may be more influenced by the affective component of our atti- tudes, whereas our attitude toward a new insurance or medical procedure may be more influenced by the cognitive component (e.g., Maio et al., 2004).
There are also individual differences in the degree to which the individual components influence our overall attitude. Some people may tend to base their attitudes on affect, whereas other’s attitudes are generally more based on cognition (e.g., Huskinson & Had- dock, 2004). This means that while Oscar and Olga both have favorable attitudes toward a presidential candidate, Oscar may like the candidate because of his public persona (i.e., his attitude is affect-based), whereas Olga likes the candidate because of his policies (i.e., her attitude is cognitive-based).
Nevertheless, despite these individual and situational nuances, evidence suggests that, on the whole, the affective component of an attitude generally bears the strongest influence on the overall attitude (e.g., Lavine et al., 1998; Rocklage & Luttrell, 2021).
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5.2 [bookmark: Why Are Attitudes Important?]Why Are Attitudes Important?anon
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We now know more about the content and structure of attitudes. But, this raises an impor- tant question: Why are social psychologists so interested in attitudes in the first place? To understand this, just consider the sheer number of attitudes we have. We have attitudes about basically everything from music to fashion, food, films, presidential candidates, democracy, our mothers-in-law, our partners, friendship, justice, global warming, environ- ment, drugs, mental health, health, sex, career choices, hierarchies, blood donation, financial decisions, equality, obesity, and so on. The list is endless. It is, therefore, not sur- prising that psychologists suspect that understanding attitudes is crucial for understand- ing how people navigate their worlds. One of the central questions that has occupied researchers in this field is the extent to which attitudes predict actual behavior.

The Attitude-Behavior Relationship

Common sense suggests that you would be able to predict someone’s behavior by know- ing their attitudes. For instance, you would expect that if your coworker has positive atti- tudes toward protecting the environment, he will also sign a petition against Big Oil and try to reduce his environmental footprint and stop taking planes. Likewise, if your friend's favorite food is pizza, you would expect to be able to predict that she will order pizza whenever it is on the menu. Meta-analyses studying the attitude-behavior relationship suggest a correlation between attitudes and behavior ranging between .38 (Kraus, 1995) and .52 (Glasman & Albarraccín, 2006), which are considered medium to strong correla- tions. These results, coupled with closer consideration of the examples above, suggest that the relationship between attitudes and behavior is not always straightforward. Sev- eral factors influence the strength of the attitude-behavior relationship. These factors include properties of the attitude structure themselves but also personal and situational factors.

Attitude accessibility

“Attitude accessibility” refers to the ease with which an attitude comes to mind in response to a stimulus or situation. The more easily accessible the attitude is, the more likely it is to influence behavior. This is because accessible attitudes are more likely to come to mind in the relevant situation, leading individuals to act in accordance with those attitudes. For example, if someone’s positive attitude toward recycling is highly accessi- ble, they are more likely to recycle when presented with the opportunity, such as when they see a recycling bin nearby. Conversely, if an individual attitude toward recycling is not on top of their mind, they are less likely to recycle, even if given the opportunity to do so.

Attitude strength

Not surprisingly, stronger attitudes are more likely to predict behavior than weaker atti- tudes (Holland et al., 2002; Howe & Krosnick, 2017). The “strength of an attitude” can depend on several factors, including the personal importance of the attitude object, the level of knowledge an individual has about the object, the level of experience with the object, and the emotional intensity of the attitude. Suppose an individual is passionate about animal rights and has a high level of knowledge and experience with animal welfare
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issues. This attitude is extremely important to them as it aligns with their personal values and beliefs. As a result, they are likely to have a very strong attitude toward animal testing, and this attitude will likely predict their behavior in situations where they are presented with opportunities to take action against animal testing, such as signing petitions, boycot- ting products, or participating in protests.

Attitude specificity

“Attitude specificity” refers to the degree to which an attitude is focused on a specific behavior or object rather than being general and diffuse. The more specific an attitude is to a particular behavior, the more likely it is to predict that behavior (e.g., Heberlein & Black, 1976; Weigel et al., 1974). This is because a specific attitude provides a clear guide for behavior, whereas general attitudes are ambiguous and open to interpretation. For example, consider an individual who has a general attitude of “being environmentally friendly” versus someone who has a specific attitude toward “recycling plastic bottles.” The individual with the specific attitude toward recycling plastic bottles is more likely to recycle them compared to the individual with the general environmentally friendly atti- tude. The specific attitude provides a clear and specific guide for action.

Personality factors

Researchers have found that there are also differences between people in their tendency to act in line with their attitudes. Two factors relevant personal factors that affect the atti- tude-behavior relationship are “age” and “self-monitoring.” Generally, attitudes become more stable and consistent with age, likely because people have had more experience with the attitude object (e.g., Visser & Krosnick, 1998). Since stronger attitudes are more predictive of behavior, the strength of the attitude-behavior increases with age. Studies investigating the relationship between attitudes and behavior have found attitude-behav- ior correlations of .34 in student (i.e., younger) samples compared to .48 in non-student samples (Kraus, 1995).

The personality construct of “self-monitoring” is an important moderator of the attitude- behavior relationship. Self-monitoring is the degree to which individuals are aware of and adapt their behavior to fit social situations and expectations (Snyder, 1974). High self- monitors are more likely to adapt their behavior to fit social situations even if it means going against their attitudes. On the other hand, low self-monitors are more likely to act on their attitudes even if it means going against social norms and expectations. By influ- encing how individuals act on their attitudes in different social situations, self-monitoring can influence the attitude-behavior relationship. For example, if a high self-monitor strongly supports a political candidate but knows that expressing this support will lead to social rejection in a certain social situation, they may choose to keep their support to themselves or even express support for a different candidate. In contrast, a low self-moni- tor in the same situation would be more likely to express their true support for the candi- date even if it means going against social norms in that context.
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Situational factors

It may come as no surprise that situational factors influence whether we will actually act in line with our attitudes. We all know too well that our best intentions do not always translate into actions and that this is not always due to a lack of willingness to or convic- tion. Rather, it is also because of “external situational factors” such as practical restrictions or social norms. For example, you may want to translate your favorable attitudes toward the environment into concrete actions, but if there is no infrastructure supporting that behavior, such as recycling programs or safe bicycle lanes, it is less likely that you will act on your attitudes.

Moreover, whether your attitude is actually translated into action also depends to a large part on your subjective beliefs about your ability to perform a specific behavior, which takes into account the external factors that may facilitate or hinder the behavior. These beliefs are referred to as “perceived behavioral control” (Ajzen, 1991). In other words, per- ceived behavioral control it is the perceived ease or difficulty of performing a behavior given the situational constraints. For example, if you really want to run a marathon but know it will be very difficult to combine the training schedule with your work, you are less likely to actually try and pursue that dream. In this way, an individuals’ beliefs about their ability to perform a behavior (i.e., their perceived behavioral control) can affect whether they act on their attitudes or not.

Cognitive Dissonance

So far, we have explored how attitudes influence behavior. Yet, our behavior can also influ- ence our attitudes. This lies at the root of one of the most fundamental concepts in psy- chology: cognitive dissonance. “Cognitive dissonance” is a psychological concept that describes the psychological discomfort that a person experiences when their behavior is inconsistent with their attitudes and beliefs (Festinger, 1957). For example, someone who strongly believes that smoking is harmful to their health but continues to smoke is likely to experience cognitive dissonance. When the discomfort from this inconsistency becomes very strong, it will motivate the individual to reduce or eliminate this dissonance. This can be done in several ways:

· change the behavior: The most direct way to reduce cognitive dissonance is to change the behavior that is causing the inconsistency. For example, if someone is smoking ciga- rettes despite believing that smoking is harmful to their health, they can reduce cogni- tive dissonance by quitting smoking (e.g., Festinger, 1957; Stone et al., 1994).
· change the belief: Another way to reduce cognitive dissonance is to change the belief or attitude that is in conflict with the behavior. For example, if someone is smoking ciga- rettes despite believing that smoking is harmful to their health, they can reduce cogni- tive dissonance by changing their belief about the harmfulness of smoking, perhaps by rationalizing that the benefits of smoking (such as stress relief or socializing) outweigh the risks (e.g., Festinger, 1957; Festinger & Carlsmith, 1959).
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· add a new belief: Sometimes, people can reduce cognitive dissonance by adding a new belief that resolves the inconsistency. For example, if someone is smoking cigarettes despite believing that smoking is harmful to their health, they can reduce cognitive dis- sonance by adding the belief that they are otherwise healthy and, therefore, the risk of smoking-related illnesses is low (e.g., Aronson & Mills, 1959; Festinger, 1957).
· minimize the importance: People can also reduce cognitive dissonance by minimizing the importance of the inconsistency. For example, if someone is smoking cigarettes despite believing that smoking is harmful to their health, they can reduce cognitive dis- sonance by minimizing the importance of health concerns in their life (e.g., Simon et al., 1995).


5.3 [bookmark: The Function of Attitudes]The Function of Attitudes
A final question to address in this chapter is why humans have attitudes in the first place. Or, in other words, what psychological needs are fulfilled by attitudes? The empirical evi- dence has identified the following five functions as particularly important (Hewstone & Stroebe, 2020, p. 225).


Appraisal In psychology, appraisal involves the process of interpreting and assess- ing the significance of a situation, considering its potential consequences and the individual’s abil- ity to cope with them. This evaluation can influ- ence a person’s emotional response and subsequent
behavior. “Object appraisal” refers to the evaluation of an external object or event, as opposed to an internal cognitive or emotional
process.

Firstly, attitudes have an object appraisal function. In essence, when we speak of the “object appraisal function” of attitudes, we are using a very formal way of saying that atti- tudes help us make quick and efficient judgments about objects and situations, determin- ing whether they are positive or negative, safe or dangerous, or pleasant or unpleasant (Duckworth et al., 2002; Maio et al., 2004). They provide us with shortcuts for organizing and making sense of the complex world around us. As such, they serve as signposts that help us to navigate the world efficiently.

This ability to make rapid and effortless decisions about what to approach or avoid has been evolutionarily beneficial, as it allowed our ancestors to avoid snakes (presumably the result of a negative attitude) and consume blueberries (likely the result of a positive attitude). This ability of attitudes to minimize costs and maximize rewards is referred to as attitude’s “utilitarian function” (also called “instrumental function”), and it remains very useful today, given that the options and possibilities seem endless. In most cases, choos- ing the brand of yoghurt that most appeals to you saves you valuable time and mental resources.

In addition to helping us navigate our world efficiently, attitudes also have social func- tions. For example, attitudes serve as a means of expressing our identity and values, which psychologists refer to as the “value-expressive function” of attitudes. Through this, we also signal our group affiliations, thereby facilitating social interaction and helping us form and maintain social bonds, which is referred to as the “social adjustment function.” For example, if a person has a positive attitude toward a particular political party, they may seek out like-minded individuals to form social bonds and gain a sense of belonging. In contrast, if they have a negative attitude toward a certain group, they may distance themselves from those individuals in order to avoid social exclusion or disapproval.
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Finally, our attitudes can also help us protect our self-esteem, which reflects the “ego- defensive function.” For example, let’s say that a person has low self-esteem and feels insecure about their intelligence. To defend their ego, they may develop a negative atti- tude toward academic achievement and view those who excel in academics as boring or socially inept. By devaluing academic achievement, the person is protecting their ego from the threat of feeling inferior or inadequate. The different functions are listed in the table below.

Table 3: Functions of Attitudes

Name	Function

	Object-appraisal function
	To help us make quick decisions

	Utilitarian or instrumental function
	To maximize rewards and minimizing costs

	Value-expressive function
	To express our identity and values

	Social-adjustment function
	To form and maintain social bonds with like- minded people

	Ego-defensive function
	To protect our self-esteem


Source: Jessie de Witt Huberts (2023).

Understanding the primary function of attitudes is important for several reasons. Firstly, it can help researchers predict and explain behavior. For example, if an attitude is primarily serving a social-adjustive function, we might expect people to conform to the attitudes of the groups they belong to, even if those attitudes differ from their personal beliefs. Sec- ondly, understanding the primary function of attitudes can inform the development of interventions or campaigns aimed at changing attitudes and behaviors by tailoring the message to the specific function that the attitude serves (e.g., Petty & Wegener, 1998). For example, if the primary function of an individual’s negative attitude toward a certain group of people is ego-defensive, then simply presenting them with positive information about the group may not be effective in changing their attitude. Instead, an intervention that addresses the underlying emotional or self-esteem issues that are causing the ego- defensive attitude may be more effective. On the other hand, if the primary function of an individual’s attitude toward a behavior is utilitarian, then highlighting the benefits of per- forming the behavior may be more effective in changing their behavior.


SUMMARY
Attitudes in social psychology refer to a person’s evaluation or general disposition toward an object, person, group, behavior, idea, concept, or situation. An attitude has two main properties: its valence (positivity or negativity) and its strength. Attitudes are made up of three correlated but distinct components: a cognitive, an affective, and a behavioral
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component. All three components work together to form an overall atti- tude. When the different components of an attitude are in line with each other, the attitude tends to be stronger and more stable.

The attitude-behavior relationship is a central question that has occu- pied researchers in this field. The relationship between attitudes and behavior is not always straightforward, and several factors influence the strength of the attitude-behavior relationship. These factors include atti- tude accessibility, attitude strength, and attitude specificity as well as personal factors such as age and self-monitoring. External situational factors and perceived behavioral control also influence whether atti- tudes translate into behavior. Our attitudes not only influence our behavior, as our behavior can also change our attitudes though cogni- tive dissonance.

Attitudes fulfill psychological needs in humans, and five primary func- tions of attitudes have been proposed: Attitudes help us make quick judgments about objects and situations (object-appraisal), navigate the world efficiently (utilitarian or instrumental function), express our iden- tity and values (value-expressive function), form and maintain social bonds (social-adjustment function), and protect our self-esteem (ego- defensive function). Understanding the primary function of attitudes can help researchers to predict and explain behavior as well as inform interventions aimed at changing attitudes and behaviors.
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 STUDY GOALS 

On completion of this unit, you will be able to ...

· define social influence.
· explain the role of social norms in social influence processes.
· understand the fundamental mechanisms that underly social influence.
· apply social impact theory to determine the impact of social influence on our behavior.
· describe the four most widely researched types of social influence and the factors that influence them.

 6. SOCIAL INFLUENCE 
Introduction
In 1957, the American market researcher James Vicary held a press conference that gained worldwide attention. In that press conference, Vicary reported the results of a six-week study that he had conducted in a movie theater. During the film screenings he had flashed subliminal messages such as “drink Coca-Cola” and “eat popcorn” to increase the sales of Coca-Cola and popcorn, respectively. The messages were displayed for only a few millisec- onds and, thus, too brief for the audience to consciously perceive. According to Vicary’s announcement in the press conference, the subliminal messages resulted in a significant increase in sales of Coca-Cola and popcorn during the movie. The reported success of Vic- ary’s experiment caused a great deal of controversy and generated widespread public con- cern about the use of subliminal advertising. It was later revealed that Vicary’s claims were false and he had not actually conducted the experiment as he had described it.

The controversy around Vicary’s announcement speaks to a broader concern about the power of social influence. When we think about social influence, people tend to worry that their behavior and decision-making can be manipulated, leading them to make choices that they would not have made otherwise. Whether this worry is justified – and what, in fact, social influence is – will be explored in this chapter.


6.1 [bookmark: Social Influence]Social Influence
“Social influence” is the “change in an individual’s thoughts, feelings, or behaviors caused by other people, who may be actually present, or whose presence is imagined, expected, or only implied” (American Psychological Association [APA], n.d.-b). Social influence can take many forms, from the minor and inconsequential – such as adopting the latest style trend or unconsciously taking on the mannerisms of someone you spend a lot of time with – to more intentional and far-reaching effects of persuading people to buy a particu- lar product or even forcing people to violate their own moral boundaries.

The psychologist Herbert Kelman (1958) distinguished between three levels of social influ- ence based on whether or not the social influence leads to changes in privately held beliefs:
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1. Compliance refers to the level of social influence that will lead to overt changes in beliefs and behavior but leaves one’s private beliefs unaffected. For example, this is evident when a teenage boy cleans up his room at his parent’s request even if he doesn’t really see the necessity of it.
2. Internalization, also referred to as conversion, refers to the level of social influence that causes deep-seated changes in beliefs and attitudes, such as when watching a shocking documentary about animal welfare in the animal agricultural industry con- vinces you to adopt a vegan lifestyle.
3. Identification reflects how one truly adopts the beliefs of the group one wants to belong to mainly mainly because it is associated with the desired group memberships and less due to the meaning of the beliefs. Consequently, when one leaves the group or relationship, one will revert to one’s original beliefs and behaviors. Identification is often seen among members of religious groups or cults.
Social Norms

While a lot of social influence is explicit and much of our behavior is regulated by official rules, laws, and regulations, the majority of our behavior is guided by unofficial but widely accepted social rules about what is expected and acceptable behavior in certain circum- stances. These socially agreed upon rules are called “social norms,” and they constitute one of the primary sources of social influence. A norm is “a socially determined consen- sual standard that prescribes the typical or appropriate way to behave in a certain situa- tion” (APA, n.d.-c). Sometimes these norms are explicit – that is, written or agreed on openly, such as the norm of punctuality for classes, meetings, or appointments. Other norms are implicit. These are the unwritten rules most people in a certain society abide by, such as waiting in line at a grocery store. Although this rule is not explicitly written down, it is widely understood and followed nonetheless. Transgression of norms is often met with negative reactions from others; if someone tries to cut in the line at the grocery store, this will likely be met by disapproval or confrontation from others. As such, norms are an important component of social influence.

A distinction is made between injunctive and descriptive norms. “Injunctive norms,” also called “prescriptive norms,” are norms that describe how people are supposed to think, feel, and act in a given situation (i.e., what society tells us one “should” do). “Descriptive norms” are norms that describe how people typically think, feel, and act in a given situa- tion (i.e., what people “actually” do). In summary, injunctive norms prescribe how people ought to behave in a certain situation, whereas descriptive norms indicate how most peo- ple actually behave in a certain situation. Injunctive and descriptive norms often overlap. For example, holding the door open for someone is both an injunctive norm (it is the polite or right thing to do) and a descriptive norm (most people actually do it). At the same time, a stroll along many city streets will reveal that while the injunctive norm may be that you should not drop litter in the street, this is not actually a descriptive norm – that is, what all people actually do.

By reducing uncertainty about how to behave properly in certain situations, norms gener- ally make our lives as social beings more predictable and simpler. In addition, by allowing space to reprimand people who do not stick to the norms, they are the engine on which a smooth, functioning society operates.
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6.2 [bookmark: Mechanisms of Social Influence]Mechanisms of Social Influence
What drives our tendency to turn to others to inform our beliefs and guide our behavior? Social psychologists believe that there are two fundamental motives that underlie our need to follow others: (1) the need to be right and (2) the need to belong.
The Need to be Right

Our need to be right – and, thus, make accurate and valid judgments – is what makes peo- ple rely on “informational influence.” Informational influence is when we use other peo- ple’s beliefs, judgments, and behavior as a source of information. If we go to the swim- ming pool on a hot sunny day but nobody is in the water, we are likely to think twice before jumping in the water, wondering if something is wrong and assuming that other people know more than we do. Likewise, when you’re trying to choose a restaurant for dinner and you see a long line of people waiting to be seated at a particular restaurant, you, even though you haven’t tried the food before, might assume that the restaurant must be popular and good and decide to join the line and eat there. These are examples of informational influence, as you are making your decision based on the perceived beliefs of others rather than your own personal experience or opinion. From an evolutionary per- spective, our reliance on informational influence makes sense: By following the examples of others, we can benefit from their trials and errors, thereby increasing our chances of survival and success.

The Need to Belong

Our general motive to be liked and be approved of can explain our tendency to rely on the second mechanism of social influence: normative influence. “Normative influence” refers to our tendency to adjust our beliefs and behaviors to fit in with the group. People gener- ally want to be accepted by the group and do not like to stand out as different. So, they tend to adopt the ideas and behaviors of their social group. Normative influence is why people are reluctant to speak up if they are seemingly the only one to disagree.

Normative influence is also seen in the adoption of new fashion trends. People who follow what is considered fashionable at a given moment by wearing the latest styles are more likely to be accepted and respected by their social group. On the other hand, people who deviate from the norm and wear unconventional clothing may be seen as odd or out of touch. This drive to adopt the beliefs and behaviors of our social group is highly adaptive in evolutionary terms: Group membership makes one less vulnerable to environmental dangers and provides one with the benefits of group cooperation. Moreover, groups them- selves can be more effective if all members abide by the group norms.
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Social Impact Theory

To understand the power of social influence, we not only need to know what drives our tendency to follow others but also understand the conditions that determine when and to what extent we are influenced by the beliefs and behaviors of others. According to “social impact theory” (Latané, 1981), three factors determine the impact of social influence on our behavior.

The number of sources

The number of sources refers to the number of individuals or groups that are influencing a particular individual. According to social impact theory, the more sources that are influ- encing an individual, the greater the social impact on that individual’s behavior. For exam- ple, if friends are encouraging you to go to a party, you are more likely to go if several friends are urging you to go compared to when only one friend is trying to make you go. Research suggests that the impact of number seems to diminish at about five sources.

The strength of the source

The strength of the source refers to the perceived power, authority, or importance of the influencing individual or group. According to social impact theory, if a source is perceived as having high power, authority, or influence, the individual is more likely to adopt their attitudes, beliefs, and behaviors. On the other hand, if the source is perceived as weaker or less influential, the individual will be less likely to follow. The strength of the source can be situation-specific or trans-situational.

A source has “situation-specific strength” when they are an authority on the relevant topic at hand. For example, you would listen to your doctor’s advice on how to deal with your migraines but will be less inclined to follow her advice on how to clear your blocked drain. Conversely, you are likely to meticulously follow the advice your plumber gives you to unclog your drain but will not care for his tips for preventing migraine attacks.

A source has “trans-situational strength” when the source is considered to be an authority in a wide range of situations. Although culturally dependent, trans-situational strength typically includes age, perceived intelligence, gender, held authority, and physical charac- teristics. In most cultures, for example, the beliefs of older men in leadership positions will be more influential than those of a young woman with a lower ranking on the social lad- der – whether this is justified or not.

The immediacy of the source

The immediacy of the source refers to the closeness or proximity between the source of influence and the target individual. The closer a source is to the target, the more likely the latter is to be influenced by that person. This proximity can be physical or psychological. High “physical proximity” is when the source and target are in the same space. This is dif- ferent from seeing someone on television or reading about someone’s view on the opinion pages of your paper. We are also more likely to be influenced by sources that are close in “psychological proximity.” For example, we are more likely to be influenced by the beliefs
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and opinions of our partner or close friends than by the those of the passenger sitting next to us on the plane. Moreover, when we do not have a personal bond with someone but can identify with or relate to them because they share the same background, age, or gender, they will feel psychologically closer and are more likely to be a source of influence.

Figure 4: Factors Influencing the Impact of Social Influence on Behavior
[image: ]


Source: Jessie de Witt Huberts (2023).


6.3 [bookmark: Types of Social Influence]Types of Social Influence
Social influence can take many forms. It is social influence when you adopt the clothing style and musical preferences of the group that you identify with and when a post on social media influences you to go dairy-free. In addition to the implicit social influence that results from our natural proclivity to adjust to the group, a large part of the social influence we are exposed to is explicit – whether it is a parent telling their child what to do or politicians trying to win our vote. Here, we will discuss some of the most widely researched forms of social influence: persuasion, conformity, compliance, and obedience.

Persuasion

“Persuasion” refers to the process by which a communicator tries to convince a person or a group to change their beliefs, attitudes, or behaviors. Advertisers are in the business of persuasion, as are political campaigners, but your friends might also attempt to persuade you to stay for another drink. Likewise, your boss might try to persuade you to organize a conference. Research has identified three key aspects that are relevant for persuasive communication.
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The source of the communication

A message is more persuasive if the source is deemed credible – that is, when the source is perceived as knowledgeable and trustworthy. Therefore, information about the effective- ness of a new treatment for obesity is likely to be more convincing when it comes from a prestigious medical journal than if it would come from a tabloid magazine.

The content of the communication

Not surprisingly, the content of the communication is of prime importance for its ability to persuade. Yet, with the exception of the cardinal rule that that positive messages will almost always be more effective in changing people’s minds than negative messages, there is no one-size-fits-all in terms of message content (e.g., O’Keefe & Hoeken, 2021). Research on different aspects of message content has revealed that the extent to which the content of a message determines its persuasive strength is highly dependent on the audience. What works for some might not work for others. For example, “one-sided mes- sages” (i.e., messages that present only one side of an argument) are more effective in audiences that either have no knowledge at all or already are strongly committed to the issue at hand. In contrast, “two-sided messages” (i.e., a message that presents both sides and argues in favor of one) are more effective when the audience held conflicting or uncer- tain views (e.g., Kim et al., 2020).

To match their messages to consumer characteristics, advertisers nowadays have a wealth of information at their disposal through the digital footprint we leave behind when scroll- ing social media and surfing the internet. Companies use this information to set up detailed personal profiles of their potential customers and can, therefore, tailor their mes- sage to the consumer’s interests, personalities, and goals, making advertising more per- suasive than ever. For example, based on the specific psychological profile of their poten- tial customers, a smartphone company could target anxious customers with messages about the smartphone’s safety-enhancing features and persuade more status-oriented customers with messages emphasising the exclusivity and the state-of-the-art features of their latest model.

The audience of the communication

Researchers have looked for personal characteristics that may influence how easily people might be persuaded and found that intelligence and self-esteem influence persuadability. Interestingly, people with either extremely low or extremely high self-esteem are less likely to be persuaded than people with average self-esteem (Rhodes & Wood, 1992). The former are difficult to persuade because they are too anxious to pay attention, while the latter is too self-assured to be influenced. Nevertheless, in general it is more likely that situational variables affecting the audience, such as processing ability and motivation, will influence persuasibility rather than permanent traits and characteristics. For example, when individ- uals are highly motivated and able to process information, they are likely to evaluate the persuasive message through deliberate and critical thinking. On the other hand, when individuals have low processing motivation (e.g., because they are not invested in the topic) or ability (e.g., because they lack expertise or time), they tend to rely on superficial processing methods to evaluate the message. This may include heuristic processing, gut
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feelings, or conformity to the majority. Consequently, when individuals are limited by motivation or ability constraints, they are more susceptible to social influence (Petty & Cacioppo, 1986).
Conformity

Conformity refers to the tendency of people to align their opinions, attitudes, and behav- iors with those around them. In contrast to compliance, where people will publicly con- form to the group but not change their private beliefs, conformity produces deep-internal changes in their beliefs and values. Conformity usually involves adjusting one’s beliefs to the majority, but it can also be the result of minority influence.

Majority influence

Solomon Asch’s studies have convincingly shown how a majority can influence our private perceptions and observations. In his now world-famous experiment, participants were placed in a room with a group of experimental confederates (i.e., people pretending to be a participant but actually working with the experimenter) and asked to match the length of a line on a card with three comparison lines (Asch, 1951). The confederates deliberately gave obviously incorrect answers, and the study measured the extent to which the partici- pant would conform to the group and give the same incorrect answer. The experiment showed that in about one-third of the trial’s participants would conform to the group and give the incorrect answer even when the correct answer was clear. A significant number of participants (75%) conformed to the incorrect group answer at least once. In the control conditions, when the confederates responded accurately, fewer than 1% of the partici- pants estimations were wrong (Asch, 1951). The exit interviews after the experiment showed how deep the impact of the majority influence had been, as participants reported how they started doubting their own eyesight or thought that they had misunderstood the instructions: The participants, thus, had truly started believing that the others were right and they were wrong. The participants who did not conform to the group said they felt very uncomfortable disagreeing with the group.

These findings indicated that despite being presented with a straightforward and clear task in the presence of strangers who did not express any disapproval towards dissenting opinions, most of the participants still disregarded their own judgments, harbored doubts, and agreed with the evidently incorrect decision made by the others. Interestingly, in a fol- low-up study by Deutsch and Gerard (1955), people were allowed to give their answers pri- vately because it was suspected that the levels of conformity observed in Asch’s study were caused by a fear of the real or imagined responses of the rest of the group. While conformity indeed declined, even when responding privately without other members of the group knowing what they had answered, conformity still occurred in almost a quarter (23%) of the cases.

These findings on how easily we conform to the majority influence, even in the absence of social pressure, has inspired a large number of other studies trying to disentangle under what conditions people tend to yield to the majority. The most influential factors are as follows:
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· unanimity: Probably the most important influence on conformity was the unanimity of the majority. If in Asch’s experiment, one of the confederates was instructed to give an answer that was not in alignment with the group’s answer, the level of conformity drop- ped to 5.5% (Asch, 1951). This finding has been replicated multiple times since (Asch, 1955; Naveed, 2013).
· group size: Perhaps not unsurprisingly, research has found that conformity increases as the number of majority members increases. However, this is only the case when the members of the majority group are perceived as being independent and not as con- forming members themselves (e.g., Bond, 2005).
· self-categorization: People have been found to be more likely to conform to a majority when they are viewed as an in-group than when the majority is perceived as the out- group. Thus, in-group members can exert influence on the individual, whereas influ- ence by out-group members can be easily refuted (e.g., David & Turner, 1996, 2001).
· task difficulty: Research has shown that the level of conformity in a group is influenced by the difficulty of the task being performed (e.g., Deutsch & Gerard, 1955; Lucas et al., 2006; Rosander & Eriksson, 2012). When the task is easy or unambiguous, people are less likely to conform to the group’s opinion. However, when the task is difficult or ambiguous, people are more likely to turn to the opinion of others in order to reduce their uncertainty and anxiety.
· cultural differences: In a meta-analysis of 133 studies using the Asch paradigm, Bond and Smith (1996) found that conformity was greater in collectivistic cultures, where individual goals tend to be subjugated to the group’s goals, than in individualistic cul- tures that emphasize individual achievement. The impact of culture was greater than any other moderator of group influence, including group size.

Minority influence

Thus far, we have discussed the power of the majority influence on the beliefs and behav- iors of individuals. However, history shows us that social influence is not solely deter- mined by majority groups. Social changes have often been the result of individuals and minority groups challenging the status quo. Rosa Parks, Mahatma Gandhi, Martin Luther King, the suffragettes, LGBTQ+ activists, and many more have succeeded in influencing broader social attitudes and values. These situations, where either an individual or a group in a numerical minority can influence the majority are called “minority influence.”

Research on the dynamics of minority influence indicates that in order to convince the majority of its arguments, it is of key importance that the individual or minority convey consistency by responding with the same response to the same issues over time, thereby communicating to the majority group that they are sure of and committed to their posi- tion. Minorities are also seen as more effective if they have made significant personal sac- rifices to the cause and are perceived to be acting out of principle rather than other motives. A good example of this would be Nelson Mandela, who spent 27 years in prison for his activism but continued to advocate for peaceful change.

In practice we are influenced by both minority and majority influences, with studies show- ing that majorities have a greater impact on public and direct measures such as overt statements and behavior, while minorities have more impact on indirect private measures such as beliefs and attitudes (e.g., Martin et al., 2003).














In-group
An in-group refers to a social group that an indi- vidual identifies with and feels a sense of belonging to.
Out-group
An out-group refers to a social group with which an individual does not identify and may even feel a sense of opposition to.
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Compliance

“Compliance” is a form of social influence where people display a change in surface behavior that is not associated with true changes in underlying attitudes or beliefs. In our daily lives, people often just want others to go along with a request without necessarily hoping or expecting them to change their true beliefs or attitudes: The tax offices just want you to pay your taxes regardless of what you think of the taxation rules. Likewise, you are likely to just go along with the instructions of the airport security staff, even if you don’t always see the point of their requests. Research on compliance has looked into the conditions under which people will go along with a request, and has identified the follow- ing three situations that broadly fall into three categories.

Ingratiation

Ingratiation is a technique for achieving compliance in social situations by being likable or making someone feel good, for example by showing interest in someone, complimenting them, and doing things that make them feel valued or appreciated.

Reciprocity

Reciprocity is another technique for gaining compliance, which is based on the idea that people naturally feel a sense of obligation to repay a favor. Due to this innate sense of obli- gation, reciprocity does not necessarily require that the initial favor was requested or even wanted. The discomfort of owing something to someone, whether that favor was actually desired or not, is enough to make a person want to return the favor and comply with the other person’s request.

Making multiple requests

Making multiple requests is the third technique for gaining compliance, and it can take various forms. First, the “foot-in-the-door-effect” refers to the phenomenon that people are more likely to comply with a larger request if they have already agreed to a smaller, related request. For example, if a charity asks a person to sign a petition, they are more likely to make a donation as well after they have agreed to sign. The foot-in-the-door effect is based on the principle of consistency, which states that people have a strong desire to remain consistent with their commitments and actions. By agreeing to a small request, people are more likely to feel committed to the larger request that follows.

Second, the “door-in-the-face-effect” refers to the phenomenon where people are more likely to comply with a request if they have first been presented with a larger, unreasona- ble request that they have declined. Having declined the larger request, people feel more inclined to comply with a smaller, more reasonable request that follows. Imagine, for example, a friend asking you if they can borrow a large sum of money. After declining to lend the large sum of money, you might feel more inclined to comply with his smaller request. The door-in-the-face effect can be explained by reciprocity, as the smaller request is seen as a concession by the requester, and you feel pressure to reciprocate.
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Thus far, we have discussed forms of social influence where we are influenced by other group members that are of equal status to the target. Obedience is a specific form of social influence that involves complying with the requests or commands of an authority figure. Just like compliance, obedience usually does not lead to deeply ingrained changes in atti- tudes or beliefs. Rather, it is limited to superficial adaptation to the authority figure or structure. This can include children obeying their parents and teachers, employees abid- ing by their manager’s instructions, and citizens following police orders. Some forms of obedience are not directly to a person but to the rules of law and often occur without explicit orders or requests. The majority of people do not need to be ordered to adhere to the law. In these cases, obedience is the consequence of an internalized framework of norms, values, customs, and procedures (i.e., a schema about hierarchical influence). However, since its inception, social psychology has been particularly interested in obedi- ence to direct requests or commands from an authority figure.

Stanley Milgram’s experiments on obedience

In the quest to understand how such large-scale atrocities as the Holocaust could have happened, Stanley Milgram (1963) conducted his landmark study on obedience to author- ity figures. In this study, participants were told that they were taking part in a study on learning and memory and that they were required to administer electric shocks to the learner when he gave incorrect answers. The results of the experiment showed that a large proportion of participants (65%) were willing to administer the highest levels of shock (450 volts) even when the “learner” (who was a confederate of the experimenter and was not actually harmed) was screaming in pain and pleading to be released. A more recent replication of Milgram’s obedience study was designed to address some of the ethical con- cerns raised by the original study while still testing the same research questions. In this study, participants were stopped at a lower level of shock (150 volts) than in Milgram’sstudy. In this replication, 70% of participants administered the maximum levels of shock (150 volts), which is similar to the obedience rates observed in Milgram’s original studies

(Burger, 2009).

Many people find the rates of obedience found in these studies surprising, but the world is rife with real-world examples of obedience, which leads to the question of what causes obedience. In everyday life, people may obey because it provides them with rewards or to avoid punishment or because they think the authority request is justified: Socioculturally, we are raised in a society that teaches us to obey authority, beginning with schoolteachers and parents, and obedience is generally rewarded and disobedience likely to be met with punishment. We are also socialized to expect that these authority figures are legitimate and trustworthy. In addition to this sociocultural perspective, which can explain every day or morally benign obedience, several other factors that influence obedience to authority figures have been put forward to explain the destructive obedience observed in Milgram’s studies and war crimes.

The first factor to influence obedience are psychological barriers. By creating subtle “psy- chological barriers to disobedience,” also known as “binding factors,” people might increasingly violate their own values and obey authority. Similar to the foot-in-the-door-
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effect, an authority figure might initially request a small act of obedience and then increase the outrageousness of his requests, creating subtle progression towards destruc- tive obedience.anon
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The second factor is the phenomenon called the agentic shift, which has been put forward to explain destructive obedience. “Agentic shift” is when the subordinate in a hierarchical system does not take personal responsibility for their own actions but instead allocates this responsibility to someone higher up in the hierarchy.

The third explanation are situational factors, which focuses on the central premise of social psychology, that is, the power of the situation on the individual. While there have been attempts to identify certain character traits that make people more prone to obedi- ence, the characteristics of the situation seem to have a greater influence. Milgram (1963) himself identified a number of situational factors that increased obedience in his experi- ments. In his experiments, obedience was highest when commands were given by an authority figure rather than another volunteer, the authority figure was present in the same room, the learner was in another room than the participant, and the participant did not see others disobeying commands. Other possible situational influences on Milgram’s findings have been put forward (but not directly tested) for Milgram’s findings. For exam- ple, the fact that the experiment was held at a prestigious institute (Yale University) is likely to have increased the credibility and perception of authority.

Milgram’s obedience experiment has been widely debated and criticized for its ethical implications, but it remains an important study in the field of social psychology because it highlights the power of authority and the extent to which people are willing to obey authority figures.
The Upside of Social influence

While a lot of focus has been on the negative consequences of social influence, it is impor- tant to note that social influence is not inherently good or bad. Case in point, many good things have come from social influence. Our tendency to look and conform to others has enabled us to live relatively peacefully together as a species. Also, social influence allows us to learn from others, allowing us to quickly adapt to challenges without having to go through the trial-and-error process ourselves. Moreover, social influence can and has been used to stimulate positive outcomes.

Social influence has been used in school-based substance abuse prevention programs, and such programs have consistently produced better results than programs emphasizing only health information. Other areas of application have been in the prevention of HIV/ AIDS, anti-prejudice interventions, aggression control, and environmentally sustainable behavior. Hence, whether social influence has positive or negative consequences depends on the motivations of the influencer, the nature of the influence, and the individual char- acteristics of the target. By understanding and using social influence effectively, individu- als and organizations can reap the benefits and minimize the potential drawbacks of this powerful phenomenon.
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REACTANCE: WHEN PERSUASION BACKFIRES
Reading this chapter may give the impression that (a) under the command/pres- sure of social influence, humans have hardly any personal agency and (b) our behavior is seemingly at the mercy of people who know how we tick and which buttons to push. However, as anyone who has experienced an overly pushy salesman will contest, attempts at persuasion are not always successful and, in many cases, will even backfire, thereby producing the opposite of what the influencer had intended. This phenomenon is called “psychological reactance.” The term was first introduced by Jack Brehm (1966) in his reactance theory, which proposes that psychological reactance arises when individuals feel that their autonomy or freedom is being threatened, leading to resistance against the influence attempt. Psychological reactance can occur in a variety of contexts, from marketing and persuasion to parenting and politics. Since its introduction, reactance theory has inspired a wealth of research (for an overview, see Miron & Brehm, 2006; Steindl et al., 2015).

In general, individuals act under the conviction that they are free to engage in the behaviors they choose. However, there are situations where they may feel unable to do so. For example, a shopper being coerced into buying a specific product, a child being told to finish their plate, and a teenager being ordered by their parent to stop eating sweets are all examples of situations that threaten an individual’s freedom to act as they desire. In such situations, individuals may experience psychological reactance. This unpleasant motivational state arises in response to a perceived loss of freedom, and it motivates individuals to assert their autonomy and restore their freedom to act as they desire, such as by resist- ing the request or even doing the opposite.

In crisis situations, reactance can be a significant barrier to change. For example, when governments ordered people to wear face masks during the COVID-19 pandemic, this triggered widespread reactivity and sparked protests in many countries by those who felt that being ordered to wear a mask was an impinge- ment of their freedom. To avoid such reactance, research on message framing has been particularly valuable in the field of health communication. Various message features have been identified in order to diminish reactance and enhance compliance with messages. One example is that messages with explicit instructions on actions to be taken can be viewed as restricting one’s freedom. Adding a restorative postscript that emphasizes people’s freedom to follow or disregard the advice can reduce this sense of restriction. Offering options to indi- viduals can also decrease reactance. In summary, in public health messaging, it’s important for communicators to be aware of the delicate balance between persuasion and restriction.

While psychological reactance can serve as a powerful motivator to restore one’s freedom and assert one’s agency when it is threatened, it can also lead to nega- tive outcomes, such as resistance to beneficial messages. Understanding the fac-
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tors that influence reactance and utilizing strategies to mitigate its effects can enhance the effectiveness of persuasive message, leading to positive behavior change.





SUMMARY
Social influence refers to the process by which individuals change their attitudes, beliefs, opinions, or behaviors in response to the real or imag- ined presence or actions of others. Compliance, internalization, and identification are three levels of social influence based on the extent to which privately held beliefs are affected. Social norms – the unwritten rules and expectations that govern how people behave in various social situations – play a significant role in social influence. People are moti- vated to conform to social norms because of their normative and infor- mational influence, which reflect humans’ fundamental needs to belong and be correct.

Social impact theory states that the amount of social influence a person experiences in a given situation is determined by three main factors: strength, immediacy, and number of sources.

The four most widely researched forms of social influence are persua- sion, conformity, compliance, and obedience. Persuasion is a process of convincing a person or group to change their beliefs, attitudes, or behaviors. Conformity is the tendency of people to align their opinions, attitudes, and behaviors to those around them. Compliance is a form of social influence where people change their surface behavior without actually changing their underlying beliefs or attitudes. Obedience is when a person complies with the requests or commands of an authority figure.

Several factors influence each of these forms of social influence. The source, content, and audience of a persuasive message can affect per- suasion, while majority influence and minority influence can affect con- formity. Techniques such as ingratiation, reciprocity, and multiple requests can influence compliance. Psychological barriers and certain situational factors can influence destructive obedience.

It is important to note that social influence is not inherently good or bad. Moreover, reactance, which occurs when people feel their autonomy is being threatened, can lead people to resist the social influence of others.
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 UNIT 7 
[bookmark: Aggression] AGGRESSION 






















 STUDY GOALS 

On completion of this unit, you will be able to ...

· define aggression.
· describe the different forms of aggression and the impact they have on a personal and societal level.
· describe which factors contribute to the expression of aggression.
· understand how these biological, psychological, and social factors interact in the development and maintenance of aggressive behavior.
· describe the most researched interventions for aggression and their level of empirical support.

 7. AGGRESSION 
Introduction
Imagine you are a social psychologist who wants to study aggression in its natural envi- ronment. What would be a good place to go? A prison or a war zone perhaps? How about a playground? Spend a few hours at any playground, and you would come back with many examples of aggression: the younger children taking away each other’s toys and hitting, biting, or shoving each other; slightly older children calling each other names and exclud- ing others from the games they are playing; and older children telling each other tales about someone they dislike, making sure no one wants to play with them. The playground is an excellent showcase for the aggressive tendencies of human beings.

For a long time, it was assumed that humans are inherently hostile and violent, that aggression was a fundamental part of human nature. The famous psychologist Sigmund Freud named it the “death instinct,” an urge toward the destruction of themselves and others. However, in the 1960s, social psychologist Albert Bandura and his colleagues con- ducted an experiment that challenged this idea. In their Bobo doll experiment, children aged between three and six years old were divided into three groups. One group was shown a video of an adult aggressively hitting and shouting at a Bobo doll, while the sec- ond group was shown a video of an adult playing with non-aggressive toys. The third group served as a control and did not watch any videos. After watching the videos, the children were taken to a room with a Bobo doll and other toys and their behavior was observed. The children who had watched the aggressive video were more likely to imitate the behavior they had seen and hit the Bobo doll compared to the other two groups. They also used the same aggressive language and actions toward the doll that they had observed in the video. In contrast, the children who had watched the non-aggressive video or the control group did not show aggressive behavior toward the doll (Bandura et al., 1961).


7.1 [bookmark: Definition and Measurement of Aggression]Definition and Measurement of Aggression
By demonstrating that children can learn aggressive behavior through observation and modeling, the Bobo doll experiment challenged the idea that aggression is an inborn human desire and emphasized the importance of environmental and social factors in aggression. Since the 1960s, psychologists have learned a lot more about the various fac- tors that shape aggression, which will be explored in this unit.

Within the realm of social psychology, “aggression” refers to a particular social behavior by an individual or group toward another individual or group. While self-directed aggres- sion is possible, such as in cases of self-harm, it is not considered a form of interpersonal behavior and, therefore, falls outside the scope of the social-psychological perspective on
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aggression. According to this social-psychological perspective, aggression can be defined as “any behavior aimed at causing physical or psychological harm to another living organ- ism who is motivated to avoid such treatment” (Baron & Richardson, 1994, p. 7). In terms of distinguishing aggression from other forms of interpersonal behavior with harmful con- sequences, this definition has the following implications.

First, it is the intention that counts. Within this perspective, the defining characteristic of aggressive behavior is its underlying intention to harm another rather than the resulting consequences. To illustrate, let’s say two people are arguing, and one of them makes a threat to physically harm the other person. However, the other person manages to avoid being harmed. Even though no actual physical harm was done, the threatening behavior was motivated by the intention to harm. Hence, it is considered aggressive behavior according to the definition above. Conversely, if a dentist causes pain to a patient while filling a cavity, it is not considered to be aggressive behavior, as it is not the dentist’s inten- tion to cause harm. Rather, they intend to provide necessary dental care.

From this first implication, it follows that it is necessary that the aggressor recognizes that their behavior has the potential to cause harm. Consequently, if an individual’s actions result in harm that could not have been anticipated, they cannot be classified as instances of aggression. For example, suppose that someone accidentally knocks over a vase and it shatters, causing someone else to step on a piece of glass and get injured. In this case, while that person’s behavior resulted in harm, the person who knocked over the vase did not have the intention to cause harm. Consequently, the incident is not associated with aggression.

Third, defining aggression as behavior toward someone “who is motivated to avoid such treatment” means that harmful interactions performed at the targets request, such as painful medical procedures carried out with the consent of the patient or sadomasochistic practices, do not represent instances of aggression.

Notably, aggression is different from “violence” although the terms are sometimes used interchangeably. Violence is narrower in meaning and restricted to behaviors that involve the use of physical force, such as hitting someone. Aggression, on the other hand, is not limited to physical harm: It also includes other forms of harm, such as psychological harm. In other words, aggression entails both “physical and nonphysical aggression,” whereas violence refers to physical aggression only. As a result, not all instances of aggression are classified as violence, whereas all acts of violence qualify as aggression. In addition to physical and nonphysical aggression, aggression can be divided into more specific subca- tegories.

Direct and Indirect Aggression

“Direct aggression” entails a face-to-face confrontation between the aggressor and the tar- get, such as a physical assault, verbal insult, or threat. “Indirect aggression,” on the other hand, is a more subtle form of aggression that is often relational in nature. It involves behaviors that are designed to harm the target’s social status or relationships with others
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rather than causing direct harm. For this reason, it is also referred to as “relational aggres- sion.” Examples of indirect aggression include gossiping, spreading rumors, exclusion, and sabotaging someone’s relationships or reputation.
Proactive and Reactive Aggression

“Proactive aggression,” also known as “instrumental aggression,” is a more premeditated and strategic form of aggression that is driven by a desire to achieve some kind of reward or benefit, such as attention, monetary reward, or power. It is characterized by a calcu- lated and unemotional approach. Examples are robberies or intimidation. “Reactive aggression,” on the other hand, is a type of aggression that is more impulsive and emo- tional, and this is usually a reaction to some kind of provocation or perceived threat. It is characterized by a lack of premeditation or planning and often driven by strong emotional responses such as anger, fear, or frustration.

The Measurement of Aggressive Behavior

Measuring aggressive behavior can be challenging for researchers, as some common research methods used in social psychology may not be ethical or practical in the study of aggression. For example, creating experimental situations where participants could cause real harm to others would be unethical. Likewise, severe cases of aggression are unpre- dictable and uncommon in public life, making them difficult to observe in natural settings. Finally, due to the stigma surrounding aggressive behavior, self-reports of aggressive behavior may be biased. As a result, researchers have had to develop innovative solutions to these challenges.

Experimental paradigms for studying aggression






Experimental paradigm An experimental para- digm is the overall design and structure of an experiment. It includes the methods, techniques, and procedures used to investigate a hypothesis.

Due to the aforementioned ethical reasons, experimental studies of aggression can only use experimental paradigms that allow participants to exhibit behavior aimed at harming another person without actually causing harm to the target. To address this, aggression researchers have developed experimental paradigms in which participants are given the opportunity to administer unpleasant stimuli to another individual – such as electric shocks, loud noise, cold water, or spicy sauce – but are stopped before the subject can actually be harmed. In effect, the intention to harm is measured. Researchers use the intensity of the aversive stimuli that participants believe they are delivering to the other person as a measure of aggression such that a study participant choosing to apply high voltage shocks is classified as more aggressive than the study participant who chooses to only deliver low voltage shocks.

Naturalistic observation of aggression

As acts of violence are typically unpredictable and isolated, planned naturalistic observa- tions are unlikely to yield a substantial amount of data. Therefore, one of the most used sources for naturalistic observation is the use of archival records, such as crime statistics. Crime statistics provide valuable information about the prevalence of specific types of
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aggressive behavior, such as intimate partner violence, child abuse, and homicide. Fur- thermore, they can serve as a basis for testing hypotheses, such as examining the poten- tial correlation between elevated temperatures and violent criminal activity.

Self-reports

Measuring aggression through self-reports is often problematic because aggression is socially undesirable. Consequently, individuals may be hesitant to admit to their aggres- sive tendencies, which will lead to an underestimation of the true extent of aggression. A method that is less susceptible to social desirability is “peer reporting,” which involves asking other people such as parents, teachers, and classmates about the aggressive behavior of a person (e.g., Mehari et al., 2019).


7.2 [bookmark: Aggression as a Social Problem]Aggression as a Social Problem
Aggression is a form of damaging social behavior that can be observed in almost all areas of human interaction. It manifests itself in close relationships, social settings such as schools and workplaces, and intergroup relationships like football hooliganism as well as in acts of terrorism and international warfare. In this section, we will have a closer look at the different forms of aggression and the impact they have on people and society.
Intimate Partner Violence

“Intimate partner violence” (IPV) refers to any behavior within an intimate relationship that causes physical, psychological, or sexual harm. IPV can have long-lasting physical and mental health consequences for victims, including injury, trauma, anxiety, depression, and post-traumatic stress disorder (PTSD). Approximately 27% of women aged 15 to 49 years who have been in a romantic relationship have experienced physical, sexual, or both types of IPV during their lifetime, with about 13% experiencing such violence within the year preceding the survey (Sardinha et al., 2022). Kelly and Johnson (2008) identified three types of IPV: coercive controlling violence (more common in men), violent resistance in response to a coercive controlling partner (more common in women), and situational cou- ple violence, which arises from everyday conflicts (equally divided between these two genders).

Sexual Aggression

“Sexual aggression” is unwanted sexual behavior or activity initiated without consent, including verbal harassment, unwanted touching, sexual coercion, and sexual assault. Male perpetrators are responsible for the majority of sexual aggression. In most cases, the perpetrator is known to the victim, such as an intimate partner or acquaintance. Sexual assault can have severe consequences for the victim, with many experiencing symptoms of PTSD. Despite a commonly held belief to the contrary, assaults by partners and acquaintances are just as traumatic for victims as those by strangers (Culbertson & Dehle, 2001). Additionally, victims of sexual aggression not only have to deal with the physical
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Victim blaming This occurs when respon- sibility or guilt is attrib- uted to the victim instead of the perpetrator or external factors. Research has found that certain vic- tim characteristics, such as low social status and behavior that does not conform to traditional female roles, are associ- ated with a greater ten- dency to blame the victim in cases of sexual vio- lence. This tendency to shift blame away from the perpetrator and onto the victim contributes to low conviction rates for sexual
CYBERBULLYING
A relatively novel phenomenon is cyberbullying. “Cyberbullying” refers to the use of digital communication technologies such as social media, text messages, emails, and online platforms to repeatedly and intentionally harm or harass an individual or a group.

assault.

and emotional trauma of the assault but also with the reactions of others. Victims of sex- ual assault are often subject to victim blaming, a phenomenon that is not seen in judg- ments about victims of other criminal offenses (Bieneck & Krahé, 2011).
Bullying in School and the Workplace

Referred to by different terms such as bullying, mobbing, or workplace aggression, “bully- ing” encompasses repeated aggressive behavior that is intentional and directed at victims who cannot easily defend themselves, and it often occurs within an educational or work setting. It can take many forms, including verbal abuse, threats, intimidation, exclusion, and sabotage. The key feature of bullying is that it is repeated and ongoing rather than a one-time occurrence. It is also often characterized by an imbalance of power, such as one based on physical strength or superior status that undermines the victim’s ability to defend themself or retaliate.
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The consequences of bullying can be severe and long-lasting for victims. Workplace bully- ing has been associated with increased stress, anxiety, depression, and physical health problems as well as decreased job satisfaction and reduced productivity (e.g., Nielsen & Einarsen, 2012; Verkuil et al., 2015). Similarly, victims of school bullying may experience a range of negative consequences, including depression, anxiety, social isolation, low self- esteem, substance abuse, and suicidal ideation or attempts at suicide (e.g., Aboujaoude et al., 2015; Kowalski et al., 2014).

Intergroup aggression

“Intergroup aggression” involves aggression that occurs between groups, or acts of aggression that are targeted toward individuals based on their group membership rather than their individual characteristics. Newspapers and other news outlets are rife with examples of intergroup aggression from sports rivalries and gang violence to ethnic and political conflicts. Intergroup aggression can be caused by a variety of factors. For instance, as proposed by the “realistic conflict theory” (Sherif, 1966), one factor is compe- tition for limited resources such as money, social status, power, or territory. In addition, social identity theory (Tajfel & Turner, 1979; 1986) suggests that the mere categorization of people into groups can sometimes lead to feelings of hostility between those groups, as they each try to establish their own group’s superiority over the other. When a group feels threatened or believes that it is superior, the members may resort to aggression to defend their group identity and maintain or gain social dominance.
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In some cases, groups can be more violent than individuals. It was long thought that this was because groups created a sense of “deindividuation,” which refers to the increased anonymity and the diffusion of responsibility one experiences in a group. Consequently, in riots or mob violence, individuals who may not normally engage in violent behavior may feel emboldened and empowered to do so because of the lack of personal accountability they feel when they are part of a large group. However, a meta-analysis of 60 independent studies revealed that there is little empirical support for this view (Postmes & Spears, 1998). Instead, the empirical evidence indicates that the increase in aggression that is sometimes observed in groups is a consequence of an attentional shift from personal norms to group norms. When individuals are in a group setting, they tend to identify more strongly with their group, leading to a greater emphasis on group norms and values (Reicher et al., 1995). The implication is that group behavior would only be more aggres- sive than individual behavior if the group encourages aggressive behavior. Research showed that people were more aggressive in groups when wearing clothes associated with the Ku Kux Klan, a group associated with aggression, than when dressed as nurses, a group associated with prosocial values (Johnson & Dowling, 1979). This and many other studies showed that perceived group norms are critical in making individual’s behavior more or less aggressive when they are part of a group, and that an increase in aggression is not due to the group situation per se (e.g., Postmes & Spears, 1998).

The staircase model of terrorism

A very specific and destructive form of aggression is terrorism. Terrorism is defined as the use of aggression in the pursuit of political, religious, or ideological goals. It is typically carried out by non-state actors or groups – such as individuals, organizations, or net- works – and often targets civilians in order to create fear, disrupt social and political order, and advance their cause (for a review, see Webber & Kruglanski, 2017). Terrorism can take various forms, including, among others, bombings, assassinations, hijackings, and cyber- attacks.

To understand the process by which individuals become involved in terrorism, social-psy- chologist Fathali Moghaddam (2005) developed the staircase model of terrorism. Accord- ing to this model, terrorism is a result of a step-by-step process in which individuals become increasingly radicalized and committed to a terrorist cause. The staircase model includes six steps or phases that individuals may go through in their journey toward becoming a terrorist (Moghaddam, 2005):

1. Grievance. An individual experiences a sense of frustration or injustice with their cur- rent situation or environment. This could be related to political, social, economic, or personal factors.
2. Moral outrage. The individual’s sense of injustice becomes more intense, and they may begin to see themselves as victims. They start to believe that their cause is just and that they have a moral duty to take action.
3. Seeking social support. The individual seeks out like-minded individuals or groups who share their grievances and moral outrage. They may begin to form relationships with these individuals and develop a sense of belonging to a group.

Social-identity theory This theory suggests that individuals derive a sense of identity and self- esteem from their mem- bership in a group. This can lead to intergroup aggression when the group's identity is threat- ened or challenged in some way, as the individ- ual perceives the threat to the group as a threat to their own identity and self-esteem.
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4. Developing an ideology. The individual becomes more deeply involved in the group’s beliefs and values. They may adopt an extremist ideology that justifies violent actions as a means of achieving their goals.anon
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5. Mobilization. The individual becomes actively involved in planning and carrying out acts of violence. They may undergo training, obtain weapons, and plan attacks.
6. Action. The individual carries out an act of terrorism. They may see this as a heroic act of resistance or as a way to strike back at their oppressors.

The staircase model suggests that individuals do not become terrorists overnight but instead go through a gradual process of radicalization. It also highlights the importance of social and environmental factors in the development of terrorism, such as the impact of political and economic grievances.


7.3 [bookmark: Models of Aggression]Models of Aggression
Theoretical perspectives seeking to explain aggressive behavior encompass biological explanations, including genetic and hormonal influences, as well as psychological approaches, accounting for situational, social, and personal factors. All of these perspec- tives recognize that aggressive behavior is likely to arise from a combination of factors within the individual and the environment. This section will delve into these factors.
Biological Factors

Biologically speaking, human aggression is believed to be an innate component of our evolutionary inheritance, a behavior that is essential for our survival. Two meta-analyses of twin and adoption studies indicate that between 41% and 50% of the variance in aggression can be explained by genetic factors (Miles & Carey, 1997; Rhee & Waldman, 2002). However, these findings also imply that environmental influences are equally or even more influential. Likewise, research into the role of hormones has linked higher lev- els of the male sex hormone “testosterone” and lower levels of the stress hormone “corti- sol” to higher levels of aggression. Both hormones play an important role in regulating the body’s stress responses. Testosterone has been linked to the activation of fight impulses and the inhibition of flight or avoidance behavior, thereby increasing the likelihood of an aggressive response in a threatening situation. Low cortisol levels have been linked to fearlessness, risk taking, and insensitivity to punishment, which increases the likelihood of engaging in aggressive behavior. Looking at the function of these hormones it becomes clear that they do not shape aggressive behavior in a deterministic fashion. Instead, they work together with factors in the environment, like a threatening situation, that may rein- force or attenuate their impact on aggression.

While genetic and hormonal factors clearly influence aggressive behavior, the fact that we “can” act aggressively does not always mean that we “do.” Environmental factors play a crucial role in determining whether or not this biological disposition will manifest in actual aggressive behavior. Psychological models of aggression have therefore focused on
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discovering factors that encourage or inhibit the manifestation of aggression, leading to an evidence base that includes various situational factors, learning processes, and per- sonal variables.
Situational Factors

In this section, we delve deeper into the topic of situational factors.

Frustration and other negative affective states

Most of us will probably be familiar with the feelings of frustration that arise when our computer crashes just before an important deadline. In this and similar situations, many of us will have reacted aggressively; cursing our computer, hitting our fist on the desk, or taking it out on the unlucky person that happens to be in the room with us. Anything that leads to discomfort or negative emotions has the potential to escalate aggressive behav- ior. A factor that determines whether we will react aggressively in such situations is our level of arousal . The negative affect that is accompanied by high levels of arousal is more likely to result in aggression than low-arousal affective states. Interestingly, arousal levels also influence the expression of aggression when the source of the arousal is unrelated to the source of the aggression.

Excitation transfer theory (Zillmann, 1971) suggests that arousal from one event can per- sist, be transferred to a subsequent unrelated experience, and, therefore, amplify the intensity of the emotional response to the new event. For example, a person who is already in a state of heightened arousal due to exercise, watching a scary movie, or any other source of excitement may have a more intense emotional reaction to an unrelated event that occurs immediately afterward, such as an argument with a friend.

High temperatures

High temperatures in our environment have repeatedly been associated with higher levels of aggression (Anderson, 2001). Evidence for this “heat hypothesis” comes from a wide range of studies. Archival data comparing crime rates in hotter regions to those in cooler regions show that hotter regions generally have higher violent crime rates than cooler regions. Likewise, comparisons of crime rates within the same region in relation to changes in temperature such as winter versus summer or between hotter and cooler summers have yielded similar results. Studies have shown that violent crime rates are higher in summer than in winter and higher in hotter summers than in cooler summers (Anderson et al., 2000). Experimental laboratory studies have provided further evidence that aggression increases with higher temperatures (e.g., Anderson, 2001; Anderson et al., 2000). Heat is assumed to increase aggression by increasing physiological arousal (e.g., increased heart rate, sweating, and hormonal changes) and increasing negative affect (e.g., irritation and discomfort).

Twin and adoption studies
These studies are used in behavioral genetics to investigate genetic and environmental influences on behavior. Twin studies compare behavior between identical twins (100% genes) and frater- nal twins (50% genes), while adoption studies compare adopted child- ren's behavior with their biological and adoptive parents. These compari- sons help estimate the extent to which genetics and environment contrib- ute to behavior. If a behavior is more strongly correlated with the bio- logical parents, it sug- gests that genetics plays a larger role in that behav- ior. Conversely, if a behav- ior is more strongly corre- lated with the adoptive parents, it suggests that environmental factors are more influential.
Arousal
This refers to a state of increased physiological and psychological activa- tion or alertness, which can be experienced in response to a variety of internal or external stim- uli such as excitement, fear, stress, or physical exercise.
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Alcohol















Alcohol myopia The term “myopia” refers to nearsightedness or the inability to see things in the distance. In this case, it is used metaphorically to describe the narrowing of cognitive focus under the influence of alcohol.


It will probably not come as a surprise that alcohol consumption is intricately related to aggression. Alcohol has been linked with violent crimes such as homicide, IPV, and child abuse as well as many forms of group violence such as hooliganism and rioting. The facili- tating effect of alcohol consumption on aggression has been proven many times over (for a review, see Parrot & Eckhardt, 2018). Even people who are not normally aggressive may react with aggression when they are intoxicated. Alcohol is thought to induce aggression through two main reasons. Firstly, it impairs executive functioning, leading to reduced control of aggressive impulses. Secondly, it causes a narrowing of attention and a reduced ability to process information from the environment, making individuals less aware of social constraints and the negative consequences of aggression, a state referred to as alcohol myopia (e.g., Giancola & Corman, 2007).

Learning Experiences

In addition to these transient situational factors, more stable social conditions and envi- ronments also impact our tendency to display aggression through learning. Research has found that learning experiences from our socialization process play a crucial role in the development of aggressive behavior patterns. In the case of aggression, two types of learning are particularly influential: social learning and reinforcement learning.

Social learning

One of the primary routes through which aggression is learned is “social learning.” Accord- ing to Albert Bandura, an eminent social psychologist, aggression is learned through the aggression we witness around us, which he convincingly demonstrated in the Bobo doll experiment described in the opening of this unit. His social-learning theory (Bandura, 1977) suggests that individuals learn aggressive behaviors through observing the behav- iors of others, particularly influential role models such as parents, peers, and media fig- ures. He also believed that individuals are more likely to imitate behaviors that they per- ceive to be rewarded, and less likely to imitate behaviors that are punished or go unrewarded.

Moreover, through social learning, we don’t just imitate the specific behaviors that we see: Witnessing aggression also changes our schemas and attitudes about aggression. In other words, through the social learning of aggression we also develop “aggressive scripts,” which serve as guidelines for when and how to show aggressive behavior (Huesmann, 1988). For example, observing a parent hitting someone may increase the child’s likeli- hood of hitting as well as their beliefs that “hitting is acceptable” and “violence is an appropriate way to solve problems.” This can also help explain why exposure to violence leads to aggressive behavior over time (Huesmann & Kirwil, 2007). Consequently, children growing up in violent homes may suffer in more than one way: Not only do they witness violence being inflicted on their parents and siblings and may themselves become the vic- tim of aggression, they might also learn maladaptive behavior patterns that could impact them throughout life (e.g., Heyman & Slep, 2002; Maxfield & Widow, 1996; Mersky & Rey- nolds, 2007).
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Violent media content

An important discussion in the context of social learning is the hypothesis that exposure to violent media content makes viewers more aggressive. Social learning theory makes a clear prediction that much of the aggression observed in our society is caused or ampli- fied by violence on television and in films, music, and video games. Another explanation that has been put forward to explain how violent media may influence aggressive behav- ior is through “emotional habituation,” also called “desensitization.” This describes how one becomes accustomed to a particular stimulus, thus resulting in reduced sensitivity and a diminished impact of that stimulus. For example, when we first encounter violence, it may evoke shock and repulsion. However, as we are exposed to more instances of vio- lence, we gradually become desensitized to it. As a result, subsequent exposures to vio- lence elicit fewer and fewer negative emotional responses (e.g., Krahé et al., 2011). Even- tually, we may develop an acceptance of it and view violence as a normal occurrence in our daily lives.

Although the impact of violent media content has been controversial for a long time, there is now very clear evidence that aggression on TV, playing violent video games, and expo- sure to violence in general increases aggression. Several systematic reviews and meta- analytic studies have demonstrated a link between media violence and aggression in both males and females (e.g., Anderson et al, 2010; Greitemeyer & Mügge, 2014; for an over- view, see Krahé et al., 2018). The evidence base includes laboratory and field experiments as well as cross-sectional and longitudinal correlational studies. The studies looked at the effects for different types of media (e.g., video games, music, film, and television) and have included people from many different cultures. Despite the evident impact, it’s impor- tant to note that the magnitude of the effects of exposure to violent media on aggressive behavior was small in these meta-analyses.

Reinforcement learning

In addition to social learning, “reinforcement learning” provides another powerful mecha- nism for the development and maintenance of aggressive behavior. Reinforcement learn- ing is a fundamental behavioral process that allows us to learn from our environment through positive and negative consequences. According to the principles of reinforcement learning, behavior that is followed by a rewarding consequence is more likely to be repeated in the future, while behavior that is followed by a negative consequence is less likely to be repeated.

In the case of aggression, this means that if an individual engages in an aggressive act and receives a positive outcome, such as gaining power or status, or achieving a desired goal, they are more likely to repeat that aggressive behavior in the future. Reinforcement can take many forms, and the rewards or punishments can be both external and internal. External rewards might include praise, attention, or material possessions, while internal rewards might include feelings of power or control and a sense of accomplishment. For example, a child who bullies other children in the playground might receive attention and respect from their peers. Over time, these positive outcomes can reinforce the child’s aggressive behavior, making it more likely that they will continue to engage in it.
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Similarly, the absence of negative consequences can also reinforce aggressive behavior. If an individual engages in an aggressive act and does not experience any negative conse- quences, such as punishment or disapproval from others, they may be more likely to repeat that behavior in the future. Thus, by rewarding aggressive acts and failing to punish them, individuals can become increasingly aggressive over time. Indeed, evidence sup- ports the notion that aggressive behavior is associated with positive rewards in daily life. According to Hawley (2007), aggressive children are frequently perceived as more compe- tent, partly because they can use their aggression to achieve their goals. In a study by Björkqvist et al. (2001), girls who used non-physical aggression reported less loneliness and higher social status compared to non-aggressive girls. Similarly, Salmivalli et al. (2000) found that aggressive boys were more likely to be accepted by their peers than non- aggressive boys.anon
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Conversely, according to the principles of reinforcement learning, one would also expect that punishment of aggressive behavior may lead to a reduction in aggression. The effec- tiveness of punishment on curbing aggressive behavior will be discussed in the last sec- tion of this unit.
Personal Variables

Although both the immediate and long-term social context are extremely important fac- tors in aggression, it does not influence everyone equally. Not all people become more aggressive when they are frustrated or after viewing a violent movie. It seems that some people easily lose their temper, whereas other can keep their cool regardless of the cir- cumstances. There, thus, seem to be personal variables – stable factors within the individ- ual – that relate to aggression.

Dispositional aggressiveness

“Dispositional aggressiveness” refers to individual differences in how aggressive people are in general – that is, across different situations and contexts. Dispositional aggressive- ness is often seen as a stable, enduring characteristic of an individual’s personality, and has shown considerable stability from childhood onwards. While it is considered a person- ality trait that is inherent to the person, the development of this personality trait is believed to be influenced by both genetic and environmental factors, including early child- hood experiences, parenting style, and exposure to violence and aggression in the media.

Hostile attribution style

Another factor associated with stable differences in aggression is a hostile attribution style, also known as the hostile attribution bias. The “hostile attribution bias” is a cogni- tive bias that involves the tendency to interpret ambiguous actions by others as hostile or aggressive. Individuals who exhibit this bias are more likely to perceive others’ actions as intentionally hurtful or threatening even when this is not actually the case. For example, someone with a hostile attribution bias may interpret a friend’s failure to say hello as a snub or an insult rather than assuming that their friend simply did not see them. This bias can lead to increased aggression, as individuals who perceive others as hostile or threat-
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ening are more likely to respond with defensive or aggressive behavior. A meta-analysis of 41 studies found a significant correlation between the attribution of hostile intent and aggressive behavior in children and adolescents (Orobio de Castro et al., 2002).

Gender differences

Crime statistics support the general assumption that men are more aggressive than women, with men overrepresented as perpetrators of violent crime at a ratio of 8 to 1 (Archer & Lloyd, 2002). Meta-analyses also found significant gender differences in aggres- sion, with boys and men showing more physical and verbal aggression (Archer, 2004), a pattern that is observed across cultures. Looking at particular forms of aggression, the gender differences become more nuanced. A meta-analysis of 64 studies found that men scored higher than women on proactive aggression but that the gender difference decreased for reactive aggression (Bettencourt & Miller, 1996). For indirect aggression, such as gossiping, social exclusion, and sabotaging relationships or reputations, there is no clear evidence for gender differences in childhood and adolescence (Card et al., 2008) or adulthood (Archer, 2004). Gender differences in aggression have been attributed to a combination of biological, social, and cultural factors. While male sex hormones (i.e., tes- tosterone) may be partly responsible, it is thought that gender differences primarily stem from social and cultural factors that are transmitted through social learning (Eagly & Wood, 1991).

While biology, social learning, and situational and personal factors all are significant con- tributors, it’s important to note that none of these factors alone can predict aggression. They interact with each other to cause aggressive behavior. Have a look at the list of empirically supported factors in the following table and consider the ways these factors influence each other in the development, expression, and maintenance of aggression.

Table 4: Empirically Supported Factors in the Development, Expression, and Maintenance of Aggression

Biological factors

	Genetics
	· Up to 50% of aggressive behavior can be explained by genes.

	Hormones
	· High levels of testosterone and low levels of cor- tisol are associated with higher levels of aggres- sion.

	Situational factors
	

	Frustration and other negative affective states
	· Negative affective states, particularly frustration, increase aggression.
· High arousal states increase aggression, even if it is unrelated to the source of the aggression.

	High temperatures
	· Higher environmental temperatures increase aggression.

	Alcohol
	· Alcohol consumption increases aggressive behavior.
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Biological factors

	Learning experiences
	

	Social learning
	· Witnessing aggressive behavior increases the acceptance and expression of aggression.

	Reinforcement learning
	· Internal and external rewards for aggressive behavior increase aggression.
· Aggressive behavior is often rewarding.

	Personal variables
	

	Trait aggression
	· People with high trait aggression are more aggressive than people low on trait aggression.

	Hostile attribution style
	· People with hostile attribution style are more likely to be aggressive.
· People who are more aggressive are more likely to have a hostile attribution style.

	Gender differences
	· Men are more likely to display aggression than women.


Source: Jessie de Witt Huberts (2023).


7.4 [bookmark: Psychological Approaches to Prevention a]Psychological Approaches to Prevention and Intervention
Given the detrimental and pervasive consequences of aggression, finding ways to prevent and stop aggression at both individual and societal level has been a main priority for social psychologists. However, compared to the wealth of research into the facilitating fac- tors of aggression, the evidence base for methods to prevent aggression is relatively lim- ited. The most researched prevention methods will be discussed here.
Catharsis

It is a common belief that engaging in symbolic aggressive behavior such as sports like boxing or playing violent video games is an effective way for individuals to release their built-up aggressive energy and reduce the likelihood of future aggressive behavior. Research has found that this “catharsis hypothesis” is not supported by empirical evi- dence. In fact, engaging in such behavior can actually increase aggression and desensitize individuals to violence, making them more accepting of it in real-life situations (e.g., Bush- man, 2002; Schaefer & Mattei, 2005). Thus, the notion of catharsis is a popular misconcep- tion that lacks empirical support.
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Punishment

We have learned that reinforcement learning through intrinsically or extrinsically reward- ing aggressive behavior is an important route through which aggressive behavior is learned and adopted. Therefore, it could also be assumed that reinforcement learning through the punishment of aggressive behavior may lead to a reduction in aggression. This is indeed the principle behind most criminal justice systems, where punishment in the form of fines, imprisonment, or the removal of privileges are used to deter aggressive, violent, and criminal behavior at a societal level. It is also a mechanism that many people rely on in their personal relationships, such as in parenting. However, the empirical evi- dence for the effectiveness of punishment in reducing aggression is not very clear, and the general consensus is now slowly veering toward the conclusion that punishment may actually do more harm than good. Let’s explore this further.

Research has found that under certain conditions, punishment can be effective in reduc- ing aggression, and these specific conditions are as follows (Berkowitz, 1993):

· consistency: The punishment must be certain and consistent. People must know that if they engage in a particular behavior, they will be punished every time. If the punish- ment is uncertain, people are less likely to be deterred from the aggressive behavior.
· severity: The punishment must be severe enough to deter the behavior. If the punish- ment is too mild, it will not be effective in deterring the behavior. However, if the pun- ishment is too severe, it may actually increase the aggressive behavior.
· swiftness: The punishment must be administered quickly after the behavior. If there is a delay between the behavior and the punishment people might not connect the two events, and the punishment will not be effective in deterring the behavior.
· justified: The punishment should be perceived as justified by the person receiving it, as well as by others who may witness it. For example, if an employee is punished for being late to work, the punishment should be seen as reasonable and fair by both the employee and their colleagues. Otherwise, it may be viewed as unjust or excessive.
· replaced by a more desirable alternative behavior: The punishment should be designed to discourage the undesirable behavior and encourage a more desirable alter- native behavior. For example, if a student is punished for cheating on a test, the punish- ment should be accompanied by a discussion about the importance of honesty and integrity and ways to improve study skills to avoid the need for cheating in the future.

In daily life, it’s unlikely that punishment can meet all of the necessary conditions to pro- duce all of the desired outcomes. Moreover, if an effect of punishment is observed, it is unlikely that it is the result of fundamental changes. For example, a child who is punished may learn to avoid the punisher rather than learn how to interact with others in a positive way. Besides not leading to sustainable changes in behavior, using punishment to decrease aggression has been associated with other negative outcomes. For example, a meta-analysis of 88 studies (Gershoff, 2002) revealed that while children who were spanked by their parents were more likely to immediately comply with the parents’ demands (and the punishment was, thus, effective in the short term), they also displayed more aggression and poorer mental health over the long term. Finally, the use of aggres- sion to deter aggression is problematic, as this may be observed and consequently model- led, thereby actually increasing the very behaviors that we are attempting to suppress.
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Likewise, societal punishment approaches such as imprisonment or boot camps for delin- quent youth are equally limited in their effectiveness. This is not only because these meth- ods fail to consider the wide variety of factors that play a role in the development and maintenance of aggressive behavior. It is also because the use of punitive methods by offi- cial institutions may convey the message that aggression is socially acceptable.

For reinforcement learning to be an effective way of reducing aggressive behavior, it is now increasingly believed that the focus should be on rewarding desirable behavior (i.e., non-aggressive behavior) rather than punishing aggressive behavior. This approach is gaining traction in society. For example, at the relational level this shift is evident in the increasing popularity of “positive parenting,” a parenting approach that involves focusing on the positive behaviors and strengths of children rather than just punishing negative behavior. At the societal level, restorative justice is becoming more widely adopted. The restorative justice approach focuses on repairing harm caused by aggressive behavior rather than punishing the aggressor. Studies show it can be effective in reducing aggres- sion and promoting empathy and understanding (Latimer et al., 2005).

De-Escalation Through Incompatible States: Increasing Positive Affect and Cognition

As negative affective states and cognitions (e.g., hostile attributions) are important facili- tators of aggressive behavior, eliciting the opposite states (that is, positive states) may be an effective way to curb these negative precursors of aggression and prevent its expres- sion. There is now evidence suggesting that interventions that increase positive affect and cognitions can, indeed, be effective in preventing aggression. Some of these interventions have found that enhancing one’s current affective state, such as listening to pleasant music (Krahé & Bieneck, 2012), sitting in a relaxed position (Krahé et al., 2018), or playing prosocial videogames (Greitemeyer & Oswald, 2010) reduced subsequent aggression in laboratory studies. Other studies have looked at the effects of long-term positive changes in affect and cognition on aggression, such as programs that focus on increasing happi- ness and gratitude. For example, one study found that a program designed to increase gratitude among adolescents led to a decrease in aggression and an increase in prosocial behavior (Froh et al., 2008). Another study found that a program aimed at increasing posi- tive emotions and decreasing negative emotions among schoolchildren led to a decrease in aggressive behavior and an increase in empathy (Schonert-Reichl & Lawlor, 2010). Simi- larly, interventions that focus on increasing positive cognitions, such as self-esteem and self-efficacy, have also shown promise in preventing aggression. One study found that a program aimed at increasing self-esteem among adolescents led to a decrease in aggres- sive behavior (Donnellan et al., 2005). Overall, the evidence indicates that interventions aimed at increasing positive affect and cognitions can be effective in preventing aggres- sion.

The interventions discussed here each only address one factor contributing to aggression. However, as the review of the factors involved in aggression has made clear, the origins of aggression are multifaceted and interact with each other. Therefore, for any intervention to be effective a multi-faceted approach that addresses multiple risk factors is necessary.
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Crucially, such an approach should prioritize the effects it may have on children from a very young age before any aggressive behaviors become ingrained and resistant to change.




SUMMARY
Aggression refers to behavior aimed at causing physical or psychological harm to an individual or group and can be classified as physical or non- physical, direct or indirect, and proactive or reactive. Measuring aggres- sive behavior can be challenging, and researchers use several approaches to avoid them, such as experimental paradigms that meas- ure the intention to harm another person without actually inflicting harm, the analysis of archival records such as crime statistics, and peer reporting of aggression.

Common forms of aggression include intimate partner violence, sexual aggression, bullying, and intergroup violence, and they can have long- lasting effects on the mental well-being of the victims. While sexual aggression is predominantly committed by men, there is some debate in research regarding which gender is more likely to be the perpetrator in intimate partner violence. When it comes to intergroup violence, limited resources and the desire for a positive social identity can fuel aggression between groups. Aggressive group norms, rather than a lack of account- ability, can explain why groups may exhibit more aggression than the individuals within them typically would.

Theoretical models of aggressive behavior include biological explana- tions involving genetics and hormones as well as psychological approaches that consider situational factors, learning experiences, and personal variables. These models of aggression show that aggressive behavior is likely the result of a combination of factors within the indi- vidual and their environment.

Compared to the wealth of research into the facilitating factors of aggression, the evidence base for methods to prevent aggression is rela- tively limited. Catharsis is not effective in reducing aggression, while punishment may be useful under very specific circumstances but has important drawbacks. Positive emotional or cognitive states that are incompatible with anger may be a more promising way forward. Since the origins of aggression are multifaceted, effective interventions will require a multi-faceted approach.
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[bookmark: Prosocial Behavior] PROSOCIAL BEHAVIOR 






















 STUDY GOALS 

On completion of this unit, you will be able to ...

· define prosocial behavior.
· understand the evolutionary roots of prosocial behavior.
· describe the role of social learning in prosocial behavior.
· understand the most important situational influences on prosocial behavior.

 8. PROSOCIAL BEHAVIOR anon
2024-06-12 14:09:04
--------------------------------------------
for ALL foundational studies, need to look into (1) recent criticisms and (2) flaws with original studies (e.g., people did try to call the police).

Introduction
The murder of Kitty Genovese in New York City in 1964 sent shockwaves throughout the United States not only because a young woman was brutally murdered on the streets but also because of the alleged inaction of witnesses who were aware of the ongoing assault. According to initial reports, it was claimed that although up to 38 individuals witnessed or heard the attack, no one intervened or called the police during the prolonged assault (later investigations revealed that the initial reports were exaggerated). The incident led to public outrage and conclusions about modern society becoming cold and apathetic.

The case of Kitty Genovese also had a profound impact on two social psychologists, Bibb Latané and John Darley, and prompted them to examine the factors that influence whether people help in emergencies. Their series of now-famous experiments demon- strated that the reason nobody came to Kitty Genovese’s help was not the moral decline of modern society. Instead, it was a result of a phenomenon they coined “the bystander effect.” Contrary to common belief, having more people around during an emergency can reduce the likelihood of anyone actually intervening. For example, in one of their most well-known studies, the “smoke-filled room” experiment, participants were placed in a room where smoke began to fill the space. When participants were alone, they typically reported the smoke and took action to address the situation. However, when there were other passive participants in the room who did not respond, the individuals were less likely to take action. This and their series of subsequent experiments demonstrated the influence of social context on individuals’ sense of responsibility and their likelihood of helping. By taking into account the psychological mechanisms and situational factors that influence bystander behavior, they were able to move beyond quick conclusions about moral decline and, instead, develop a practical model of helping with a real-world impact.


8.1 [bookmark: What is Prosocial Behavior?]What is Prosocial Behavior?
While the news is rife with examples of human aggression, greed, and selfishness, we can also see a lot of good around us: simple acts of kindness, like helping one’s elderly neigh- bor with the shopping, donating money to help complete strangers, or volunteering in a homeless shelter as well as more extraordinary actions such as risking one’s own safety to help a stranger in need. This dichotomy and the ensuing question of whether human beings are fundamentally good or bad have occupied minds for centuries. Although social psychology does not have the definitive answer to this question, it has come a long way in clarifying under which circumstances people do or do not exhibit prosocial behavior.

A first step towards answering when people act prosocially is defining what is meant by prosocial behavior. “Prosocial behaviors” can be described as volitional actions that are intended to benefit or improve the well-being of others. This can include helping, sharing, cooperating, supporting, or comforting. The voluntary aspect differentiates it from help-
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ing behavior, which may not be volitional and can be a result of professional obligations. For example, a nurse caring for their patients is considered helping but is not an act of prosocial behavior, as it is part of their professional duties. It is important to note that pro- social behavior is not necessarily altruistic – although it certainly can be. Prosocial behav- ior encompasses behavior that benefits others and is driven by one’s own self-interest as well as behavior that is driven by selfless or altruistic concerns. In contrast, altruism refers to behavior that is motivated by a selfless concern for the welfare of others without any expectation of personal gain or reward. Therefore, prosocial behavior can be defined as volitional behavior that aims to provide benefit or improve the well-being of others and may or may not be an act of altruism.


8.2 [bookmark: Why Do People Act Prosocially?]Why Do People Act Prosocially?
According to evolutionary psychologists, prosocial behavior is inherent to human nature to some degree. While this behavior may come at a cost to the individual, such as time, energy, or resources, it benefits the group as a whole. As evolution is driven by the survival of an individual’s genes rather than the individual itself, helping others who share many of the same genes increases the chances of the survival of these shared genes (McAndrew, 2002). This phenomenon is referred to as “inclusive fitness.” Consequently, behaviors like prosocial behavior that enhance reproductive success by helping the species survive and thrive are likely to be favored by natural selection and passed on to future generations. Thus, from an evolutionary point of view, prosocial behavior is not a conscious act but rather an act driven by a biological prompt that has been favored by natural selection. Indeed, concern for the distress of others can be observed as early as three months of age, and prosocial behavior already begins to manifest during the second year of life, soon after infants have gained some agency over their body and movements (Davidov et al., 2021).

If we are motivated to help others in order to pass on our genes, it would be expected that people tend to be particularly helpful to close relatives with whom we share more genes. Such genetic favoritism towards relatives is called “kin selection,” and it is supported by studies that have found that people are, indeed, more likely to provide help and support to their biological relatives (Madsen et al., 2007; Stewart-Williams, 2007). However, our prosocial behaviors are not only influenced by actual genetic associations but also by “perceived similarity.” We tend to offer more help to friends than strangers, in-group mem- bers than out-group members, and even to strangers who appear more similar to us (Krupp et al., 2008; Sturmer et al., 2006). An evolutionary explanation for this is that we use similarity as a determinant of helping due to the fact that we use it as a marker – although not a perfect one – to identify individuals who share genes with us (Park & Schal- ler, 2005).

Despite this, a look at the table below makes it clear that it is not merely the percentage of genetic material we share with others that determines who we help. For example, in a cri- sis, would you be more willing to help your best friend or your great-uncle? We are also more likely to help people we are emotionally close to, such as good friends and partners, even in the absence of a genetic relationship. “Emotional closeness,” which can be defined
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as a comforting emotional relationship between two people that is marked by concern and care for one another, is, therefore, another important determinant for who we help. In a study by Korchmaros and Kenny (2001), participants were more likely to help family members they felt emotionally close to – regardless of the genetic closeness of the rela- tionship – than those with whom they shared a less emotionally close relationship.

Table 5: Percentage of Genetic Material Shared by Individuals of Each Category

Category	Percentage

	Identical (monozygotic) twins
	100%

	Parents, children, siblings, and fraternal (dizygotic) twins
	50%

	Half-sibling, grandparent, and grandchild
	25%

	Cousins, great-grandchildren, great-grandparents, great-aunts, and great- uncles
	12.5%

	Marital partner
	0%

	Best friend
	0%

	Neighbor
	0%


Source: Jessie de Witt Huberts (2023), based on Neyer & Lang (2003, p. 311).

While it seems logical to help those who are related, similar, or close to us from an evolu- tionary point of view, this raises the question of why we would help individuals with whom we have no genetic or social connection. The concept of reciprocal altruism (Triv- ers, 1971) provides an explanation for this behavior. “Reciprocal altruism” suggests that if we assist others, they may return the favor in the future when we require their help. By engaging in such behavior, we increase our chances of survival and reproductive success while also increasing the survival chances of others. Those who engage in reciprocal altru- ism are more likely to reproduce successfully over time, making this type of altruism evo- lutionarily advantageous. Thus, people may even offer help to strangers under the assumption that doing so will be beneficial, given that it may lead others to assist them in the future when they require aid the most.

In summary, an important explanation for prosocial behavior is that through the evolu- tionary benefits it provides, it has become part of our innate human nature. However, it is not the only reason why people act in ways that benefit others. Helping other people also has direct consequences for the helper. While there is an ongoing discussion among social psychologists regarding the extent to which each factor plays a role, it is evident that along with human biology, prosocial behavior is also learned through our social experien- ces with other people (Batson, 2011).
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The Role of Social Learning in Prosocial Behavior


According to social learning theory, many behaviors are learned through observation, modeling, and reinforcement (Bandura, 1977). Research indicates that observation and modeling do play an important role in prosocial behavior. A meta-analysis of 88 studies with over 25,000 participants concluded that witnessing a prosocial model in person leads to an increase in the future prosocial behavior of the observer (Jung et al., 2020). More- over, it was not only observing prosociality in real life that increased observers’ prosocial behavior, as exposure to prosocial behavior on television, in video games, and in song lyr- ics also increased prosociality (for a meta-analysis, see Coyne et al. 2018). Notably, the impact of observing prosocial behavior is comparable in size whether it is witnessed in person or indirectly through media content. In general, it seems that observing acts of kindness in the media can motivate individuals to engage in prosocial behavior in their day-to-day lives (Greitemeyer, 2022).

Social learning theory further predicts that individuals are more likely to engage in proso- cial behavior if they receive positive reinforcement for doing so. For instance, a child who is praised for sharing their toys with other children is more likely to share their toys again in the future. In our society, helping others is met with approval and often results in praise, tangible rewards, or other advantages. One of these advantages is the elevation in status that results from helping. Prosocial behavior signals something virtuous about the charac- ter of the person performing it, establishing oneself as someone who possesses the capa- bility and willingness to help others. This enhances one’s appeal and perceived value in the eyes of others, and increases status (Kawamura et al., 2021).

Moreover, research has found that helping others is rewarding in its own right, and it has been suggested that the positive feelings that are evoked by helping others can create a positive feedback loop that promotes prosociality (Aknin et al., 2018). Research has also found that people who help others have better mental and physical health outcomes (Raposa et al., 2016; Yeung et al., 2021). In the same vein, not behaving prosocially is often met with disapproval. For example, parents often reprimand children who do not want to share their toys, and not stopping to help if someone on the street stumbles and falls is considered to be rude.

The principles of reinforcement further predict that people would be less likely to help others if it comes at a cost for them, such as when helping someone is dangerous or would involve a long-term commitment. Children as young as 18 months old are less likely to help if the helping involves more physical effort compared to when less physical effort is required. This indicates that people make an implicit cost-benefit evaluation before decid- ing to help. In a study with 160 infants aged 18 months (Sommerville et al., 2018), the infants were given the option of carrying a block, either heavy or light, across a room to aid an experimenter. The results showed that the infants’ willingness to help was dimin- ished when the block was heavier (i.e., the physical costs were greater) compared to the low-weight blocks. Moreover, high-cost helping was further predicted by the child’s months of walking experience, presumably because carrying a heavy block across a room is more strenuous for less experienced walkers than for those who are more experienced. This suggests that infants subjectively adjust their evaluation of costs and benefits.

Social learning theory This is one of the most influential psychological theories and was devel- oped by the social psy- chologist Albert Bandura as a counterargument against behaviorism, which dominated psy- chology at the time.
Social learning theory proposes that individuals learn behaviors by observing others and imi- tating the actions they perceive to be rewarded. It emphasizes the role of cognitive processes and the social environment in facilitating learning and behavior acquisition.
Reinforcement
This term refers to a proc- ess in which a stimulus or event following a behav- ior increases the likeli- hood of that behavior being repeated in the future. It involves the use of rewards or consequen- ces to strengthen or encourage desired behav- iors.
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Social Norms Social norms are unwrit- ten rules that govern behavior and beliefs within a particular society or group, dictating what is considered acceptable or unacceptable behavior.

Ultimately, the observation, modelling and reinforcement of prosocial behavior leads to the establishment of social norms around prosocial behavior, which further encourage desirable prosocial behaviors. Examples of a universal prosocial norm is the “reciprocity norm,” the social expectation that individuals should reciprocate acts of kindness or assis- tance shown to them by others. Another prosocial norm is the “social responsibility norm,” which is the societal expectation that individuals have a moral obligation to help and assist others in need, regardless of any personal gain or reciprocation.

By integrating the different perspectives on the innate versus learned nature of prosocial- ity, it has been suggested that the motives for our prosocial behavior change as we develop and mature. It is hypothesized that the early prosociality observed in the first years of life is driven mainly by empathy towards others. As children mature through cog- nitive development and socialization, their prosocial actions become more diverse, tar- geted, and cognitively complex. Recent research indicates that children start using proso- cial behavior as a strategic tool to attain desired outcomes, such as enhancing their reputation, gaining social acceptance, promoting reciprocity, and navigating social obliga- tions from as early as five years old (Grueneisen & Warneken, 2022). It, thus, seems that infants’ empathy-driven instinctual prosociality evolves into a broader repertoire of behaviors that enable individuals to balance altruistic, mutualistic, and self-centered motives.


8.3 [bookmark: The Role of Situational Influences]The Role of Situational Influences
Just because we are wired and socialized to behave prosocially, and it is often rewarding to behave this, way does not necessarily mean that we will always do so. Consequently, social psychologists have been interested in the situational influences that encourage or inhibit prosocial behavior and have found that mood and the social context are two par- ticularly influential factors.
The Influence of Mood

It is no secret that a positive mood can have a significant impact on an individual’s willing- ness to engage in prosocial behavior. We instinctively rely on this when we wait for our parents to be in a good mood when we ask them if we can borrow their car or when we gauge our boss’s mood to see if this is the right day to ask for a raise. In particular, the positive emotions of happiness, contentment, and hope make people more likely to engage in behaviors that benefit others.

Several classic studies have demonstrated that both naturally occurring and experimen- tally induced happiness and contentment can enhance cooperation and helpfulness in various situations. For instance, people who were induced to feel positive emotions were more likely to offer assistance to someone in need, such as helping an elderly person carry their groceries or lending a hand to a stranger who has dropped their belongings. Happy and content people are also more likely to engage in charitable activities, such as volun- teering or donating money to a worthy cause. In addition to happiness and contentment, hope – though different in its temporal orientation as the positive outcome is expected in
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the future rather than experienced in the present – also has a beneficial effect on prosocial behavior. Feelings of hope have been associated with support for humanitarian aid to civilians of the opposing side during wartime and the willingness to compromise for the sake of peace (Van Kleef & Lelieveld, 2022).

There are multiple reasons why being in a positive mood increases our tendency to engage in helpful behavior (Dovidio et al., 2017). Firstly, a positive mood can signal safety in the environment, making us feel more comfortable in extending help to others. Sec- ondly, positive moods can enhance our liking for others, which in turn increases our moti- vation to help them. Lastly, and arguably the most significant, is that helping others makes us feel good and, thereby, preserves our positive mood. In other words, helping others is utilized as a means to regulate our own emotions and helps us maintain a posi- tive mood. Indeed, research indicates that individuals in positive moods tend to be more likely to provide help when they perceive it as a way to maintain their positive mood. How- ever, if they believe that helping will have a negative impact on their mood, even individu- als in positive moods may decline to provide help (e.g., Cialdini et al., 1973; Manucia et al., 1984).

The role of negative affect on prosocial behavior

Helping others as a way to regulate our emotions is also observed in the effects of nega- tive mood states on prosocial behavior. Research has shown that self-directed negative emotions such as sadness, disappointment, and fear can make people more willing to help others but only if they believe that helping others will make them feel better. For other negative emotions that are often directed in a specific way, the effects on prosocial behavior are more straightforward. While prosocial behavior tends to be hindered by dominance-related negative emotions such as anger, contempt, and envy, the particular category of negative emotions that have social appeasement and repair as their main functions – such as guilt, shame, and empathy – have a facilitating effect on willingness to help. Thus, depending on their specific type, negative emotions can either hinder (e.g., anger, contempt, and envy), help (e.g., guilt, shame, and empathy), or only have a proso- cial effect if the person believes it will alleviate their own negative mood (e.g., sadness, disappointment, and fear).

The Influence of the Social Context

As the case of Kitty Genovese described in the introduction of this unit has tragically made clear, the social context (i.e., the individuals present around us) exerts a significant impact when it comes to determining whether and when we help someone. The subsequent research on “bystander intervention” has revealed that in such situations the presence of other people who do nothing inhibits others from helping (for a meta-analysis, see Fischer et al., 2011). This inhibitive effect of the presence of others on helping is called the “bystander effect.”

To explain these findings, social psychologists Bib Latané and John Darley developed the “decision model of helping” (Latané & Darley, 1968, 1970), a framework that explains the cognitive and social processes involved in helping behavior in emergency situations. The model outlines five stages that individuals go through when they witness a potential
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emergency situation and consider whether or not to intervene and help. This sequence is rapid, and it occurs with limited conscious awareness. According to the model, the likeli- hood of intervening increases as individuals progress through each stage effectively. How- ever, obstacles or inhibiting factors at any of these stages can impede or stall the choice to help. The five stages are as follows (Latané & Darley, 1968, 1970):

1. Noticing the event: The first stage involves noticing that something unusual or emer- gency-like is happening. This can be influenced by factors such as distractions or ambiguity in the situation. Interestingly, we are often more aware of our environment when we are alone than when we are with others. The presence of others can shift our focus away from the surroundings and can also create an unconscious and potentially misguided reliance on others to handle any potential dangers in the environment on our behalf.
2. Interpreting the event: In the second stage, individuals try to interpret the nature of the emergency and what is required in order to help. This can be influenced by factors such as the presence of others who may provide information or influence interpreta- tions. An important obstacle at this stage is pluralistic ignorance. “Pluralistic igno- rance” refers to a social phenomenon where individuals privately hold one belief or attitude, but mistakenly assume that others in a group hold a different belief or atti- tude, thinking that the others must have more accurate information about the situa- tion. This can lead to a collective silence or inaction, where everyone assumes that others are in agreement, while, in reality, most individuals may hold different opin- ions. Thus, by causing individuals to misinterpret the inaction of others as a signal that the situation is not an emergency, pluralistic ignorance may lead one to refrain from intervening.
3. Taking responsibility: In this stage, individuals must decide whether or not they have a responsibility to help. This can be influenced by factors such as the perceived severity of the situation, and their own perceived competence to help. A common obstacle in this stage is diffusion of responsibility. “Diffusion of responsibility” refers to the tendency for individuals to feel a reduced sense of personal responsibility to intervene in an emergency situation when there are other people present. As the number of bystanders increases, individuals may assume that someone else will take action, leading to a diffusion of responsibility and a decreased likelihood of individual intervention. Essentially, the presence of others dilutes the feeling of personal obliga- tion to take action, creating a sense that someone else will step in and help.
4. Deciding how to help: Once an individual has decided to take responsibility, they must then determine how best to help. This can be influenced by factors such as the resources available and the perceived efficacy of different courses of action. At this stage, evaluation apprehension can be a significant obstacle that prevents individuals from intervening in an emergency. “Evaluation apprehension” refers to the concern individuals have about being evaluated or judged by others when they take action, such as a fear of appearing foolish, making a mistake, or facing criticism from others. This apprehension of negative evaluation can lead to hesitation or inaction, reducing the likelihood of helping behavior.
5. Taking action: At this stage, an individual has made the decision to intervene, and takes action to provide assistance to the person in need. The helping response can take various forms, such as offering direct aid, seeking help from others, or contacting
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emergency services. This stage represents the culmination of the previous stages, and it reflects the individual’s willingness to overcome obstacles and fulfill their responsi- bility to help those in need.

While the model was originally formulated to study individuals’ responses in urgent situa- tions that demand immediate intervention, its principles have proven applicable to a wide array of scenarios, such as preventing someone from driving under the influence and mak- ing decisions about whether to donate to family members (e.g., Schroeder et al., 1995).

Figure 5: Model of Helping
[image: ]


Source: Jessie de Witt Huberts (2023), based on Latané & Darley (1968).
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SUMMARY
Prosocial behavior refers to voluntary actions that benefit others, although it may not always stem from pure altruism. Evolutionary psy- chologists propose that prosocial behavior is inherent to human nature driven by the desire to increase the survival chances of shared genes (inclusive fitness). People are more likely to help close relatives, those perceived as similar to them, and emotionally close people. Reciprocal altruism explains why individuals help strangers even when there is no genetic or social connection, suggesting it may be advantageous in the long run because they may reciprocate the favor when needed. This increases survival and reproductive success.

While prosocial is partly inherent to human nature, it is also learned through our social experiences with other people through observation, modeling, and reinforcement. Consequently, social norms around pro- social behaviors have emerged. Witnessing prosocial behavior increases the likelihood of engaging in prosocial actions. Positive reinforcement, such as praise and rewards, further encourages prosocial behavior. How- ever, individuals are less likely to help when the cost is high.

Although humans possess the capacity for prosocial behavior, their actions do not always align with prosocial tendencies. Situational fac- tors, such as mood and social context, play a significant role in deter- mining when and whether individuals help others. Positive emotions increase willingness to help, while negative emotions can either facili- tate or hinder prosocial behavior depending on their nature. The bystander effect, which states that the presence of others who do noth- ing can inhibit helping behavior, has led to the development of the deci- sion model of helping. This model consists of five stages: (1) noticing the event, (2) interpreting the event, (3) taking responsibility, (4) deciding how to help, and (5) taking action. Obstacles – including distractions, pluralistic ignorance, diffusion of responsibility, and evaluation appre- hension – need to be overcome for individuals to take action in emer- gency situations.
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 UNIT 9 
[bookmark: Affiliation, Interpersonal Attraction, a] AFFILIATION, INTERPERSONAL 
 ATTRACTION, AND CLOSE RELATIONSHIPS 




















 STUDY GOALS 

On completion of this unit, you will be able to ...

· understand the importance of social connection for mental and physical health.
· explain attachment theory.
· describe the factors that contribute to interpersonal attraction and the formation of close relationships.
· apply the investment model of relationships.
· understand the role of relationship commitment for the longevity and health of a romantic relationship.

 9. AFFILIATION, INTERPERSONAL 
 ATTRACTION, AND CLOSE RELATIONSHIPS 
Introduction
While biological needs like food and shelter are crucial for survival, research suggests that relationships are equally – if not more – important for our overall well-being. An accidental discovery in the 1950s by psychologist Harry F. Harlow and his team provided initial evi- dence for this. He and his team were researching problem-solving behavior in rhesus mon- keys when their laboratory was hit by a tuberculosis outbreak, almost wiping out the monkey colony. To prevent disease transmission in the future, Harlow started separating baby monkeys from their mothers 12 hours after birth and placing them in individual cages. Although successful in stopping the spread of disease, the isolated baby monkeys exhibited abnormal behaviors, including self-mutilation and circling their cages. When reintroduced to the group, many struggled to interact, and some even died because they refused to eat. Harlow observed that the isolated infants clung to the soft cloth towels in their cages, suggesting the importance of maternal comfort (Harlow, 1958). This led to Harlow’s surrogate mother experiment. Infant monkeys were given two surrogate moth- ers: one made of wire with a feeding bottle and another made of soft cloth without food. Despite the wire mother providing sustenance, the infants spent more time clinging to the cloth mother, turned to her for comfort in frightening situations, explored the area in her presence, and huddled in fear without her (Harlow & Zimmermann, 1959).

Together, these experiments demonstrated that even in the absence of biological needs, social contact and comfort were vital to the monkeys’ psychological well-being. This study has had significant implications for our understanding of the importance of human rela- tionships. This unit will explore the vital role of human relationships in our overall well- being and the processes of forming and maintaining them.


9.1 [bookmark: The Importance of Relationships]The Importance of Relationships
Recalling the best and worst moments of your life, you may find that you were in the com- pany of your loved ones during the most beautiful moments and likely alone or with strangers during the worst. It is also often the case that the people we hold closest can be the cause of our most painful experiences. Our innate need for social connection is a fun- damental aspect of human nature, and as a result, the quantity and quality of our social relationships deeply affects our emotional and physical well-being.

Research has consistently shown that people who have strong social connections have better mental health outcomes, lower levels of stress, and higher levels of life satisfaction (Kawachi & Berkman, 2001). Having close connections with family, friends, and romantic partners also affects our physical health. Research has shown that individuals who are married have a 30% greater chance of surviving for five years after being diagnosed with
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coronary heart disease compared to single patients (Glozier et al., 2013; Long et al., 2023). Furthermore, the quality of the relationship also plays a significant role. Research has shown that married patients with a satisfying relationship had nearly a 30% higher chance of survival for four years after experiencing a heart attack compared to those who were in unhappy marriages (Coyne et al., 2001).

Conversely, social isolation and loneliness can have detrimental effects on our physical and mental health. Mentally, social isolation and loneliness can lead to increased levels of depression, anxiety, and suicidal ideation (Beutel et al., 2017; Cacioppo et al., 2006). It can also increase the risk of developing cognitive decline, dementia, and Alzheimer’s disease (Luanaigh & Lawlor, 2008).

Physically, social isolation and loneliness have been linked to increased inflammation (Vingeliene et al., 2019) and weaker immune function (Ploubidis & Fancourt, 2019). Chronic social isolation and exclusion have also been associated with a higher risk of developing chronic diseases such as heart disease, obesity, and diabetes (Kristensen et al., 2019) and overall mortality (Barnes et al., 2022; Holt-Lunsad et al., 2010).

The essential role of social connection on our mental and physical health can be explained by the influence of social support. “Social support” can take various forms, such as “emo- tional support” (e.g., expressing care and empathy), “tangible support” (e.g., providing food or financial assistance), “informational support” (e.g., advice or guidance), and “com- panionship” (e.g., being available for someone). Social support benefits our health in three main ways. Firstly, during times of stress or adversity, having a support system of people who care about us can help us cope and feel more resilient. Therefore, social sup- port can act as a buffer for stress and protect our health, as stress is directly linked to an individual’s health (Ozbay et al., 2007; Uchino, 2006). Secondly, social support provides a sense of belonging and connectedness, which is essential for human well-being (Baumeis- ter & Leary, 1995). Finally, social support can encourage individuals to take better care of their health, such as by adopting healthy behaviors and seeking medical care when needed (Ällgower et al., 2001; Geertsen, 1997).

Attachment Theory

Knowing the importance of social connections for health outcomes raises the question of what influences our capacity to have functional relationships. “Attachment theory,” which was first developed in the 1950s by John Bowlby, is one of the most influential frame- works for understanding how our early relationships shape our ability to form and main- tain healthy relationships throughout our lives.

According to attachment theory, human beings have an innate need for close and secure relationships with others, which is why from birth human infants are wired to develop an attachment bond with their primary caregiver (often the mother or father). These first experiences of emotional interactions with our primary caregiver shape our expectations of, and our behavior in, relationships throughout our life. According to attachment theory, individuals can develop four primary “attachment styles” based on their early attach- ment experiences. These include a “secure attachment” style as well as three “insecure
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Attachment style This term refers to an individual's way of form- ing emotional bonds with others. It is influenced by early attachment experi-

attachment” styles, which are “avoidant attachment,” “anxious attachment,” and “disor- ganized attachment.” A description of these attachment styles can be found in the follow- ing table.
Table 6: Overview of Attachment Styles and Characteristics

ences and affects their 	
perceptions and responses to relation- ships throughout life.Attachment Style
Description
Characteristics
Secure attachment
Forms a healthy bond with caregiver/close other
· Feels safe and secure in relationships
· Comfortable with intimacy and emotions
· Trusts others easily
· Seeks support when needed
Insecure avoidant attach- ment
Avoids closeness with caregiver/close other
· Discomfort with intimacy and relation- ships
· Difficulty expressing emotions
· Prefers independence
· May avoid emotional closeness
· Tends toward self-reliance
Insecure anxious attach- ment
Overly dependent on care- giver/close other
· Craves intimacy but fears rejection
· Can be clingy or demanding
· Seeks constant reassurance and valida- tion
· May feel overwhelmed by emotions
Insecure disorganized attachment
Inconsistent or unpredict- able behavior in relation- ships
· Inconsistent and contradictory behavior in relationships
· Struggles with regulating emotions
· Alternates between seeking and avoiding intimacy
· May have a history of trauma or abuse
Note that the characteristics listed are generalizations and not applicable to every individual with that attach- ment style.
































Source: Jessie de Witt Huberts (2023).

The quality of the attachment bond is shaped by the caregiver’s responsiveness to the infant’s needs. The more responsive the primary caregiver is to the infant, the more likely the infant is to develop a secure attachment to that caregiver. Imagine, for example, a newborn baby who is hungry and crying. If the caregiver responds promptly and warmly by feeding the baby and offering comfort, the baby will learn that their needs will be met and that they can trust their caregiver to provide for them. Over time, this repeated pat- tern of responsive caregiving can lead the baby to develop a secure attachment style, meaning that they will feel comfortable exploring their environment and seeking comfort from their caregiver when needed.

However, if the caregiver is consistently unresponsive or dismissive of the baby’s cries for help, the baby may learn that their needs will not be met and that they cannot rely on their caregiver for support. This can lead the baby to develop an insecure attachment style, such as anxious attachment: They may become clingy and anxious in relationships, seeking reassurance and attention from others but never feeling completely satisfied.
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Alternatively, the baby may develop avoidant attachment, meaning that they will learn to avoid seeking comfort from others and become self-reliant even in times of distress. Disor- ganized attachment is often the result of inconsistent or frightening caregiving, such as in cases of abuse or neglect, and it is characterized by contradictory and confused behaviors toward the caregiver, such as simultaneously clingy and avoidant or fearful and aggressive reactions.

There is now ample evidence that the quality of our earliest attachments can have a strong impact on a person’s social and emotional development and also influence the quality of our relationships. Infants who were securely attached at 12 months of age were more likely to have better social skills, more positive social interactions, more emotional understanding, and a higher status amongst peers aged 12. Conversely, children who were insecurely attached (e.g., avoidant, anxious-ambivalent, or disorganized) at 12 months of age were more likely to suffer from either internalizing symptoms such as anxiety, with- drawal, social withdrawal, and somatic complaints or from externalizing symptoms such as aggression, hostility, and conduct and oppositional problems by the time they reached 12 years of age (Groh et al., 2017).

The extent to which our earliest relationship experiences reverberate throughout our lives is demonstrated by longitudinal data as well. Research has shown that the quality of the attachment at 12 months of age was predictive of a wide range of socio-emotional out- comes such as emotion regulation, coping skills, adult attachment style, romantic rela- tionship quality, peer relationship quality and quantity, and parenting style 35 years later (Sroufre, 2005; Sroufre et al., 2005). In addition to these socio-emotional outcomes, adult attachment insecurity is associated with worse mental health outcomes, including higher rates of depression (e.g., Catanzaro & Wei, 2010), clinically significant anxiety (e.g., Bos- mans et al., 2010), obsessive-compulsive disorder (e.g., Doron et al., 2009), PTSD (e.g., Ein- Dor et al., 2010), suicidal tendencies (e.g., Palitsky et al., 2013), and eating disorders (e.g., Illing et al., 2010).

In conclusion, research indicates that our mental and physical well-being are significantly influenced by our social connections, and the quality of these connections is partly deter- mined by our attachment experiences from early childhood.


9.2 [bookmark: Interpersonal Attraction]Interpersonal Attraction
Now that we have an understanding of the critical role of relationships in maintaining our mental and physical well-being, the question arises about what determines who we form these connections with. Which factors drive interpersonal attraction and ultimately lead to the development of close relationships? Research has identified various physical and psy- chological determinants of interpersonal attraction, which will be explored in this section.
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Physical Determinants of Interpersonal Attraction

There is a substantial body of evidence indicating that people tend to form judgments about others based on their physical attractiveness. Data from 37 different countries indi- cate that people have a preference for physically attractive romantic partners (Buss, 1989; Eastwick et al., 2011). While physical attractiveness receives a greater emphasis in roman- tic relationships than in friendships, beauty also plays a role in friendship formation. Research consistently reports that people tend to like and prefer establishing relation- ships and friendships with those who are physically attractive. This is already evident in pre-school children, where a child’s physical attractiveness was predictive of their popu- larity, peer status, the quality of child-peer relationships, and social competence (Dion & Berscheid, 1974).

Two explanations have been put forward to explain this universal preference for physically attractive romantic and social partners. The evolutionary psychology perspective posits that physical attractiveness is a desirable trait in a mate because it was an indicator of good health during our evolutionary past. Humans who were attracted to specific features that signaled health, such as facial and bodily symmetry, likely increased evolutionary fit- ness. Another explanation for the importance of physical attraction in our mate selection is that attractive people are viewed as more sociable, honest, intelligent, and superior social partners compared with less attractive people (Langlois et al., 2000). These judg- ments are associated with differential treatment. This already starts from a young age: Mothers of attractive babies are more affectionate toward them compared to mothers of less attractive babies (Langlois et al., 1995), and adults tend to perceive unattractive chil- dren as less intelligent, sociable, and altruistic compared to children with medium to high levels of attractiveness (Griffin & Langlois, 2006). Moreover, attractive people tend to have higher incomes and more career advancement opportunities, and judges give attractive people lower sentences (Hosoda et al., 2003).




Self-fulfilling prophecy A self-fulfilling prophecy is a belief or expectation that can become true through a person's actions or behavior being influenced by that belief
or expectation.

Such findings show that attractive people elicit more favorable social responses, which is likely to act as a self-fulfilling prophecy: Receiving positive attention and favorable responses throughout life increases the likelihood that you will respond in a positive man- ner to social interactions and you are, therefore, an auspicious companion. Indeed, evi- dence accumulated in over 100 studies suggests that physically attractive people were more extraverted, were more self-confident, and had better social skills (Langlois, 2000), which are qualities that help them to form and maintain more and better social relation- ships. Thus, physical attractiveness and the way individuals are treated are closely linked, thereby influencing their capacity to establish and sustain relationships.

Psychological Determinants of Interpersonal Attraction

Although physical attractiveness plays a role, it is not the sole determinant of why we pre- fer some people over others. Despite the common perception that we consciously choose our friends and partners based on specific preferred attributes, the actual formation of relationships appears to be mostly influenced by chance and subconscious factors. Research shows that proximity, familiarity, and similarity are three primary psychological factors that affect interpersonal bonding.
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Proximity

The power of proximity, being physically close to people, in developing relationships was demonstrated in the Westgate Study, a landmark social psychology experiment by Leon Festinger and colleagues in the 1950s. In this study, a group of 260 students living in an apartment complex at the Massachusetts Institute of Technology (MIT) were followed over the course of ten months. Researchers measured the frequency and quality of social inter- actions among the residents and found that physical proximity played a significant role in predicting the formation of friendships. The findings indicated that individuals were 10 times more likely to form friendships with others within the same building compared to those residing in a different building. Likewise, people living on the same floor had more friends on the same floor than on a different floor, and people were more likely to become friends with their next-door neighbor than with those living further down the corridor Overall, the Westgate Study demonstrated the importance of proximity in the formation of social relationships and suggested that chance encounters and brief interactions can play a significant role in the development of friendships (Festinger et al., 1950).

Familiarity

Familiarity is another key factor in promoting relationship formation, and research indi- cates that people tend to like others more when they are familiar with them. This effect is often attributed to the “mere exposure effect,” which suggests that people tend to develop a positive attitude toward stimuli that they have been repeatedly exposed to, including sounds, symbols, words, names, objects, and pictures (Bornstein, 1989). In other words, the more we are exposed to something, the more we tend to like it.

This effect has been found to hold true not just for objects but also for people (Reis et al., 2011). One classic study that exemplifies the mere exposure effect in the context of social relationships is by Moreland and Beach (1992). In this study, four confederates entered a classroom without interacting with the students and were visible either zero, five, 10, or 15 times throughout the semester. Afterward, the students were asked to rate the confed- erates on different dimensions. The results showed that the more often the confederates were seen by the students, the more positively they were rated and liked. This finding sup- ports the idea that familiarity supports us liking someone and also highlights the impor- tance of mere exposure in promoting positive attitudes toward others.

Similarity

Being in close proximity and having frequent interactions with others not only allows us to become familiar with them. Rather, it also helps us to discover similarities between our- selves and others. Numerous studies have demonstrated that people tend to like others who are similar to them in personality traits, attitudes, hobbies, and values, indicating that the popular saying “opposites attract” is not supported by empirical evidence (Nahe- mow & Lawton, 1975). This effect is referred to as the “similarity-attraction effect” (Byrne, 1971). Interestingly, the similarities between individuals do not have to be real. Perceived similarity – rather than actual similarity – was more predictive of interpersonal attraction and relationship satisfaction in a meta-analysis of 313 studies (Montoya et al., 2008).
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As can be seen, proximity, familiarity, and similarity are interconnected and mutually rein- forcing factors in the development of (romantic) relationships. When individuals are physi- cally close to each other (i.e., proximity), they are more likely to interact frequently and become familiar with each other (i.e., familiarity), which then allows us to discover similar- ities. In turn, the discovery of similarities motivates individuals to seek each other’s prox- imity and interact more often, thus increasing familiarity. Together, these findings suggest that the formation of relationships is more often than not the result of chance occurrences such as physical proximity or familiarity and not solely the result of intentional and delib- erate selection processes.


9.3 [bookmark: Romantic Relationships]Romantic Relationships
Some of the most important relationships we form as adults are romantic relationships. Across different cultures, people report falling in love and committing to long-term rela- tionships that involve caring for each other and any resulting children. Cultures may vary in the degrees of adherence to these commitments. Although not always synonymous, the combination of love and marriage is often idealized in most cultures. While some cultures favor falling in love before getting married, other cultures prioritize arranged marriages with the hope that love will develop over time.

Given the significance of these lifelong relationships, researchers have attempted to iden- tify the factors that contribute to successful enduring romantic relationships. The findings suggest that the key ingredient is relationship commitment, which in turn is determined by relationship satisfaction, the availability of alternatives to the relationship, and how much partners have already invested in the relationship. Let’s explore these a bit more.
Factors That Contribute to Relationship Longevity

In many cultures, romantic relationships begin with people falling in love with each other. However, people generally do not remain in the same intense state of being in love throughout their relationship. The initial strong motivational state of love, which is marked by an intense longing for union with the other person along with intrusive thoughts and a preoccupation with the other person, is referred to as “passionate love.” Research using brain imaging techniques has shown that individuals who are in love expe- rience a strong desire to be with their partner, which is similar to the craving observed in individuals with an addiction to drugs or smoking. After some time, love generally takes a somewhat different form, referred to as “compassionate love,” which entails feelings of intimacy and affection for another person but does not involve passion. We can feel com- passionate love for a romantic partner but also for our friends and family.

However, love alone is not sufficient to predict relationship satisfaction or the duration of a relationship. “Relationship equity,” which is the perception that the rewards and costs of a relationship are balanced between partners, is a significant factor in determining rela- tionship satisfaction. In other words, in relationships, people strive to maintain a balance between what they give and receive, and when this balance is achieved, they experience greater satisfaction in the relationship (Adams, 1965).
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EXAMPLE
Consider the relationship between John and Sarah. John works a full-time job and earns a higher income than Sarah, while Sarah is a part-time student and takes care of most of the household chores. Initially, they both feel that they are contributing equally to the relationship because they are each fulfilling different roles. However, as time goes on, John starts to feel like he is contributing more because he is working long hours to support them financially, while Sarah spends most of her time studying and doing household chores. He starts to feel resentful because he perceives that Sarah is not putting in as much effort as he is. Meanwhile, Sarah is also starting to feel unhappy because she feels like John is not emotionally supportive of her goals and ambitions and is not spending enough quality time with her. As a result of these perceived inequities, they are both feeling dissatisfied and unappreciated, and their relationship starts to deteriorate.


While equity is an important predictor of “relationship satisfaction,” it does not predict “relationship longevity.” According to the “investment model of relationships” (Rusbult, 1980; Rusbult et al., 2011), whether John and Sarah stay committed to their relationship also depends on two further factors: the availability and quality of alternatives to the rela- tionship as well as the number of investments that have already been made in the rela- tionship. Here, the “quality of alternatives” refers to the availability and attractiveness of alternative partners outside the current relationship. Partners who perceive that there are attractive alternatives are less committed to their current relationship. Finally, commit- ment to a romantic relationship is also influenced by the amount of “investment” that individuals have put into the relationship, such as time, energy, money, and emotional energy. The more individuals invest in a relationship, the more committed they are likely to be.

RETURNING TO OUR EXAMPLE
Now, we will continue the example of John and Sarah. After having been in a relationship for several years John and Sarah have invested a lot of time, effort, and emotional energy into the relationship. For example, John has supported Sarah financially while she was studying, and Sarah has taken care of most of the household chores while John was working.

According to the investment model, these investments create a sense of com- mitment in both John and Sarah. Even if their satisfaction levels with the rela- tionship are not as high as they used to be, they may be more likely to stay in the relationship because they have already invested so much in it. In addition, they may perceive that there are few viable alternatives available to them if they were to end the relationship.
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However, if their investments in the relationship were lower and there were high-quality alternatives available, they may be more likely to consider ending the relationship. For example, if John were to receive a job offer in another city and he had fewer ties to the current city (i.e., fewer investments in the relation- ship), he may be more likely to consider leaving. Similarly, if Sarah were to meet someone who shared her interests and goals and was a better emotional match for her (i.e., a high-quality alternative), she may be more likely to consider leav- ing the relationship.


Together, the three factors of relationship satisfaction, the quality of alternatives, and investments determine a person’s commitment level to a relationship, which in turn influ- ences relationship stability (see the following figure).
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Figure 6: The Investment Model of Relationships
[image: ]


Source: Jessie de Witt Huberts (2023), based on Rusbult (1983).
Factors That Contribute to Relationship Functioning

We have now learned that in enduring romantic relationships, both partners should exhibit a strong commitment to the relationship. This commitment is driven by factors such as satisfaction, investments, and quality of alternatives. Not surprisingly, commit- ment also influences how partners behave in their relationships. Research shows that committed partners tend to exhibit more “pro-relationship behaviors,” which are instru- mental in maintaining a healthy relationship. Thus, commitment not only affects the lon- gevity of the relationship but also shapes its dynamics. Studies indicate that committed couples typically exhibit the following pro-relationship acts:
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· forgiveness: Choosing to respond with forgiveness rather than retaliation when a part- ner acts hurtful is typically associated with greater relationship satisfaction and longev- ity (Karremans & van Lange, 2004; Paleari et al., 2005). At the same time, the level of commitment in a relationship is a significant factor in predicting whether someone will be willing to forgive their partner for their actions (Karremans & Aarts, 2007).
· accommodation: While romantic partners may typically have similar preferences and needs, there may be instances where their interests clash. For example, John enjoys city trips, while Sarah prefers outdoor activities like hiking. In such cases, partners who are committed to the relationship are more likely to make sacrifices by prioritizing their partner’s preferences over their own for the benefit of the relationship. In this case, John may decide to forgo his preferred trip to London and join Sarah for a hiking holi- day in the Lake District. Research shows that relationships with high levels of accommo- dation and willingness to sacrifice from both partners showed higher levels of relation- ship functioning and were more likely to last (Van Lange et al., 1997).
· devaluation of attractive alternatives: As we have learned above, the availability of attractive others may threaten the commitment to a relationship. Research has found that committed partners have effective strategies to deal with the potential threat of attractive alternatives. Not only do committed partners pay less attention to potential alternatives, they also devalue their attractiveness. For instance, when evaluating the attractiveness of opposite-sex individuals, people in committed relationships tend to rate them lower than those who are not in a relationship (Johnson & Rusbult, 1989). Fol- low-up research confirmed that this effect is due to the romantically involved person devaluing attractive others rather than singles enhancing attractive others (Ritter et al., 2010).

Together, these findings show that committed couples tend to display adaptive pro-rela- tionships behaviors, and as a result, these positive actions enhance their commitment to the relationship. Relationship commitment, therefore, appears to be an essential compo- nent for both long-lasting and well-functioning romantic relationships.


SUMMARY
Social connection is an essential aspect of human nature that deeply affects our emotional and physical well-being. Strong social connections are associated with better (mental) health outcomes. In contrast, social isolation and loneliness can have detrimental effects on our physical and mental health. Through social support, relationships provide a sense of belonging and connectedness, encourage healthy behaviors, and act as a buffer for stress, making building and maintaining strong social connections crucial for our overall health and well-being.

Our capacity for building and maintaining these strong social connec- tions is partly determined by our early attachment experiences. Attach- ment theory explains how our early relationships shape our ability to form and maintain healthy relationships throughout our lives. The qual- ity of the attachment bond is shaped by the caregiver’s responsiveness
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to the infant’s needs, and infants can develop four primary attachment styles based on their early attachment experiences: secure attachment, avoidant attachment, anxious attachment, and disorganized attach- ment.

Physical attractiveness plays a significant role in forming relationships, as attractive people are perceived as better companions. Proximity is also an important factor in predicting the formation of friendships, since physical proximity can increase the likelihood of interactions and com- munication. The mere exposure effect also plays a role in relationship formation, given that people tend to develop a positive attitude toward stimuli they have been repeatedly exposed to, including people. Finally, similarity is an important factor in relationship formation because peo- ple tend to be attracted to others who share similar interests, beliefs, and values.

Relationship commitment is a crucial element of successful and lasting romantic relationships. According to the investment model of relation- ships, commitment and duration are determined by satisfaction, availa- bility of alternatives, and investments. Moreover, committed partners show more pro-relationship behaviors such as forgiveness, devaluation of alternatives, and accommodation.
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 UNIT 10 
[bookmark: Group Processes and Cultural Differences] GROUP PROCESSES AND CULTURAL 
 DIFFERENCES 




















 STUDY GOALS 

On completion of this unit, you will be able to ...

· define the concept of social group.
· describe common obstacles to group productivity.
· explain groupthink and group polarization.
· describe the origins of intergroup prejudice and conflict.
· understand the impact of culture on psychological processes.

 10. GROUP PROCESSES AND CULTURAL 
 DIFFERENCES 
Introduction
So far, we have explored how social interactions and contexts can shape an individual’s thoughts, feelings, and behaviors. However, we don’t always function as individuals. In fact, many of our daily activities involve interacting with others as part of a group. As such, social psychologists are equally interested in understanding the dynamics and phenom- ena that arise when individuals come together in groups.

The Robbers Cave study, conducted by Muzafer Sherif and his colleagues in the 1950s, is a classic study of intergroup dynamics (Sherif, 1954, 1956). In this study, 11-year-old boys at a summer camp in Robbers Cave State Park were randomly divided into two separate groups and given the opportunity to bond with their own group through various activities. After a few days of bonding, the two groups were introduced to each other in a series of competitive activities, such as baseball and tug-of-war. The researchers found that the boys developed strong “us versus them” attitudes and behaviors. For example, when the two groups were brought together for a meal, they sat at separate tables and refused to interact with each other. Eventually, in an escalation of events, the outward hostility turned into physical aggression, including vandalizing each other’s cabins and physical altercations. The Robbers Cave study showcased the rapid formation of group identities and the intergroup conflict that emerges when individuals are divided into groups and engaged in competitive situations, even in the absence of true differences between groups. The study remains a significant reference point in the study of intergroup behav- ior, influencing research on prejudice, conflict resolution, and intergroup relations.


10.1 [bookmark: Groups – Definitions and Key Characteris]Groups – Definitions and Key Characteristics
Providing a definition of groups might seem straightforward, but a closer examination reveals its complexities. For example, can a group of people waiting for the bus be consid- ered a group? Or the people watching a movie in a theater? It is unlikely that most people would consider these gatherings to be genuine social groups. They are merely individuals who are in the same place at the same time, without any meaningful connection to each other. So, what is required in order for us to perceive a set of individuals as a cohesive social group? According to most definitions, a social group is a collection of individuals characterized by common characteristics, interests, or purposes that have a sense of shared identity and belonging. Groups can vary in size, form, and longevity and can include ethnic groups, nations, organizations, departments, teams, clubs, friends, and families. As can be seen from these examples, groups can take many forms, and they might differ in their gradations of “groupness.” For example, a group of friends is more
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likely to be perceived as a group than the group “Germans.” The determining factor that characterizes something as a group is referred to as entitativity. “Entitativity” refers to the degree to which a collection of individuals is perceived as a coherent and distinct group (Campbell, 1958). A group with high entitativity is seen as a tightly knit, distinct, and uni- fied entity, whereas a group with low entitativity may be viewed as more disparate or loosely connected. The concept of entitativity helps us to understand how individuals per- ceive and categorize different groups, and research shows that people intuitively distin- guish between groups based on their entitativity (Lickel et al., 2000). The below table shows the four distinct types of group categorizations based on this intuitive perception of group entitativity.

Table 7: Types of Groups


	Type of Group
	Examples
	Entitativity

	Intimacy group
	Family members, friends, and romantic partners
	++

	Task group
	Jury members, sports teams, and the cast of a play
	+

	Social category
	Groups based on shared charac- teristics like gender, race, or nationality (e.g., women, Black people, and Germans)
	+/–

	Loose association
	People at a bus stop, residents of the same area, or visitors at a museum
	–


Source: Jessie de Witt Huberts (2023), based on Lickel et al. (2000).

Although we categorize groups instinctively based on this criterium, the concept of entita- tivity itself remains somewhat elusive. Therefore, in order to better understand it, social psychologists have examined specific factors that determine the perception of entitativity (Lickel et al., 2000):

· interaction among group members: Higher levels of interaction and communication contribute to higher entitativity of the group.
· similarity: The perception of similarity between group members is associated with entitativity. When individuals share common interests, opinions, and beliefs they tend to be perceived as a group, both from their own perspective and from the perspective of others.
· shared goals, outcomes, and interdependence: The extent to which group members depend on each other to achieve a common goal or share resources and responsibilities further determines entitativity. The purpose of a group can vary widely, ranging from socializing, achieving specific objectives or tasks, making decisions, pursuing common interests, supporting a cause, or providing a sense of belonging and support to its mem- bers.
· group structure: Another determining aspect of the entitativity of social groups is the formation of stable norms, roles, and social standards that define appropriate behav- iors for the group as a whole and its members.
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The Subjective Experience of Being Part of a Group: Social Identity

While these factors come a long way toward providing objective criteria for perceiving a set of individuals as a group, they cannot fully explain what makes us feel as though we are part of a group. For example, you and your roommates may interact daily (i.e., have interactions), be similar in age, live in the same city and attend the same university (i.e., have a degree of similarity), depend on each other to ensure the apartment is a safe and comfortable place to live (i.e., have shared goals and interdependence), and you have established rules and regulations about living together, covering areas such as cleanliness, visitors, and finances (i.e., your group structure). Yet, although you and your roommates fulfill all the objective criteria for a cohesive social group, you might not feel a sense of belonging to each other. This is a feeling that you do get when you are with your group of friends, with whom you, say, share a passion for social activism. By providing a sense of psychological affiliation, the social identity that a group offers is, therefore, an essential subjective determinant of an individual’s group membership.

“Social identity” refers to the part of an individual’s self-concept that is derived from their membership in a specific social group and provides individuals with a sense of belonging, affiliation, and connection to the group (Tajfel & Turner, 1979, 1986). In terms of group per- ception, social identity influences how individuals perceive and categorize themselves and others as part of a specific group. When individuals strongly identify with a particular group, they are more likely to perceive that group as cohesive, distinct, and meaningful. They develop a sense of “we-ness” or “us-ness” with fellow group members. Likewise, social identity also affects the way individuals evaluate and perceive other groups. People tend to categorize others into in-groups (i.e., groups they belong to) and out-groups (i.e., groups they do not belong to; Turner et al., 1987). Therefore, social groups are not only defined by objective factors, such as interaction, similarity, shared goals, interdepend- ence, and structure. Rather, they are also defined by more subjective factors, such as a shared sense of identity and mutual association.

The Functions of Groups

Groups fulfill various human needs, and people tend to form groups for many different reasons (Baron & Kerr, 2003). While some of these reasons are instrumental (e.g., Thi- baut & Kelly, 1959), such as seeking protection or accomplishing things that cannot be done alone, there are also more psychological reasons for joining groups. Being part of a group of individuals who share similar attitudes and behaviors provides one with guide- lines for behavior and thought, thereby reducing uncertainty and anxiety and providing a sense of self-validation and comfort (e.g., Hogg et al., 2007). Ultimately, through these instrumental and psychological benefits that groups provided for survival, the need to belong and affiliate with groups has evolved into an innate disposition (Baumeister & Leary, 1995). In fact, being ignored or excluded from social interaction can lead to signifi- cant distress, leading many groups to use ostracism or social exclusion as a form of pun- ishment.

It has been argued that the different group types (see the table above) fulfill different func- tions for group members. It is proposed that intimacy groups fulfill the need to belong. Task groups mainly serve an instrumental function and help people to satisfy utilitarian
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needs (e.g., earning money, status, safety, and survival). Social categories mainly have the function of giving people a social identity, thereby providing them with guidelines for the way we should behave or think, and a sense of self-validation (Crawford & Salaman, 2012).


10.2 [bookmark: Group Performance]Group Performance
We have learned that groups serve important functions, including utilitarian ones such as increased safety, productivity, and resources. The question now is whether groups per- form better than individuals. It is generally assumed that groups are more effective than individuals, and this assumption seems reasonable. After all, groups have numerous members; access to a greater pool of resources, expertise, and ideas; and more capacity to carry out tasks efficiently and make sound decisions. However, although groups some- times do perform better than individuals, this outcome is not guaranteed. Social psychol- ogists have, therefore, delved deeper into the influence of group dynamics on group per- formance. Here, we will explore their findings on group productivity and group decision- making.

Group Productivity

In the realm of group performance, it is important to consider both the potential benefits and drawbacks that arise from group interaction. Process gains and process losses are two concepts that capture the effects of group dynamics on overall performance (Hackman & Morris, 1975). “Process gains” refers to the positive outcomes or enhancements in group performance that result from collaborative efforts and interactions among group mem- bers. On the other hand, “process losses” represents the negative consequences or ineffi- ciencies that can arise in group performance. These losses occur when the collaborative processes hinder or detract from individual performance or overall group effectiveness. The most common challenges for group productivity fall into three categories:

· coordination challenges: It will not come as a surprise that coordination problems may arise when multiple individuals need to synchronize their efforts, leading to ineffi- ciencies or miscommunication. Conflicts within the group can also disrupt cooperation and create distractions that impede progress.
· motivational challenges: In a group setting, individual contributions of group mem- bers can either improve or decline, as working within a group context can influence people’s motivation to contribute to the group task. A very common motivational loss is social loafing. “Social loafing” refers to the tendency for individuals to exert less effort in a group setting due to a belief that their personal contributions are less noticeable (Latané et al., 1979). On the other hand, motivational gains may arise in groups due to social compensation. “Social compensation” happens when stronger group members work harder in a group than they would individually in order to compensate for weaker members’ suboptimal performance (Williams & Karau, 1991).
· individual capability challenges: Group settings may also affect an individual mem- ber’s “capability” to successfully perform a task. “Social facilitation” refers to the ten- dency for individuals to perform better when in the presence of others, while “social inhibition” is the opposite phenomenon, where individuals perform worse in a group
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setting. Research suggests that whether the presence of others enhances or impairs per- formance to a large extent depends on the complexity of the task (Blascovich et al., 1999; Zajonc, 1965). Social facilitation is more likely to occur when the individual is per- forming a task that they are already skilled at or that is easy for them. In this situation, the presence of others increases arousal levels, which can be beneficial for tasks that require simple or well-learned responses. However, the arousal caused by the presence of others may interfere with task performance if the task is difficult or unfamiliar.

Group Decision-Making

Based on the common assumption that many heads are better than one, critical decisions in our societies are often entrusted to groups, such as juries and political parties, rather than individuals. Indeed, in many cases, group interactions offer several advantages in decision-making processes compared to decisions made by individuals alone. Firstly, the combined knowledge of multiple individuals provides a broader range of relevant, availa- ble information compared to a single person. Moreover, groups are more effective at iden- tifying and rectifying errors that could undermine sound decision-making. Finally, when members interact they often generate novel ideas and solutions that would not have emerged individually (e.g., Forsyth, 2010). However, as with group productivity, there are also challenges that may impede the quality of group decisions. The two most studied obstacles to effective group decision-making are group polarization and groupthink.

Group polarization

Despite the common notion that groups tend to foster consensus and moderate decision- making, research shows that groups frequently promote the adoption of more radical positions or decisions than those individuals would have made independently, a phenom- enon referred to as “group polarization” (Moscovici & Zavalloni, 1969). While group polari- zation can be partly explained by a diffusion of responsibility, which may make individuals more willing to take a risky decision since they will share the blame collectively, studies consistently show that the group interactions and discussions themselves have a magnify- ing effect on the initial attitudes and inclinations of individual members.

Three explanations have been offered to explain this effect of group interaction on polari- zation. Firstly, informational influence can polarize opinions in groups. Through group interactions, individuals may encounter new information, perspectives, and arguments that support a specific viewpoint, thereby leading them to revise their initial opinions and align with the dominant position. Secondly, normative influence, which stems from the desire to gain social approval and avoid social disapproval, may lead individuals to adjust their views to align with what they perceive as the socially accepted or valued position within the group. Thirdly, group polarization may also be the result of social identity proc- esses. By adopting the group’s position in discussions, which may be more extreme than their initial individual views, individuals reinforce their social identity and strengthen their bond with fellow group members. Moreover, social identity also influences how alterna- tive perspectives are evaluated, often leading individuals to dismiss viewpoints that chal- lenge the group’s identity. In summary, the exchange of information, the pressure to con- form, and the reinforcement of social identity in group interactions may lead individuals to adopt more extreme positions in groups.
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Groupthink

Another biased outcome of group decision-making is groupthink. “Groupthink” is a phe- nomenon that occurs when a cohesive group of individuals makes faulty or irrational deci- sions due to the desire for consensus and harmony within the group. In such situations, the emphasis on maintaining unanimity and avoiding conflict can override critical think- ing and independent judgment (Janis, 1972). Groupthink has been implicated in numer- ous significant instances where poor decisions were made by governments and busi- nesses. In fact, social psychologist Irving Janis developed his theory of groupthink after studying the conditions that led to the poor decision-making that caused President John
F. Kennedy and a small group of advisors to support an invasion of Cuba in 1962. This and subsequent research identified common causes, processes, and outcomes of groupthink, which are summarized below.

Table 8: Antecedent Conditions, Characteristics, and Outcomes of Groupthink

Antecedent conditions	• Like-minded cohesive group
· Insulation of the group from qualified others
· Strong opinionated leader
· Pressure to reach a solution (i.e., a high stress- environment)

	Characteristics
	· False sense of confidence and invulnerability
· Suppression of dissenting opinions or any form of disagreement
· Close-mindedness

	Outcomes
	· The issue at hand lacks sufficient research or has not been researched at all.
· Alternative courses of action have not been explored.
· The potential risks have not been taken into con- sideration.


Source: Jessie de Witt Huberts (2023), based on Hewstone & Stroebe (2020, p. 331), & Martin et al. (2018, p. 684).


10.3 [bookmark: Intergroup Processes – Prejudices and Co]Intergroup Processes – Prejudices and Conflicts
Thus far, we have been looking at internal processes that affect groups. Now, we will turn to the dynamics between groups. Intergroup dynamics are often characterized by compe- tition and conflict. In other words, people tend to view all attributes of their group (i.e., the in-group) as better than the out-group. Before looking at possible explanations for this animosity between groups, we’ll look at factors that influence our perception of in- and out-groups.
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The Formation of In- and Out-Groups Through Social-Categorization












Minimal group paradigm The minimal group para- digm demonstrates the powerful effects of group membership on human behavior. In this research paradigm, groups are cre- ated based on trivial or arbitrary characteristics, such as assigning partici- pants to groups randomly or according to their pref- erence for a particular artist. Despite the mini- mal nature of the group categorization, individu- als still exhibit favoritism toward their own group and discrimination toward members of the
other group.


“Social categorization” refers to the cognitive process of perceiving oneself and others based on their group memberships (e.g., Kunda & Spencer, 2003; Turner et al., 1994). For instance, we may categorize someone as a man, an elderly person, or as belonging to a specific ethnic group. This categorization allows us to perceive and respond to individuals more as members of these social groups rather than as unique individuals. Interestingly, actual differences between groups are not always necessary in order to perceive another set of individuals as an out-group, or even for animosity between groups to arise. This was convincingly demonstrated by the Robbers Cave experiment described in the introduction of this unit. Through studies utilizing the minimal group paradigm, researchers have found that even minimal group categorizations, such as those based on a trivial or random basis, can lead to biases and favoritism toward the in-group as well as negative attitudes and behaviors toward the out-group. These findings suggest that the mere formation of groups can be sufficient to trigger intergroup hostility.

Moreover, two psychological phenomena further influence the perception and categoriza- tion of individuals based on their group membership. Through the “out-group homogene- ity effect,” members of an out-group are perceived as more similar to each other and less diverse compared to members of our in-group (Meissner & Brigham, 2001). In other words, we tend to view individuals from other groups as being more homogeneous, whereas we recognize and appreciate the individual differences within our own group. A related phe- nomenon, the “accentuation effect,” describes the tendency to exaggerate the differences between groups and minimize the variations within groups (Krueger, 1992). The out-group homogeneity effect pertains to perceiving out-group members as more similar, while the accentuation effect focuses on the exaggeration of differences between groups.

Together, such social categorization processes can contribute to a biased and stereotypi- cal perception of out-groups, which are often oversimplified and generalized beliefs about the characteristics and behaviors of members of a particular group. These stereotypes shape our interactions and judgments about this out-group and can perpetuate negative attitudes and behaviors toward members of different social groups. Ultimately, such prej- udiced beliefs can lead to self-fulfilling prophecies, where our preconceived expectations about group members end up manifesting as reality. For example, if someone holds a prej- udice against a particular ethnic group and expects them to be aggressive, they may behave in a hostile or discriminatory manner toward members of that group. In response, members of that group may become defensive or exhibit aggression due to the hostile treatment they receive, thus seemingly confirming the initial expectation of aggression. This reinforces the prejudiced belief and perpetuates the cycle.

Theories of Intergroup Conflict

Now that we understand the cognitive processes that contribute to the formation of in- and out-groups, the question is where this tendency to be hostile toward other groups stems from. Several theories have been put forward to explain intergroup conflict. For example, according to the realistic conflict theory (Sherif, 1966), which was developed to explain the findings from the Robbers Cave study, group conflict is caused by competition for limited resources, such as money, social status, power, or territory. But group conflict
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can also arise in the absence of conflicts of interest. According to social identity theory (Tajfel & Turner, 1979, 1986), the mere categorization of people into groups can sometimes lead to feelings of hostility between groups, as individuals try to establish their own group’s superiority over the other. This is because individuals derive a sense of identity and self-esteem from their membership in a group, and it is, therefore, crucial that the groups we identify with possess positive attributes. To maintain a positive social identity, it becomes imperative for individuals to engage in intergroup behavior that reinforces the positive distinctiveness of their own group when compared to relevant out-groups. Indi- viduals may also feel justified in using aggression to defend their group identity and main- tain or gain social dominance.anon
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THE CONTACT HYPOTHESIS
Intergroup contact theory, also known as the “contact hypothesis,” is an influen- tial social psychological theory that suggests that, given specific conditions, direct contact between members of different groups can reduce intergroup prej- udice and conflict (Allport, 1954; Pettigrew & Tropp, 2005). The theory proposes that meaningful interactions and positive experiences between individuals from different groups will break down stereotypes, decrease prejudice, and promote mutual understanding. Various examples demonstrate the effectiveness of the contact hypothesis in different contexts. For instance, the “jigsaw classroom” technique, which involves mixed-ethnicity groups working together on specific tasks, has shown positive outcomes in terms of fostering positive attitudes and reducing stereotypes (e.g., Aronson, 2004). Likewise, contact between former adversaries through dialogue, joint activities, and sustained interaction has con- tributed to healing and the reduction of intergroup hostility in regions such as Northern Ireland and South Africa (Tredoux & Finchilescu, 2007). A meta-analy- sis of 515 studies spanning several decades and involving responses from over 250,000 individuals across 38 countries revealed that higher levels of intergroup contact were generally linked to reduced levels of prejudice (Pettigrew & Tropp, 2006).

The effectiveness of contact presumably lies in its ability to transcend group cat- egorizations and recognize the individuality of others. Through extended inter- actions, such as in a classroom setting over a school year, the influence of group membership diminishes and is replaced by the other’s individual characteristics. As we shift our focus to individuals, we become aware of the significant variation within groups, challenging our limited and generalized stereotypes. Further- more, it can also foster emotional changes, such as empathy, perspective-tak- ing, and positive attitudes toward the other group (Dovidio et al., 2017; Petti- grew, 1998; Pettigrew et al., 2011).

According to the contact hypothesis, effective contact between groups requires specific elements. These include ensuring equal status between the groups, cooperation toward common goals, and support from authorities. For example, if there is unequal treatment of groups, such as when a biased teacher or leader
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treats the groups differently, or if the groups are in a competitive rather than cooperative relationship, the contact between them will not yield any benefits and can potentially increase prejudice.





















[bookmark: Culture and Cultural Differences]Similarity-attraction
effect (SAE) This refers to the ten- dency for people to be attracted to others who are similar to themselves in various ways. This effect is mainly observed in North American partici- pants. In studies on other societies, such as Japan, there is less emphasis on similarity in romantic relationships, while fac- tors such as social status, education level, and fam- ily background play a larger role in partner selection. This suggests that the role of the simi- larity attraction effect may be stronger in the United States and similar cultures compared toEcological context
Climate, language, and natural resources
Institutions
Agriculture, hunting, and military activity
Societal practices
Family structure, intergroup relations, and gender roles
Socialization practices
Child rearing, schooling, and work socialization
Psychological outcomes
Cognitive style, values, beliefs, and behaviors


other cultures.
10.4 
Culture and Cultural Differences
At the core of most psychological research lies a shared goal: to uncover psychological universals, those fundamental mental attributes that are shared by people worldwide. To establish a psychological universal, it is necessary to observe a psychological phenom- enon in a wide range of cultures. However, social psychological research has mainly been conducted in a limited number of countries, primarily the United States and countries in Northern Europe, with relatively little representation from other parts of the world. There- fore, it is important to keep in mind that findings from these studies may not necessarily apply to other cultures. Indeed, research has found that there are considerable variations in psychological phenomena across cultures. These range from differences in basic cogni- tive processes, such as memory for and categorization of colors and spatial reasoning, as well as more comprehensive psychological outcomes, such as the fundamental attribu- tion error, similarity-attraction effect, autobiographical memory, risk preferences, and aggression.

Although this may mean that many theories in social psychology may not reflect true uni- versals, culture should by no means be dismissed as a confounding factor distorting the outcomes of these studies. Instead, these cultural differences highlight the profound influ- ence of culture on psychological processes. Cross-cultural psychology is the subfield of social psychology dedicated to exploring the impact of culture on individual behavior and psychological processes. It aims to uncover both the similarities and differences in human psychology in order to provide a comprehensive understanding of the influence of culture on our lives.

Table 9: The Development of Culture and Its Influence on Psychological Processes According to Ecocultural Theory

Area	Examples
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Area
Examples

Note: The seperate areas sequentially influence one another (i.e., they are consecutive links that explain the association between ecological context and psychological outcomes). “Ecological context” influences “institu- tions” and so forth.

Source: Jessie de Witt Huberts (2023), based on Stroebe & Hewstone (2020).

Hofstede’s Cultural Dimensions

One of the most comprehensive cross-cultural studies was conducted by Geert Hofstede in the 1970s and 1980s. By drawing on a very large databank of opinion survey items span- ning over 50 countries, his study identified six cultural dimensions that could be used to compare and contrast different cultures (e.g., Hofstede et al., 2010; Hofstede, 2001; 2011). These dimensions are as follows:

· power distance: The extent to which people in a culture accept and expect unequal dis- tributions of power and authority. In cultures with high power distance, individuals may be more accepting of hierarchical relationships and authority figures, whereas, in cul- tures with low power distance, there is a greater emphasis on equality and minimizing social inequalities.
· individualism-collectivism: The extent to which people in a culture prioritize individ- ual goals over group goals or vice versa.
· masculinity-femininity: The extent to which people in a culture emphasize traditional masculine values such as competitiveness, achievement, and assertiveness or tradi- tional feminine values such as cooperation, nurturing, and quality of life.
· uncertainty avoidance: The extent to which people in a culture feel threatened by uncertainty and ambiguity and, thus, rely on rules, rituals, and other formalized behav- iors to create structure and predictability.
· long-term orientation: The extent to which people in a culture value long-term plan- ning, persistence, and delayed gratification versus short-term goals and immediate sat- isfaction.
· indulgence-restraint: The extent to which people in a culture indulge in gratifying their impulses and desires versus exercising restraint and self-discipline.

The individualism-collectivism dimension in particular has had a very strong impact on the various aspects of social psychology, including self-perception, social cognition, inter- personal relationships, and social influence. To illustrate, individualistic cultures tend to have a more independent self-concept, where individuals define themselves in terms of personal attributes, achievements, and goals. In contrast, collectivistic cultures have more interdependent self-concepts, where individuals define themselves in relation to their social roles, relationships, and group memberships.

Social cognition is also shaped by this cultural dimension. In individualistic cultures, peo- ple may employ more analytical thinking, focus on personal attributes, and emphasize individual motivations and goals. In collectivistic cultures, people may rely more on holis- tic thinking, consider situational factors, and emphasize relational aspects and social con- text in their judgments and decisions. This may explain why the fundamental attribution
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error – where people attribute others’ behavior primarily to personal traits rather than considering the impact of circumstances – is more commonly observed in individualistic cultures than in collectivistic cultures.

Likewise, social influence processes may vary across this cultural dimension. In individual- istic cultures, persuasion strategies that appeal to personal needs and individual benefits may be more effective. In collectivistic cultures, social norms and group consensus may play a more significant role in influencing attitudes and behaviors.

Of course, in addition to individualism and collectivism, the other dimensions of cultural values also have a profound impact on social psychological processes. The dimension of power distance, which encompasses the acceptance of hierarchy, will affect obedience to authority, for example. Likewise, social norms may have a more powerful influence in cul- tures with high uncertainty avoidance than in cultures with low uncertainty avoidance. For a visualization of this topic, see Hofstede’s online map of collectivism-individualism around the world (Hofstede, n.d.).

Although Hofstede’s study on cultural dimensions has greatly influenced cross-cultural research, it is critical to acknowledge that these cultural dimensions are generalizations that may not fully encompass cultural diversity or individual variations. There is consider- able diversity within cultures themselves, and cultural values should not be seen as deter- ministic as individuals within a culture can vary in their adherence to cultural norms. Despite these limitations, Hofstede’s dimensions provide valuable insights into cultural variations in social psychology, shedding light on how cultural values shape individuals’ thoughts, feelings, and behaviors.


SUMMARY
Groups can be categorized based on their entitativity, which is deter- mined by objective factors such as interaction, similarity, interdepend- ence, shared goals, and group structure. However, subjective experien- ces of belonging to a group are determined by social identity. Groups offer utilitarian and psychological benefits, which have evolved into an innate need to belong.

Group dynamics can lead to process gains and losses. Coordination, motivational, and individual capability challenges can negatively affect group productivity. Group decision-making can also face challenges like group polarization and groupthink, which promote more radical or irra- tional decisions.

Social categorization is the cognitive process of perceiving oneself and others based on their group memberships, and the formation of in- and out-groups can trigger intergroup hostility, even when there are no actual differences between the groups. The out-group homogeneity






144	PREVIEW-PDF, erzeugt: 2024-06-12T15:05:27.06+02:00

effect and the accentuation effect further influence the categorization of individuals based on their group membership, which can contribute to prejudiced perceptions of out-groups.

Intergroup conflict arises from a variety of factors, including competition for limited resources (realistic conflict theory) and the desire to establish one’s own group’s superiority (social identity theory). The contact hypothesis suggests that, under certain conditions, direct contact between members of different groups can reduce intergroup prejudice and conflict.

Culture profoundly influences our psychology and behaviors, and cross- cultural psychology aims to explore the impact of culture on psychologi- cal processes. The influence of culture on psychological factors can be explained by ecocultural theory, which suggests that the differing physi- cal environments that our ancestors inhabited posed unique challenges and opportunities, leading to variations in psychological tendencies. Geert Hofstede’s cross-cultural study identified six cultural dimensions that can be used to compare different cultures: power distance, indi- vidualism-collectivism, masculinity-femininity, uncertainty avoidance, long-term orientation, and indulgence-restraint. These dimensions have a significant impact on various aspects of social psychological proc- esses.
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