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Abstract— Reliability, a crucial requirement in any modern integrated circuit (IC), assures correct execution over its lifetime. As mission critical components are becoming common in commodity systems the demand for reliable processing continues to grow. Latest process technologies have aggravated the situation by further extending ICs vulnerability to reliability issues. Lately, asymmetric aging phenomenon was found to be a major contributor to reliability concerns. In this phenomenon, logical elements suffer from unequal timing degradation over lifetime and, consequently, may cause system failure. There are very few tools offered to handle asymmetric aging. Such tools mainly rely on circuit or physical design approaches and offer limited capability in handling large scale ICs. In this paper we introduce a flow and a tool to minimize asymmetric aging effect in data path design structures. The proposed tool can be straightforwardly integrated as part of standard design flows of large-scale ICs. In addition, the tool can automatically analyze various designs at RTL or gate-level and identify logical elements which are suspectable to asymmetric aging. As part of the design flow, the tool automatically embeds a special logical circuitry in the design to eliminate asymmetric aging. Our experimental analysis and simulations show that the proposed design flow can minimize asymmetric aging effect and eliminate major reliability concerns while introducing minor power and silicon area overhead. 
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INTRODUCTION
Reliability is a crucial requirement for modern integrated circuits (ICs) to assure correct execution over their lifetime. New mission-critical computation-intensive applications (e.g., autonomous vehicles, datacenters, cloud computing, life-support systems, etc.), impose strict requirements on IC reliability through the lifetime and operating conditions. For example, the automotive industry expects an IC to function reliably for 10–15 years at a given temperature (usually about 125 °C [1,2] and under various workloads. None of these reliability-sensitive applications can afford IC faults caused by reliability issues. While the requirements for reliability have been substantially heightened, advanced FinFET VLSI technologies (28nm and lower) have become highly suspectable to reliability issues and in particular to transistor aging. Transistor aging is the deterioration process of transistors due to charge carriers trapped at the dielectric insulator of a transistor gate. This phenomenon is induced by Hot Carrier Injection (HCI) and Bias Temperature Instability (BTI) effects that are further discussed in Section 2. The common approach to handle such degradation in digital circuits is to provide extra timing margin to the clock cycle time and hence, take the timing degradation into account (as a result ICs incur performance degradation). One may consider it as an adequate solution as long as the aging is symmetric, i.e. all transistors are aged at the same rate. Unfortunately, many digital circuits may experience asymmetric transistor aging. As a result, different paths in circuits may incur uneven degradation that may result in critical timing violations. Asymmetric aging is mainly induced by the BTI effect ([3-5]) as a result of applying constant voltage to transistor gates for long period. The duration of time required for the transistor to incur such a degradation may vary between 10s of seconds up to several weeks ([4]). As a result, even if the asymmetric delay shift is relatively small, critical timing constraints in the logical circuit may not be met. This observation makes logical elements that are maintained under constant logical values for long duration as susceptible for severe reliability concerns. Past studies indicated that from the architectural point of view, asymmetric aging is commonly induced by dynamic-power saving techniques, e.g. clock gating, that enforce static state on logical circuits and as a result they incur BTI stress ([6]).
	Many of the prior studies, described in Section 2.3, approached asymmetric aging from the physical design point of view. Such approaches were quite complicated since they involved highly complex simulations and analysis methods. Even many of the common EDA tools today lack such a capability and particularly are very limited in analyzing very large-scale circuits which could employ billion of transistors.
	In this paper we generalize the method which we have presented in [7] and introduce an extended design flow and a tool for asymmetric aging avoidance. The proposed tool can automatically analyze data path design structures at RTL or gate-level and identify logical elements which are suspectable to asymmetric aging induced by static BTI stress. The proposed tool uses a special testbench which injects a random data patterns into the tested circuitry while automatically monitoring the logical elements signal probability and toggle rate. The tool can automatically generate special logical circuitry, which is embedded in the design, to avoid asymmetric aging effect while the device is in mission mode. The proposed design flow can be straightforwardly integrated as part of standard design flows of large-scale ICs.
	The remainder of this paper is organized as follows: Section 2 introduces asymmetric aging reliability challenges and reviews previous works. Section 3 presents our proposed tool and design flow. Section 4 describes our experimental results and finally, Section 5 summarizes the study and suggests future research works.
Asymmetric Aging
The susceptibility of modern process technologies to reliability-related issues has grown dramatically. Starting at 28nm process technology and below (16, 7, 5, and 3nm), design efforts dedicated to reliability have substantially increased. The design community has mainly tried to enhance physical design flows to minimize and eliminate reliability-related issues. Such flows involve substantial design efforts and, in many cases, require multiple iterations to make the IC comply with the design rules (also known as the “sign-off process”). We now describe the asymmetric aging effect and thereafter provide an overview of previous studies. 

Asymmetric Transistor Aging
Transistor aging is the deterioration process of transistors, residing in logical elements ([8, 9]), due to charge carriers from the transistor inversion channel being trapped at the dielectric insulator of a transistor gate. There are two physical mechanisms that cause charge carriers to be trapped: 1. Hot Carrier Injection (HCI), which involves charge carriers that flow from the transistor source to the drain; the charge carriers may get trapped in the gate oxide due to excessive energy levels. 2. Bias Temperature Instability (BTI), where charge carriers are also caught in the dielectric gate insulator, but this time no current flow is required between the source and drain of the transistor; rather, they may get caught whenever voltage is applied to the transistor gate. When gate voltage is removed after a short period of time (<10s), the damage is partially reversible, and part of the charge carriers is detached. 
Both BTI and HCI increase the transistor threshold voltage, reduce charge carriers’ mobility in the channel, and mandate a higher voltage to switch on the transistor. In addition, they also slow down transistor speed due to the degradation in the transistor current. As a result, ICs may experience major frequency degradation over their lifetime. Various methods for dealing with aging effects have been offered and these are physical design or circuit-based solutions ([9–11]). The most common approach is to provide extra margins for the clock-cycle time to compensate for the lifetime performance degradation. 
	Recent studies have discovered that the degradation due to aging may not be uniformly distributed. This may happen inside a logical cell when p-devices and n-devices age unequally and, as a result, rising and falling transient edges may experience different delay shifts. In addition, it can also occur between different paths in a logical circuit [7, 12], which incur uneven aging degradation, possibly resulting in critical timing constraint violations. When such violations involve setup timing constraints, they can be mitigated by reducing the clock frequency; however, when hold constraints are violated, the circuit will incur severe reliability issues that cannot be mitigated. This phenomenon, referred to as “asymmetric aging”, has become a major reliability concern in mission critical systems. 
Asymmetric aging is induced as a result of unequal static stress applied to logic elements for long periods, which may vary between tens of seconds up to several weeks ([7]). BTI has been found to be the main contributor to this phenomenon that may affect both p-type (known as NBTI) and n-type (PBTI) transistors. NBTI exhibits higher impact by several orders of magnitudes relative to PBTI, though in advanced process technologies PBTI was shown to also have considerable impact. As a result of the BTI effect, logical paths that are under different static stress will age asymmetrically and introduce new timing violations that cannot be identified by conventional timing verification methods.
Asymmetric aging is highly complex to model, analyze, predict, and avoid in very large-scale ICs and, therefore, it has become a major reliability issue. In addition, timing analyses that takes into account the asymmetric aging effect are non-trivial as they depend not only on the mode of operation (static vs. dynamic stress) but also on the operating conditions and technology specifications. Conventional timing verification tools ([13]) lack any information related to the lifetime activation modes of the digital circuit, e.g., standby modes, constant values and activation of clock gates that are applied for long periods.
	From architectural point of view, asymmetric aging in many cases is a result of a dynamic power saving techniques that enforce static state on logical circuits and as a result they incur from BTI effect. This is demonstrated by Figure 1 on 2 typical scenarios that are common in various logical circuits. Figure 1 (a) depicts a logical shifter implemented by a multiplexor where the input data is left shifted in accordance to the multiplexor control. The static logical of logical 0 padding in the multiplexer input introduce static BTI stress and as a result the multiplexor may suffer from asymmetric aging. Another example, depicted by Figure 1 (b), shows an idle data path of an execution unit (e.g., a floating-point adder or multiplier) which is under static stress. The inputs to the block are stored by clock-gated registers and when the unit is not in use the clock is disabled. This will induce a static logical state on all the internal gates inside the execution unit.
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[bookmark: _Ref38963391]Figure 1 - Asymmetric Aging in (a) logical left shifter, (b) execution unit with gated clock

Prior studies
Many of the prior works approached asymmetric aging from the physical design point of view. Such an approach is not straightforward, since the process of simulating, analyzing and fixing asymmetric aging issues in large-scale circuits is highly complex ([15]), with only a few EDA tools (e.g., BERT, RelXpert) today having such a (limited) capability ([16, 17]). The suggested strategies attempted to cope with the problem from various directions. One approach was to enhance the process node to reduce the impact of the BTI effect. This, however, became highly challenging due to the down-scaling dimension of the gate oxide. Traditional approaches relied on taking margins in timing closures for both setup and hold that would take into account the asymmetric aging effect. This was found to necessitate a highly complex analysis and, in many cases, ended up in overdesign. Other studies attempted to model and predict the degradation as a result of NBTI ([3–5, 7, 12, 13, 18–20]) and suggested various solutions such as transistor sizing, VDD tuning, duty cycle reduction and also decreasing the transistor channel length. Agrawal et al. in [21] presented a mechanism for circuit failure prediction by collecting data from special sensors placed in different locations in the silicon die. Their results indicate that by using these sensors, they can reduce the conservative margins used by the traditional design flows and improve chip performance. Further studies ([22–25]) also introduced methods for analyzing digital circuits and identifying critical gates that are the most susceptible to NBTI stress. This was done by employing an aging model (consisting of BTI-aware libraries) and an aging-aware timing analysis. 
While many studies attempted to cope with asymmetric aging from the physical design point of view, only a limited number of works examined this phenomenon from an architectural point of view. Firouzi et al. suggested a NOP instruction insertion to reduce the impact of NBTI on the execution stage of MIPS processors ([26]). This method was found to provide limited improvement ([27]). Abbas et al. suggested running anti-aging programs instead of idle tasks when the processor is not utilized ([27]). The anti-aging programs generate specific value patterns to repair the BTI asymmetric aging effect in the execution unit combinatorial circuits. This technique was efficient; however, it required complex analysis of the critical paths and the requisite anti-aging values. Moreover, it was limited to handling the execution stage combinatorial circuits only and assumed a scalar processor. Note that in the case of out-of-order processors, such techniques may become limited in mapping the anti-aging patterns to the multiple execution units. Chen et al. examined the performance degradation due to asymmetric aging in multicore systems where processors may be asymmetrically aged due to different workloads and utilizations ([34]). They suggested reserving certain cores at early stages of the system lifetime to be used for executing critical missions at late stages. Field Programable Gate Array (FPGA) devices may also be highly susceptible to NBTI. Unused FPGA logic can suffer from long constant logical stress and, when such logic is used again, it may incur asymmetric aging degradation. A technique to reduce the impact of asymmetric aging on FPGA was introduced by [29] who suggested bundling unused FPGA elements in logical chains and toggling them at low rates to prevent the constant NBTI stress. Other studies proposed solutions for asymmetric aging in processor’s memory system ([7, 30, 31, 32, 33]). Various techniques aimed to mitigate SRAM asymmetric aging degradation by balancing signal probability of 0 and 1 states. 
Design-Flow and Tool for Asymmetric Aging Avoidance
In this section we present new design flow and tool to cope with the asymmetric aging problem. The propose flow and tool are based on our prior study ([7]) where it has been observed that data path circuits may be highly susceptible to asymmetric aging under different workloads. The experimental analysis, which has examined various benchmarks and applications, indicates that that microprocessors execution units, such as integer ALU, FP adder, multiplier etc., may incur very long static BTI stress. For example, when integer benchmarks are used, the utilization of FP execution units is extremely low resulting in excessive BTI stress. In our prior study, we proposed a novel scheme to mitigate BTI stress over FP adder. Our proposed scheme utilizes a pseudorandom sequence bit (PRBS) generator ([35]) that generates pseudorandom patterns into the data path of the FP adder unit to prevent extended periods of constant stress. 
In this study we generalize our previous work and extend it to automatically handle any data path logical structure. We introduce a full design flow and a tool to minimize asymmetric aging effect in data path logical structures. We first start by presenting our proposed design flow and next we describe the implementation and configuration details of our automated tool.

Asymmetric Aging Avoidance Design Flow 
	The proposed design flow is depicted by Figure 2 consists of two iterative phases. In the first phase the analysis is done at RTL level and once completed the second phase is performed on the synthesized design at gate-level. In the RTL level phase, our tool runs on the original design and the run setting are specified through a special configuration file which will be described later. The tool automatically generates two modules: a testbench module and synthesizable module. As presented by Figure 3, all the logical components that are automatically added by the tool are shown by light and dark grey colors. For the synthesizable design module, the tool generates a top-level wrapper which instantiates the original data path, a pseudo random bit sequence (PRBS) generator and a multiplexor. The PRBS generator, which is activated by a slow frequency clock, generates pseudorandom patterns that are fed into the data path module through a multiplexor to prevent extended periods of constant stress. The multiplexor, connected to the data path inputs, is controlled by the slow clock and arbitrates between the functional inputs and the PRBS outputs. The slow clock frequency can be in the order of MHz or even lower, to minimize dynamic power overhead. Varieties of PRBSs generators are used for communication and security applications. We examine a simple PRBS circuit ([35]) as part of our study, which introduces very small logic and power overhead while being able to generate random patterns that are sufficient to toggle the execution unit at a low rate.
The testbench module is used to quantitively measure through RTL simulations the effectiveness of the asymmetric aging avoidance circuitry which is integrated as part of the synthesizable module. The testbench module instantiates the synthesizable module with the clock generators and a set of signal probability counters. The tool automatically maps all the nets in all hierarchies of the original data path design and associates each net with an individual counter. Through the RTL simulation, the counters measure the number of clock cycles in which the corresponding net is in logical state of 1. The signal probability 1, denoted as SP(1), of every net in the synthesizable design is calculated by dividing the corresponding counter value by the number of simulated clock cycles.
In the next step of our design flow, the tool invokes an RTL simulation of the testbench. When the simulation is completed, it dumps the signal-probability counter values and the corresponding net names into a temporary file. The file is post-processed by the tool and a report is generated. The report summarizes the SP(1) of every net in the design and will be further described as part of the tool implementation detail. The report, which is presented for the designer review, highlights all the nets with excessive BTI stress that could not be mitigated by the asymmetric aging avoidance circuitry. If some of these cases can be fixed by the designer at RTL level, the process will repeat itself till there are not manual fixes left. An example of such a manual fix is illustrated by Figure 4. In this example, one of the multiplexor inputs is connected to logical 0. This, of course, induces excessive BTI stress no matter what logical value of the mux select signal is. As it can be observed by Figure 4, this stress can be simply eliminated by replacing the constant 0 with a NOT gate which is connected to the multiplexor selector. The manually fixed circuit is, of course, logically equivalent to the original circuit and is capable to eliminate the static stress assuming that the multiplexor select signal has SP(1)=0.5. It should be noted that our design flow does not necessarily rely on such manual fixes by the designer, but rather it offered to the designer as an optional step. 
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[bookmark: _Ref67594753]Figure 2 - Asymmetric aging avoidance design flow
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[bookmark: _Ref67588864]Figure 3 – Automatically generated design with asymmetric aging avoidance agent
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[bookmark: _Ref67681200]Figure 4 – Manual fix at RTL level
The second phase of our design flow runs at gate-level. The synthesizable module, which includes the original data path, and the asymmetric aging avoidance circuitry is synthesized using standard synthesis tools. The gate-level netlist is presented to the tool as an input. The tool automatically generates a testbench module as illustrated by Figure 3, similar to the run at the RTL phase. In this phase the tool automatically analyzes the gate-level netlist and uniquely associates every net to an individual signal probability counter. In the next step, the tool invokes a gate-level simulation of the testbench and the gate-level netlist. Similar to the RTL phase, once the simulation completes, all counter values are dumped into a temporary file and a signal probability report is automatically created and presented to the designer. Since the pattern generated by the PRBS circuit may not be able to propagate to all the nets in the design, a step of incremental fixes might be needed.  The incremental fixes and optimizations can be manually made by the designer similar to the RTL phase, however in this case the tools can be configured to automatically perform incremental fixes on nets with asymmetric BTI stress.
The automatic fix procedure is done by the tool as an engineering change order (ECO) on the gate-level netlist. The tool provides two options (which can also be combined together) for the designer to specify the required nets to be fixed. In the first option, the designer provides a list of nets to be fixed by the tool. In the second option, the designer provides two SP(1) threshold values: threshold-high (thH) and threshold-low(thL). Given the two threshold values, the tool will fix all nets with SP(1) in the range of 0 to thL and thH to 1. For example If thL=0.2 and thH=0.7 then all nets with SP(1) lower or equal 0.2 or higher or equal 0.7 will be fixed. 
The process of identifying the nets which require incremental fix can be done by running a standard timing verification combined with aging models. The aging models will use the signal probability number that are obtained by our flow in order to accurately model the aging degradation of every cell. Once a timing report is generated, the candidate nets for incremental fix can be obtained from all the violating paths in the report.  
The fixes which can be performed by the tool are illustrated by Figure 5. The tool automatically detects all the nets to be fixed and inserts a multiplexor which drives the input of the original net. One of the inputs of the multiplexer is connected to the original driver cell which drives the net before the fix, while the second input is connected to one of the outputs of the PRBS generators. The inserted mux selector is controlled by slow clock which injects a pseudo rando logical value to the fixes net. Using this method, the tool can assure that the pseudo random patter can propagate into a selective number of nets in the design. It should be noted that the fix process is fully controlled by the designer. The designer can take into account the overall design considerations and do the needed tradeoffs between the required number of fixes to meet reliability requirements and the power and area overhead associated with the incremental fixes (which is also presented by the tool as part of its report). A broader discussion on overhead is presented in Section 4 as part of our experimental results. 
[image: ]
[bookmark: _Ref67686186]Figure 5 - Automatic incremental fix of a net with asymmetric BTI stress 
	Asymmetric Aging Avoidance Tool Architecture 
The block diagram of our asymmetric aging avoidance tool is illustrated by Figure 6. The tool has been designed in Tcl language and includes the following software modules: configuration file parser, HDL generation engine, signal probability analyzer, incremental fix engine and report generator. The configuration file parser reads the configuration file supplied by the designer. TABLE 1 summarizes the main configuration parameters of the tool.
The parameters parsed from the configuration are provided to all other internal modules of the tool. The HDL generation engine creates a new top-level wrapper for the synthesizable design and a testbench module which are depicted by Figure 3. The HDL generation engine also invokes the simulation and once the simulation is completed a dump file of the SP(1) information is created. The dump file is analyzed, and the information is provided to the report generator and the incremental fix engine. The report generator can generate any combination of the reports provided by the report command specified in the configuration file (as presented by TABLE 1). Finally, the incremental fix engine identifies all the candidate nets for fix, which are identified by the signal probability analyzer, and inserts the incremental fixes shown by Figure 5 into the synthesizable design.

[bookmark: _Ref67761886]TABLE 1 
CONFIGURATION PARAMETERS
	Parameter
	Details

	prbs_type
	Specifies PRBS type: PRBS9, PRBS31 or none.

	design_type
	Species the data path design type: RTL or gate-level

	inv_synt
	If set to TRUE, the tool will launch the synthesis tool

	inc_fix
	If set to TRUE, the tool will perform incremental fix at gate-level.

	inc_fix_nets
	Specifies a list of nets to be fixed provided by an input file

	thH and thL
	Specify the threshold high and low values when incremented fix is executed.

	report
	histogram – generates SP(1) histogram.
netlist – generate SP(1) textual report.
Violations – generates textual report of all violating nets with SP(1)<thL and SP(1)>thH
area – reports estimated area overhead as a result of incremental fixes.
power – reports estimated power overhead as a result of incremental fixes.

	fix_cell_type
	Specifies the standard library cell to be used in the incremental fix procedure.



Experimental Results
In this section we present the experimental results of our design flow and tool to mitigate asymmetric aging effect. Our experimental analysis consists of three parts: first, we present the signal probability improvement that is gained by our tool. Second, we summarize the impact on power and area as a result of our design flow, and last, we present timing analysis with aging models which demonstrates the reliability improvement gained by our design flow. In the last part we also combine the incremental fix mode that is offered by our tool.
As part of our experimental analysis, we examine the effectiveness of the full flow presented by Figure 2 on various data path units. The examined data path execution units consist of integer ALU, FP adder, FP multiplier, FP divider and FP round logic.  All modules have been obtained from OpenCores[footnoteRef:2] repository.  [2:  www.opencores.org] 

Our analysis is performed on a 28nm process technology using the Synopsys Digital Cell Libraries (SAED_EDK28_CORE) [38]. The process technology and synthesis parameters are summarized in TABLE 2. For every examined block, we run our tool in RTL-level and gate-level. The PRBS generator that we use is PRBS9. We examined different PRBS generators, and we have found that this type of PRBS has the optimal performance with minimal overhead. The simulation time of our testbench is 1 million clock cycles. The next subsections summarize our experimental observations and results.




[image: ]
[bookmark: _Ref67758688]Figure 6 - Asymmetric Aging Avoidance Tool Block Diagram



[bookmark: _Ref62148383]TABLE 2 
PROCESS TECHNOLOGY PARAMETERS
	Core Model

	Process
	28nm

	PDK
	Synopsys SAED 28nm

	Core VDD
	1.05 V

	Clock frequency
	420 MHz

	Synthesis tool
	Synopsys Design Compiler Q-2019.12-SP1

	Process corner
	SS_1p05_125C (Slow-Slow corner)



Signal probability experimental analysis
In the first part of the experimental analysis, we examine the SP(1) distribution on our data path modules. Initially, we run the tool at RTL level and generate histogram reports of the signal probability for every module. In the next step, we synthesize every module with the asymmetric aging avoidance circuitry. Last, we run the tool on the gate-level netlist and generate histogram reports for the SP(1) distribution. The histograms generated by the tool (for both RTL and gate-level) are presented by Figure 7.  Clearly, it can be observed that our tool and asymmetric aging avoidance circuitry can eliminate the majority of nets from being under continuous BTI stress. The FPU adder, FPU multiplier and the ALU exhibit SP(1) in the range of 30-70% for the majority of nets. The FPU divider and FPU round modules have even tighter distribution and the majority of their nets have SP(1) in the range of 40-60%. The histograms show that a smaller portion of nets cannot be toggled effectively and remain static through most of the simulations. We have identified that this behavior is due to:
1. Constant values in the design which are logical 0 or 1.
2. Big logical shifters in the FPU adder, FPU multiplier and FPU divider that involve many nets with constant zero-padding. 
Such constant nets can be easily fixed by running our tool in incremental fix mode. However, this may not be needed in this case since such nets are not typically on the critical path of the asymmetrically aged design. In subsection C we will present the impact of the SP(1) distribution on reliability and violated timing paths as a result of asymmetric aging.
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[bookmark: _Ref67899103]Figure 7 - SP(1) histograms for integer ALU, FP adder, FP multiplier, FP divider and FP round execution units


Power and area overhead analysis 
As part of our experimental analysis, we integrated all data path modules and wrapped together in a top-level module, which represent an execution unit that combines multiple processing elements. We hierarchically synthesized the combine execution unit and summarize in Table 4 the overall area and power of every module using the process technology parameters which are presented by TABLE 2. We run our asymmetric aging flow on the combined gate-level netlist with no incremental fix (which will be examined as part of the timing analysis) part. The asymmetric aging avoidance circuitry area and power overhead is also presented by Table 4. As it can be observed by this table, power and area overhead are very small (1.5% and 1.6% respectively). 



[bookmark: _Ref68022943]Table 4 - Area and power overhead of Asymmetric aging aware scheme for execution units
	Module
	Area [um2]
	Power [mW]

	FP Adder
	10,299
	2.27

	FP Multiplier
	60,172
	7.74

	FP Divider
	22,415
	3.40

	FP Round
	3,095
	0.96

	Integer ALU
	49,563
	4.36

	Total area w/o asymmetric aging avoidance circuitry
	145,544
	18.73

	Asymmetric aging avoidance circuitry area overhead 
	2226 
(1.5%)
	0.3 (1.6%)



Timing analysis based on aging models
In the last part of our experimental analysis, we perform a timing analysis based on aging models in order to examine the reliability improvement gained by our proposed design flow. The aging diagnosis methods that we used are similar to those introduced in [7, 44], which were found to be more practical for large-scale circuits. The aging model is based on a simplified BTI aging-aware digital library that is used to model the gate delay degradation (as a function of the SP) combined with conventional timing analysis for aging diagnosis. In the aging-aware library, the rising cell delays were derated by their corresponding NBTI degradation factors, while the falling delays remain unchanged. The derate factors for the aged libraries were generated using SPICE simulations replacing the nominal Vth values with aged Vth values that correspond to the lifetime and SP. The Vth degradation model that we rely upon is based on the reaction-diffusion model, the most widely accepted model for BTI aging by both industry and research communities ([47-50], [36]). The reaction-diffusion model offers the following equation for Vth degradation, Vth, as a result of static NBTI stress:


Equation 1 – The Diffusion-Reaction model for Vth Degradation 
where Ks is a technology-dependent constant, Ea is the activation energy of Si, T is the operating temperature, K is the Boltzmann constant, t0 is the time when the NBTI stress starts, and t is the overall time. 
The aging model we used shows a worst delay shift of approximately 6% over a ten-year lifetime. This observation is similar to previous studies and the industry observations which found that BTI degradations may even reach a 10% delay shift under stress conditions ([7, 39-44]). Figure 8 summarizes the frequency degradation predicted by the aging models as a result of the BTI stress over a ten-year lifetime. 
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[bookmark: _Ref68380297]Figure 8 - Frequency degradation and absolute asymmetric delay shift over a ten-year lifetime.
It can be observed that when the SP(1) is small, i.e., gates are more likely to be under constant logical 0, the frequency degradation is nearly 6% while for a higher SP(1), the frequency degradation drops to 2–3%. This figure also illustrates the absolute delay shift of gates under variable BTI stress relative to gates that are symmetrically aged (with an SP(1) of 0.5). Such a comparison is highly valuable because it demonstrates the asymmetrical delay shift of a circuit under constant BTI stress relative to other circuits within the IC that are symmetrically aged. It can be observed that gates with constant stress (when SP(1) is 0 or 1) experience a 2–2.5% asymmetric delay shift relative to gates that avoid the constant stress (SP(1) of 0.5–0.6). In addition, gates with SP(1) in the range of 30-70% experience significantly smaller delay shift of approximately 1% or lower. It should be noted that the observed asymmetric delay shift, even one as small as 2–3%, may have a crucial impact on circuit reliability by introducing unbalanced clock tree, set-up and hold timing violations. This implication is further supported by the timing analysis comparison of fresh, aged and asymmetric aging-aware designs (using our proposed design flow and tool) that is summarized by TABLE 4 and TABLE 5. The timing analysis, which was done using aged and fresh library models, shows that all modules incur setup violations when asymmetric aging is considered. In addition, the FP adder, FP round and FP divider also experience hold violations. It should be noted that even if the integer ALU still meets the hold constraints, the positive slack becomes smaller and thereby the design becomes marginal. TABLE 4 and TABLE 5 also show that our proposed asymmetric aging avoidance tool dramatically reduces the timing violations of the asymmetrically aged design. The FP divider, FP round logic and integer ALU are now clean from any timing violations. Both FP multiplier and FP adder exhibit small number of setup and hold violations which are cleaned by applying our incremental fix flows. In both the number of paths involved are very small and therefore the power and area overhead as a result of the incremental fix flow is negligible. 
	Based on our comprehensive experimental results, we clearly observed that our design flow and tool are able to cope with different type of data path design modules by minimizing the asymmetric delay shift and thereby eliminating reliability issues. This has been accomplished with a very small area and power overhead. 

[bookmark: _Ref61430216]TABLE 4
NUMBER OF SETUP VIOLATED ENDPOINT PATHS FOR FRESH, AGED AND ASYMMETRIC-AWARE DESGINS

	
	
	Max Delay (Setup)
	
	

	
	Fresh
	Aged 
	Asym. Aging-Avoidance Tool
	Incremental fix flow

	FP Add.
	0/687 
	4/687 
	1/687 
	0/687 

	FP Mul.
	0/1803
	12/1803
	3/1803
	0/1803

	FP Div.
	0/992
	4/992
	0/992
	0/992

	FP Rou.
	0/322
	8/322
	0/322
	0/322

	Int. ALU
	0/134
	2/134
	0/134
	0/134



[bookmark: _Ref68382059]TABLE 5
NUMBER OF HOLD VIOLATED ENDPOINT PATHS FOR FRESH, AGED AND ASYMMETRIC-AWARE DESGINS
	
	
	Min Delay (Hold)
	
	

	
	Fresh
	Aged 
	Asym. Aging-Avoidance Tool
	Incremental fix flow

	FP Add.
	0/687 
	59/687 
	3/687 
	0/687 

	FP Mul.
	0/803
	68/803
	4/1803
	0/1803

	FP Div.
	0/992
	116/992
	0/992
	0/992

	FP Rou.
	0/322
	115/322
	0/322
	0/322

	Int. ALU
	0/134
	0/134
	0/134
	0/134




Conclusions and discussion 
ICs reliability is a crucial requirement that has been highly challenged by advanced process technologies and new computation-intensive applications such as autonomous vehicles, data centers, cloud computing and life-support systems. Recent advanced process nodes have become highly susceptible to asymmetric aging that can cause critical timing violations in ICs and overall system failure. Asymmetric aging is primarily induced by the BTI effect when constant voltage is applied to transistor gates for long periods. We summarize the contributions offered in this paper as follow:
1. We introduced a novel design flow and tool for asymmetric aging analysis. Our proposed tool can automatically analyze data path design structures at RTL or gate-level and identify logical elements which are suspectable to asymmetric aging induced by static BTI stress.
2. Our proposed tool can automatically generate a special circuitry, which is embedded in the design, to avoid asymmetric aging effect while the device is in mission mode. The embedded circuitry injects periodic of pseudorandom data at low rates to avoid static BTI stress.
3. Our tool introduces an automatic incremental fix procedure where the asymmetric aging avoidance circuitry can be further enhanced to eliminate BTI for gates that are not reachable by the PRBS circuitry.
4. Our proposed design flow can be straightforwardly integrated as part of standard design flows of large-scale ICs.
5. Our experimental analysis show that the power and area overhead associated with the asymmetric aging avoidance circuitry is very small.
6. Our experimental results indicated that the proposed techniques were able to efficiently eliminate constant BTI stress. The aging model used shows that our proposed methods can eliminate an asymmetric delay shift of 2–3%, which precipitates major reliability issues. Our conclusion is supported by the timing analysis comparison that is examined for fresh, aged and asymmetric aging-aware designs. Our analysis shows that our proposed techniques are able to mitigate the asymmetric timing violations.
Asymmetric transistor aging is becoming a highly important phenomenon in many fields such as embedded systems, autonomous cares, memory data bases, and more. Many of these environments require system architects to guarantee the lifetime of products, which may be contingent on their reliability. Meeting such demand requires further extensive studies by different disciplines: process technology, physical design, EDA tools and system microarchitecture. In the most advanced process technologies of 5 and 3nm, reliability related issues are expected to become even more complex mainly because the HCI effect becomes more dominant there. Physical design flows should be developed to better analyze and fix asymmetric aging violations in large-scale circuits. This is a major challenge that requires both industry and research communities to find practical solutions to allow the development of future reliable large-scale ICs. 
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