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Abstract—Modern computers suffer from a limited data transfer rate between the memory and the processing units. One of the attractive potential solutions to this bottleneck is to combine processing and memory by performing computing in the same location where the data is stored. Processing-in-memory (PIM) has been demonstrated by Memristor Aided Logic (MAGIC) using Resistive Random Access Memory (RRAM) memristive devices within crossbar arrays. Nevertheless, RRAM are relatively slow and suffer from a limited endurance. Spin-Torque Transfer Magnetic Random Access Memory (STT-MRAM) is another memristive technology, which is faster and has practically unlimited endurance and is therefore considered as an attractive technology for cache level memories. In this paper, we demonstrate MAGIC within an STT-MRAM array by supplying voltages that provide the requisite current for switching the MRAM devices. The proposed circuit has been evaluated in SPICE simulations with GlobalFoundries 22nm CMOS-MRAM process, including Monte Carlo simulations to verify the proposed design in the presence of process variation and device mismatches. We have found that the probability of correct working of our circuit is 77 %.	Comment by Shahar Kvatinsky: What does it mean? In what conditions? It doesn't seem too attractive. Can you provide more meaningful results?
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 Introduction 
The von Neumann bottleneck referred to the difference in the speeds of operation of the processor and memory that limit the performance of a computing system due[1]. Hence, the processor is not utilized to its maximum capabilities until memory is accessed. This has had serious repercussions in data-centric applications which are prevalent today. Several methods have been devised to deal with this bottleneck and improve the performance of modern computer architectures. One direction is to build application targeted architectures (known as accelerators) such as Google’s Tensor Processing Unit, IBM’s True North and Intel’s Loihi [2][3]. 
Another attractive direction includes device level innovations such as monolithic 3D integration that places memory above or below the processing unit. Intel’s Teraflops Research Chip (Polaris), 3D-MAPS and N3XT architectures have demonstrated this [4], [5]. However, these approaches are ultimately limited by the von Neumann bottleneck as it has not been solved but merely reduced. 
A clearly better solution is to process data in the memory itself. This approach is termed as processing-in-memory (PIM). While performing PIM with conventional memory technologies is difficult, emerging memristive memory technologies enable efficient PIM. In memristive memory, the data is stored within the memristors in the form of resistance. The logical operations are performed by connecting memristors to form different logic gates based on the structure of the memristive memory array. As there is no data movement in this method, the von Neumann bottleneck is absent in this architecture.  
Memristor Aided Logic (MAGIC) is a PIM technique to implement voltage controlled logic gates on memristors using the stored data as the logical states [6], [7]. So far, MAGIC has been demonstrated only on voltage controlled Resistive RAM (RRAM) [8]. While RRAM primary advantage is its density, it suffers from limited endurance and relatively low speed. This limits the benefits from MAGIC. STT-MRAM is another emerging memristive technology with eight orders of magnitude higher endurance [9] and faster switching time as compared to RRAM [10], [11]. Hence, STT-MRAM seems like a better-suited for PIM systems that do not have large memories. To date, literature has only demonstrated logic gates on STT-MRAM using externally applied magnetic field and current signals to switch [12]–[15].
In this paper, we demonstrate MAGIC gates on STT-MRAM using voltage signals. Moreover, the results are generated using realistic device models from CMOS-MRAM GlobalFoundries 22nm process. We demonstrate the MAGIC gates within a 1T-1MTJ (MRAM memristor) memory array, and evaluate it, including in Monte Carlo simulations. Our results show that the gate has a 77 % chance of working correctly when process variations and device mismatches are considered. 
MAGIC Using STT-MRAM 
MTJ Device
The memristive device used in an STT-MRAM is the Magnetic Tunnel Junction (MTJ) which is composed of a fixed polarization layer and a free layer which are separated by an insulating MgO layer [16]. If the magnetization of both layers is parallel to each other, we obtain a high current on application of a voltage across the device. This Low Resistive State (LRS), also known as the parallel resistance state (Rp), is due to the tunneling of electrons through the MgO layer with reduced scattering. Anti-parallel magnetization of the layers leads to a lower current due to High Resistance State (HRS), also known as anti-parallel resistance state (Rap) of the MTJ. The spin-torque transfer (STT) effect is responsible for switching the magnetization of the free layer of the MTJ on application of an electronic current [14]. If the applied current is greater than the current threshold (Ic), then the magnetization is altered which switches the resistance state.
The parameters of the MTJ are taken from GlobalFoundries 22nm process as listed in Table I. To switch the device from HRS to LRS, the current must exceed Iset and its direction is from the free layer of the device to the fixed layer. Similarly, current that exceeds Ireset in the opposite direction switches the MTJ from LRS to HRS.[bookmark: _GoBack][image: ]
Fig. 1. Schematic of a MAGIC NOR using STT-MRAM. Three magnetic tunnel junctions (MTJ, STT-MRAM memristive devices) are used, two as inputs (in1, in2) and a single output (out).
Switching Requirements for a NOR Gate
in1
in2
out
HRS (0)
HRS (0)
LRS (1)
HRS (0)
LRS (1)
HRS (0)
LRS (1)
HRS (0)
HRS (0)
LRS (1)
LRS (1)
HRS (0)

Parameters of the MTJ
Parameter
Value
Rp 
2.8KOhms
Rap
5.8KOhms
Iset
90μA
Ireset 
-90μA


MAGIC NOR using MTJs
The two input MAGIC NOR gate consists of two input MTJ memristive devices (in1, in2) connected in parallel and an additional MTJ memristor connected as an output (out). In the first step, the output memristor is initialized to the LRS, and then a voltage V0 is applied to the circuit. This configuration using MTJ memristive devices is shown in Fig 1. The MTJs used to store the inputs are marked as in1 and in2, while the MTJ that stores the output is marked as out.	Comment by Shahar Kvatinsky: In the figure you wrote Vo and not V0. Fix it.	Comment by Shahar Kvatinsky: Mark the in1, in2, out in the schematic. Also the symbol is shown for the first time, so either have a subfigure for it or somehow explain it.
The switching of the output MTJ depends on the input values as listed in Table II. In the case where both inputs are logical 0, both input MTJs (in1 and in2) are in HRS, and therefore when applying V0, the voltage across the output MTJ (out) will be too low to switch, and remains LRS. In all the other input combinations (11, 10, and 01), at least one input MTJ is in LRS; when applying V0, the voltage across the output MTJ is sufficiently large to switch its state to HRS.
1T – 1MTJ Crossbar Array[bookmark: _Hlk12871474][image: ]
Fig. 2. Schematic of a 1T-1MTJ memory array.
[image: ]
Fig. 3. Illustration of a MAGIC NOR row operation within a 1T-1MTJ array.


STT-MRAM memory arrays are usually built using a one transistor-one MTJ (1T-1MTJ) memory cell as shown in Fig. 2. Transistors are added to each memory cell in the  array to control the currents and to avoid the sneak path problem which is the flow of current through additional paths, different from the desired one [17]. 	Comment by Shahar Kvatinsky: Where did you take this memory array structure? Usually WL is connected to the gates of the select transistors. I think this entire part should be fixed.
See for example: https://www.researchgate.net/figure/Typical-STT-MRAM-cell-and-array-structure_fig1_305403722
The memory and logic operations are performed within the array itself. For writing data, the BSL (Bit Select Line) is pulled high and the voltage corresponding to the bit value is applied across BL (Bit Line) and WL (Word Line). For reading data, SBL is pulled high and a voltage lower than the writing voltage is applied across BL and WL.
To perform logic operations, BSL is pulled high and the MTJs are connected by the WL in each row, as shown in Fig. 3. To realize logic along the row, appropriate voltages are applied to the BLs. As the resistance states represent data the voltage across the output MTJ depends on the resistance of the input and output MTJs. If the voltage across the output is sufficiently high to generate a current greater than Ic, then the resistance of the output MTJ is switched.	Comment by Shahar Kvatinsky: Fix this.	Comment by Shahar Kvatinsky: The figure looks bad. Like you had in the previous version of Fig. 2 – you need to fix the ratio, fonts. Wha is Vc? Write also BSL and BL (like BSL = X, BL = Y, WL = Z). Perhaps use colors? Mark in1, in2, ou. How do you have V0? Its mark is unclear.
What is Vin and Vo? Use the same terminology throughout the paper…
Note that we have used the STT-MRAM to perform logic and memory operations utilizing only 1T–1MTJ array which is different from the 2T-1MTJ array proposed by Zabihi et al. [12]. By reducing one transistor, we are not able to write or read multiple bits along the row at the same time.	Comment by Shahar Kvatinsky: What does it mean? It is unclear. Why? I mean this is the standard 1T1MTJ structure. Elaborate.
Ananlysis and Evaluation[image: ]
Fig 4. Resistance versus time for the {0 0} input case.
[image: ]
Fig 5. Resistance versus time for the {0 1} input case.


Single MAGIC NOR Gate Operation
The original work on MAGIC gates has relied on voltage controlled memristors [6]. For proper logic operation in those devices, the circuit must fulfil the following condition:
                                   (1)
where Vth is the threshold voltage of the memristor. However, MTJ are current controlled devices through the STT mechanism. Hence, different circuit conditions should be found for proper logic behavior. To determine an equivalent value to Vth, the current threshold Ireset is multiplied with HRS. From Table I and (1), we select V0 to be -0.6V in our design. Table III summarizes the results of a single NOR gate simulated in SPICE for the MRJ parameters in Table I.	Comment by Shahar Kvatinsky: Fix all numbers – table III and not Table I for example.
MTJ Based NOR Gate Simulations	Comment by Shahar Kvatinsky: Make it nicer looking, separated input-output from the results. What is "Voltage"? Voltage across the output? What is "current"? Current in the output? Unclear. Change the name of MTJ0.
	Input
	Output
	Current in out [µA]
	Voltage across out [mV]
	 Resistance of out [KOhms]

	0 0
	1
	106
	-296
	2.79

	0 1
	0
	87
	-477
	5.48

	1 0
	0
	87
	-477
	5.48

	1 1
	0
	80
	-444
	5.55



1T-1MTJ MAGIC NOR Evaluation
In this sub-section, we derive the gate voltages needed to perform MAGIC NOR using STT-MRAM memory arrays. The main constraint faced when deriving the gate voltages is the W/L ratio of the transistor. To enable a higher voltage drop across the MTJ, the transistor should have a lower resistance value. We can decrease the transistor resistance by increasing the W/L ratio, which is the same throughout the array. Another constraint is that the gate high voltage is identical for all input cases.
 First, consider the input pattern {0 0} for which the output must remain in the LRS. Hence, the voltage across the output was required to be at -0.2 V which is 0.15 V lower than the threshold of -0.35 V. It was chosen to be 0.15 V less than the threshold to avoid any case of accidental switching from the LRS to the HRS. The threshold voltage was found to be 0.55 V for the transistors. The currents in the Vc node were equated. The transistors are required to operate in the saturation region as the magnitude of current through them varies less for a change in the voltage across the drain to source when compared to the linear region. Hence, the expression for the Vc node is 	Comment by Shahar Kvatinsky: What is Vc? You have it in one figure (that need to be changed) but not in the general logic gate schematic. Be consistent.
                                                                       (3)
where Vg1, Vg2 and Vg0 are the gate voltages of the transistors connected to the inputs and output memristors, respectively. Vth_trans is the threshold voltage of the transistors, and V0 is the voltage at the output that we aim to provide to the output MTJ. We have chosen Vg1 and Vg2 to be the same and fixed the magnitude at -0.6V. At the beginning of the operation, the output MTJ is in LRS, i.e., 2.8 kOhms, and will account for a voltage drop of 0.2V. The two HRS input MTJs are connected in parallel and would provide approximately 2.7k Ohms. As this combined resistance is close to 2.8 kOhms the voltage drop across these input MTJs should be approximately 0.2 V. The input is fixed at -1.5V and the source terminal of the transistors connected to the input MTJs would be at -1.3 V. As the threshold voltage is 0.55 V for the transistors, the gate to source voltage should be greater than 0.6 V to turn on the transistors. Hence, we have chosen the gate voltages to be -0.6 V so that -0.6-(-1.3) = 0.7 V which is 150 mV greater than the threshold voltage to ensure sure operation of the transistors. For a Vg0 of 0V, (3) yielded Vc as -0.8 V. As the Vc is the source terminal of the transistor connected to the output, Vgs of this transistor is 0.8 V which is 0.25 V higher than its threshold. Hence, by this analysis we have been able to fix the gate voltages for the MAGIC NOR operation.	Comment by Shahar Kvatinsky: This is always the case, the gates must be identical… You also said it as a constraint (and it is true for real arrays).	Comment by Shahar Kvatinsky: Too many words. Just add a figure to illustrate it instead of giving many numbers.
     For the input pattern {1 0}, the current at the Vc node was equated as in the previous case and with the same gate voltages. Note that the value of Vo is -0.5V as in this case to ensure the switching of the output MTJ we have chosen to provide it a voltage 0.15 V greater than its threshold of 0.35 V. For the same gate voltages used in the previous case, Vc is -1.1 V which ensures the correct operation of the transistor connected to the output MTJ.   
Figures 4, 5 and 6 show the resistance of the inputs and output MTJs for the different input cases. At 5ns, the voltage V0 is applied and the transistor gate voltages were applied at 8 ns. The 1T-1MTJ array executes NOR gate correctly. The values of Vo and Vc are listed in Table IV.	Comment by Shahar Kvatinsky: The graphs look bad. Change the numbers (not 1.00E-008 but 10 in psec), use colors, make it look professional.
I don't see how the caption for Fig. 6 can be edited. 	Comment by Shahar Kvatinsky: Still terrible graphs. Show resistance is KOhm instead of Ohm.
Order it as inputs on top and then output at the bottom.
Increase title font sizes.
	Comment by Shahar Kvatinsky: What is the array size? What is the configuration? It's unclear.	Comment by Shahar Kvatinsky: Add the voltage V0 (as the top sub-graph) to the graphs. One cannot understand that this is the case.	Comment by Shahar Kvatinsky: Now I confused – what do we see in the graphs? Explain better and mark everything in the graphs (and schematics?)
You need to say what is the array size, what was your methodology to evaluate the array, what are the different timings, etc.	Comment by Shahar Kvatinsky: V0 is not contstant? You mixing the terminology…	Comment by Shahar Kvatinsky: What is "predicted"? Where do you explain it? What is the reason for the differences? Discuss your results (but first explain what you are presenting).
Monte Carlo Simulations[image: ]
Fig 6. Resistance versus time for the {1 1} input case.
Vo and Vc for MAGIC NOR Gate

Input

Output
Simulation
Predicted


Vo [mV]
Vc  [mV]
Vo [mV]
Vc [mV]
0 0 
1
-0.24
-0.9
-0.2
-0.8
1 0
0
-0.55
-0.9
-0.5
-1.11
1 1 
0
-0.6
-1.05
-0.5
-1.11
Monte Carlo Simulation Results
Input
% Switching
from 1 to 0
% Not switching
from 1 to 0
Error
Pe
1 1 
8
92
0.08
0 1
15
85
0.15
0 0
53
47
0.47


    To verify the functioning of the logic gate in practical devices with process variation, we performed Monte Carlo simulations, where each input pattern was simulated 100 times and the results are listed in Table V. The device models for Monte Carlo simulations are from GlobalFoundries. These models accounted for process variations and device mismatches and produced different outputs in each simulation.	Comment by Shahar Kvatinsky: What was changed in each simulation? Where did you get the statistical model from (for MOS and MTJ)? Elaborate more on the methodology and on the results.	Comment by Shahar Kvatinsky: What do you mean by that? Be more specific. From GlobalFoundries 22nm library? For both MTJ and CMOS? What are the parameters that are changing? Provide more information.
   In Table V, the last column Pe gives the probability of error in the operation of the logic gate for each input case. The probability is 0.08, 0.15 and 0.47 for the {1 1}, {1 0}, and {0 0} cases, respectively. The output voltage in the {0 0} case is closer to the threshold of the MTJ than the output voltage in the other cases. This leads to a higher Pe. The average Pe is 23%. Hence, our gate has a 77 % chance of working correctly when process variations and device mismatches are considered.	Comment by Shahar Kvatinsky: Again, this doesn't say much. What is the standard deviation? 77% for what corner (for deviation of how much in the parameters)? It is not a good number. Also, it is not the average that matters since we can see that 00 is problematic. You should design it accordingly.
[bookmark: _Hlk12884091]Conclusions
In this paper, we have demonstrated that MAGIC gates could be implemented using STT-MRAM within 1T1MTJ memory arrays by providing voltage signals. Furthermore, we have evaluated their functionality and shown their vulnerability to process variation and device mismatches. In future work, we plan to investigate how to improve their vulnerability to process variation. 
 References	Comment by Shahar Kvatinsky: Fix references. All of them are not according to the right format (see Eby Friedman's rules of writing).	Comment by Shahar Kvatinsky: Still not good. From [3] that is completely wrong, to some that are just bad (see the formats and carefully fix it.
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