
Modular network for object detection deep neural
network optimization

Anonymous Author(s)
Affiliation
Address
email

Abstract

We present a novel modular object detection convolutional neural network that1

significantly improves the accuracy of object detection. The network consists of2

two stages in a hierarchical structure. The first stage is a network that detects3

general classes. The second stage consists of separate networks to refine the4

classification and localization of each of the general classes objects. Compared to5

a state of the art object detection networks the classification error in the modular6

network is improved by approximately 3-5 times, from 12% to 2.5 %-4.5%. This7

network is easy to implement and has a 0.94 mAP. The network architecture can be8

a platform to improve the accuracy of widespread state of the art object detection9

networks and other kinds of deep learning networks. We show that a deep learning10

network initialized by transfer learning becomes more accurate as the number of11

classes it later trained to detect becomes smaller.12

1 Introduction13

In this paper, we present a novel highly accurate deep learning network for computer vision object14

detection. In particular, for fine grained object detection. There is constant effort to increase the15

accuracy of deep learning objects detection networks. A major topic in object detection is fine grain16

object detection objects for detecting differences between similar object classes .17

The main principles that guide the building of our network are modularity and hierarchy. Our object18

detection network denoted as modular network, consists of two stages, the first stage is an object19

detection network for detecting multi classes objects where the classes are general. The second stage20

consists of separate object detection networks, each one of them trained to detect only similar and21

related classes that belong to one of the general classes of the first stage network. Images in the first22

stage with detected objects that belong to one of the general classes are passed on to the appropriate23

network in second stage for detailed identification of the object’s kind and location. We compared24

the detection results of our modular network to a state of the art multi class object detection network25

which was trained to detect the same classes as the modular network. The experiments showed that26

our modular network has significantly higher accuracy.27

Our contributions in this paper are: 1) A simple to implement highly accurate, modular and hierarchi-28

cal network for fine grained object detection. 2) We show both experimentally and theoretically that29

a deep learning network designed to detect a small number of classes and initially trained by transfer30

learning is more accurate than a network trained on more classes.31

The modular network architecture suggested in this paper can be used to increase the accuracy of state32

of the art object detection networks by integrating them as parts of the building blocks of this network33

and without changing the intensive optimizations carried out on them. Other types of networks can34

improve their accuracy by inserting them into this modular network platform.35



2 Related Work36

2.1 Object detection37

Notable convolutional neural networks for object detection are [14, 10, 12, 18]. Faster R-CNN38

[13]that consists of: a classification network, a region proposal network which divides the image into39

rectangular regions, followed by regression for additional accuracy in classification and location. .40

Most of the state of the art object detection networks include a core image classification network such41

as Alexnet42

[8], VGG [16] or Resnet [3] these networks use transfer learning based on the training on a large43

image data set such as Imagenet [15] and Coco [9].44

2.2 Hierarchical structures45

Hierarchical structures appear in many forms in computer vision, Fukushima [2] and Jarrett et al [7]46

proposed a neural network for visual pattern recognition based on a hierarchical network.47

3 The modular network48

3.1 Modular network architecture49

We present in this paper a new modular and hierarchical object detection network. The network50

consists of two stages, the first stage consists of a deep learning object detection network trained to51

detect predetermined general classes and the second stage consists of several deep learning object52

detection networks each trained on more fine grained classes belong to the same single general class53

of the first stage network. All the building blocks networks inside the modular network trained on54

negative images too.55

Each independent deep learning network in the modular network goes independently through complete56

object detection processes of training and inference. The full input image data set for inference is57

inserted to the first stage network, if an object in an image is detected to belong to one of this network58

classes the image is passed to inference by the second stage network trained to detect sub classes of59

this class. The purpose of the second stage network is to distinguish between objects of similar classes60

making more detailed classification and more accurate location of the object in the image. Each sub61

network in the modular network was initialized by transfer learning weights [4, 6, 11, 17, 21] trained62

on ImageNet database. Figure 1 shows the modular network in our experiment. The building blocks63

of the modular network are Faster-RCNN network [13]. In the first stage there is a single network64

trained to detect 5 general classes if a class object is detected in an inference image. This image with65

no changes as it entered the first stage network is passed to fine grained detection at the appropriate66

network at the second stage that trained to detect detailed classes belong to the general class detected67

at the first stage.68

One of the main reason that makes the building blocks of our modular networks and the whole69

modular network are more accurate than a regular multi class network is, each of the building blocks70

networks inside our modular network is designated to detect fewer classes than a regular multi class71

network.72

A possible modification of the modular network is a modular network that consists of more than two73

hierarchical stages.74

3.2 Algorithm and deep learning network construction75

a. To detect multiple classes use an object detection network trained by transfer learning. Merge76

similar classes labels to a general class label77

b. Train this network denoted as the first stage network to detect new general classes Ci and additional78

negative images with no labels that don’t belong to any of these general classes.79

c. For each of the general classes Ci , train a second stage network on the same images used to train80

the detection of the general class and on negative images. This time sort and label the training images81
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Figure 1: A modular network whose first stage is a single deep learning network trained to detect 5
general classes. Its second stage networks, consist of 5 separate networks each trained to detect 2
sub-classes of one of the general classes.

with fine grained classes all belong to this general class. It is possible to train the network on other82

images with objects belong to these fine grained classes.83

d. Input images for inference into the first stage network. Images with objects detected to belong to a84

general class are passed to the second stage network dedicated to this class.85

e. Input the passed images for inference in the appropriate second stage network for fine grained86

object classification and location.87

3.3 Advantages and risk of the modular network88

In each of the sub convolutional neural networks inside the modular network, there are fewer classes89

than in a regular network designated to detect the same number of classes as the whole modular90

network. Thus there are more features, filters and network parameters dedicated to detection of each91

class, result in better accuracy in object detection. A small number of features to identify a class92

causing less distinction in detection of similar classes and errors in detection of rare class objects93

of too, since when the amount of features is small features are formed to identify objects types that94

appear in many images in the training. In addition when there are a few features available to identify95

each class more features are formed to detect multiple classes this causes errors in fine grained object96

detection.97

Fewer classes in object detection network mean potentially less bounding boxes of detected objects98

in the image, which gives fewer errors in identifying the objects and finding their locations.99

In the modular network training there are less images in the input data set for each of the second100

stage networks because the training images are distributed over several networks. This results in less101

parameters and features dilution of each image or object by images and objects that not belong to the102

designated classes for object detection.103

The advantage of the hierarchical structure of the modular network compared to detection by many104

few classes networks with no connection to each other is the hierarchical structure drastically cuts105

down the number of required inferences as the inferences are arranged in a tree structure.106

The condition the accuracy of the modular network will be better than a multi class network is,107

a < (a + ∆1)(a + ∆2) (1)

a - the multi-label network accuracy, ∆1 - the improvement in accuracy of the first stage of the modular108

network compared to the multi class network accuracy and ∆2 - the improvement in accuracy of the109

second stage compared to the multi class network accuracy.110

Assuming we use as the building block network of the modular networks the same type of object111

detection network as the multi class network. If the multi class network has low accuracy then the112
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multi class network is preferred since the building blocks networks inside the modular network113

should have a very large accuracy improvement compared to the multi-class network accuracy for the114

whole modular network to be more accurate than the multi class network. For most state of the art115

object detection networks, their accuracy is high enough to use them as the building block network116

for the modular network and obtaining a modular network with higher accuracy compared to the117

selected state of the art object detection network. A risk of the modular network is false negatives118

defections in the network first stage. This may reduce accuracy as some images with true object may119

not be included in the input of the network second stage. To deal with this problem we designed120

a second version of the modular network specified for images sequence where the same object is121

assumed to appear in more than one image. The network architecture of this version denoted as122

modular network v2 is the same as modular network first version, v1, the difference is that after123

inference of all the images sequence in the first stage of the modular network. The entire images124

sequence is sent for inference to the networks in the second stage whose fine grained classes match125

the general classes of the objects detected in the first stage. In this way the loss of accuracy due to126

false negative detection in the first stage is reduced.127

128

129

4 Convolutional neural network classification error model.130

This model describes how reducing the number of classes for detection in a convolutional neural131

network (CNN) reduce the network classification error. Each of the building block networks inside132

the modular network has less classes than the regular multi class network. Let x= { x1. . .xf} be133

the features space. Let c be a set of classes c={c0. . . cn}. Every detection of an object in an image134

is defined by a set of features that are active if this object appears in an image , for example, the135

features set {xm. . .xp} identify objects belong to class C1. N - is the total number of features of136

the designated classes the CNN can identify . L and T are numbers of features of the designated137

classes the CNN can identify based on transfer learning and fine tuning [21] respectively, where138

each feature belong to a single class. U- is the number of features the CNN can identify that are139

common to several classes. N= L+T+U. When each of the designates classes has similar number140

of training images S- the number of features detecting a designated class, is S ≈ N
n ≈

L+T
n + U141

. in this approximation the amount of features for detecting a single designated class is inversely142

related to n the number of the CNN designated classes, the smaller is n there are more features for143

detecting the designated to class making this class objects detection more accurate. The parameters144

that determine K-the number of features a CNN can identify are: r- the numbers of parameters in the145

CNN, a-number of filters, d-sizes of filters, h-number of filters channels and q-number of layers in146

the CNN, these parameters are constant for each network. In this model every CNN has an upper147

bound of total number of features sup K(r,a,d,h,q) it can identify without increasing the classifications148

errors. Classification error caused by a larger amount of features than the optimal amount for the149

network can be for example, from two channels in the same filter where the weights pattern formed150

in each channel detect feature of different class. The two patterns can have partial overlap in shape151

and location. M and B are output matrices of the convolution of each channel with the corresponding152

features map channel. If in martix M there is a feature, part of this feature can appear in Matrice B153

too and the
∑

i,j∈G(|M |i,j + |B|
i,j

) > |M |i,j G is a set of all the i,j couples, where i and j have the154

values of raw and column indices of pixels include in this feature area. This Result in deformation of155

a feature in the filter’s features map which is the sum of all the channels features maps and can cause156

classification error.157

We use Bayes error to estimate the classification error [20, 19, 1, 5]. As an example we analysed158

classification of two fine grained classes C1 and C0. According to Bayes error estimation when159

there is a probability density that a feature xi is activated, i.e there is a probability that feature xi160

appears in the feature map when there is object of class C0 and another probability density that161

feature xi is activated when an object of class C1 is in the image, the classification error caused by162

feature xi is the smallest probability density between these two probabilities densities. The sum of163

the all the smallest probabilities densities classification errors of all the features is the classification164

error. Assuming for each of the features in the network the probability densities to be activates by165

classes C1 or C0 are known. The probability for error in classification is describes in equation.2,166

Where P(C0), P(C1) are the prior probability densities of class C0 and C1 respectively. P(xi| C0),167

P(xi| C1) are the conditional probability densities that feature xi is active given the class is C0 or168
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C1 respectively. Additional criterion in equation.2 is the significance of the feature feature xi in169

the classification.The criterion’s weights for classes C0 and C1 are denoted by wi(C0) and wi(C1170

) respectively. The reason is if an active feature does not influence the classification of an object it171

does not contribute to the classification probability of the object class. The criterion’s weights values172

wi(C0) and wi(C1 )is based on how many times feature xi was essential for the classification of the173

class from all the time this feature was activated by this class objects.174

Perror =

Nf∑
i=1

min(P (xi|C0)P (C0)wi(C0), P (xi|C1)P (C1)wi(C1)) (2)

The probabilities densities of the features are presented in discrete values, which we approximate as a175

continues graph.176

In graphs 1,2 the X-axis is the features range denoted as Nf . The Y axis values is the probability177

density that a feature is activated. In the graph all features with probability of matching a particular178

class are in the same area on the x axis. Features that have a probabilities of matching the two classes179

will be displayed in the graph in a shared area for both classes. The classification error of classes180

C0 and C1 defined by Bayes error, is the sum of or integration, on every feature minimal probability181

density in C0 and C1 mutual area, which is the overlapping area of classes C0 and C1 curves.182

Figure 2: graph.1

Graph.1 illustrates the features probabilities densities of identifying C0 and C1 of a network trained183

to detect ten classes. The active features are about a quarter of the total features in the network. The184

miss classified features area is significant compared to the total areas of classes C0 and C1 features185

this indicates a large classification error. This is because there are many classes and the number of186

features dedicated to each class is small, result in shortage of features to identify fine grained features.187

Since there are many classes the total number of features exceeds the supermum number of filters for188

this network result in features that give false detections.189

Graph.2 illustrates a network trained to detect only two classes and negative images. Most of the190

features detected by this network are of classes C0 and C1. The miss classified features area is small191

compared to the two classes total areas, indicating the classification error is small. The reason is192

the number of features for each class is large this able to train features for detecting more detailed193

features, which reduce the classification error.194

In the first stage of the modular network that trained to detect general classes C0 and C1 ore both195

include in the same general class Cg . Cg = C0 ∪ C1 this eliminates the error of miss classification196

between the two classes result in low classification error .Classification errors in this network are197

between general classes which require less details and less features do differentiate between them.198
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5 Experiments199

5.1 Implementation200

The original training image data set contains 522 images distributed between 10 classes or five201

couples of similar classes. The images augmented to 46,044 training images by mirroring, sharpness,202

brightness and contrast augmentations these images used as the training data set to both the nodular203

network and the multi class network. The size of each of the original images in the data is up to204

800*800 pixels. The size of the output images of the network is 800*800 pixels. For the multi-class205

network and the building blocks networks of the modular network we used the state of art object206

detection network Faster R-CNN with backbone classification network VGG 16. The Faster R-CNN207

network is initialized by training on ImageNet 2012 database contained 1.2 million images for training208

and 50k validation images in 1,000 categories. The sub networks inside the modular network and209

the multi-class network all have the same hyper-parameters values previously optimized on different210

classes than the classes the networks trained to detect, to make the comparison between a multi class211

network and the modular network unbiased. Fine tuning training was made in all the networks inside212

the modular network and the multi-class network and included all the networks layers. Each of the213

networks trained for 40 epochs, with learning rates of: 0.001 on the first 10 epochs, 0.0001 on the214

next 10 epochs and 0.00001 on the last 20 epochs. The test data set contained 125 original images215

distributes similarly between four classes: two dog species Pekinese and Spaniel and two planets216

Mars and Saturn. Both the modular network and the multi class network both inferred on this test217

data. Most of the original images for the training and the test sets were taken from the Caltech 101218

image database and the rest randomly from the internet.219

5.2 Experiments results220

5.2.1 multi-class network221

The multi class object detection network was trained to detect ten classes and negative imges, with222

training loss of 0.0229 , the training loss is defined in Faster RCNN paper [13]. The multiclass223

network inference results are 0.87 mAP and 12% error.224

5.2.2 modular network225

The modular network has two stages. The first stage network was trained on the same training data226

set as the multi class network including the negative images but labeled with five general classes227

instead of the more detailed 10 classes of the multiclass network. The modular network first stage228

classes are dog, planet, bike, boat, bird each of these classes is a unification of a couple of similar229

classes from the 10 classes labeled for training by the multiclass network, the training loss is 0.0216.230

In the second stage each network trained on two fine grained or similar classes as the multiclass231

network was trained on and the same negative images. For example, one network trained on two dog232

species classes Pekinese and Spaniel with training loss of 0.0151 loss, a second network was trained233

to detect two solar planets; Mars, Saturn with training loss of 0.0170. The network was trained only234

on images of these classes from the initial training data set. The modular network v1 inference results235

are 0.94 mAP and4.5% error. The modular network v2 inference results are 0.95 mAP and 2.5%236

error.237

238

The experimental results indicate the modular network is significantly more accurate than the multi-239

class network.240

Table 1 shows experiments results of the mean average precision, mAP, of the modular networks and241

the multi class network , tested on the same images.242

The modular network v1 AP is calculated by taking into account the images detected as false negative243

on the first state of the modular network thereby do not appear on the mAP of the second stage, each244

false negative precision is rated as zero and its part in the calculation of the whole modular network245

mAP is one divided by the total number of this modular network inference images. For example, in246

table.1, the AP of Saturn in the modular network v1 is 0.91 but the AP of Saturn in the second stage247

network is 0.94.248

6



Network dogs AP planets AP mAP

Spaniel pekinese Mars Saturn

Modular net v1 0.97 0.90 0.97 0.91 0.94
Modular net v2 0.97 0.90 0.97 0.94 0.95
Multi-class 0.93 0.74 0.84 0.94 0.87
General classes
modular

0.93 0.92 0.93

Table 1: Object detection average precision

Table 2 shows the experiments results of the networks classification errors. The modular network249

error was significantly reduced to 6% and 3% error for dogs and planets compared to 14% and 10%250

respectively in the multi class network.251

Network Error-dogs Error-planets Error-Avg

Modular network v1 6% 3% 4.5%
Modular network v2 5% 0% 2.5%
Multi-class network 14% 10% 12%
General classes Mod 1.5% 3% 2.25%

Table 2: Classification Error

Figure 3: Left column are object detection images by the multi class network, center column are
detected images by the general classes network and right column are images detected by fine grained
networks

In figure.5 in the first column where the images detected by the multi class network, in the first three252

rows there are errors in classification. While the general classes network and the fine grained network253

detected the same objects correctly. It is shown in second raw images that the detection of the object254
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location is more accurate in the right image detected by the fine grained network compared to the255

object location in the left image detected by the multi class network256

6 Discussion257

Our experiments obtained that most of the classification errors in the multi class network were between258

similar classes. The modular network version 1 and 2 accuracy is higher by additional 7.5%and 9.5%259

respectively compared to the multi-class network. This is a reduction of the classification error by260

2.7 and 4.8 times respectively. We obtained that network with fewer classes is more accurate, the261

accuracy of a network that trained to detect only two similar objects is 9.5% higher in compared to262

the multi-class network that detects 10 classes. The training results indicate that as the number of263

classes trained to be detected by a network become smaller the training loss become smaller too. The264

classification error in the modular network is smaller for planets classes than dogs classes, the planet265

classes are less similar to each other. Thus we obtain the classification error is smaller if the fine266

grained classes are less similar.267

A fundamental question in machine learning is what kind of learning has higher accuracy. A network268

that trained to detect only few focused classes or a network that trained to detect many classes of269

wide range subjects? We obtain that a network that initially trained on a wide range of classes by270

transfer learning and later trained to detect few classes by fine tuning on all the network layers is271

more accurate than a network initialized by transfer learning and later trained to detect larger number272

of classes. Previous works on transfer learning [4, 21] obtained that a network initially trained by273

transfer learning and later trained to detect the designated classes is more accurate compared this274

network when only trained to detect the designated classes. From both findings we conclude that a275

network initially trained by transfer learning and then designated to detect a small number of classes276

is more accurate than if it were designated to detect larger number of classes.277

7 Conclusion278

The modular network presented in this paper significantly improves object detection performances in279

both classification and location. This is true especially for detection require differentiating between280

similar classes. This modular network improves state of the art deep learning object detection281

networks even without requiring a change to those networks architecture and hyper-parameters.282

We found that reducing the number of classes a convolutional neural network is trained to detect283

increases the network accuracy. This modular network could be a platform for other types of deep284

learning networks for example, segmentation , improving their accuracy by implementing them as285

buildings blocks of the modular network. This modular network can be applied for fine grained286

pattern recognition in artificial intelligence, medical images detection and scientific research.287
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