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Abstract

*Online mediation has developed significantly over the past decade, and increasingly so following the COVID-19 pandemic. Online mediation platforms are now integrated in both private and public settings, enabling mediation through diverse means—from videoconferencing software to dedicated platforms that use various procedural and technological tools, including AI-powered applications. The digital transformation of the mediation process introduces challenges and opportunities for mediators, parties and mediation platforms, many of which stem from new digital data-handling practices. This article explores how this digital transformation of mediation impacts parties’ rights to self-determination and privacy. Recognizing that both rights derive from the parties’ right to autonomy,* *the article argues that these rights can be construed in terms of the parties’ control over the flow of information in mediation. Parties exert their control over information communication (the transfer of information among disputing parties and the mediator) and information analysis (identification and analysis of relevant information to support informed decision-making). Accordingly, the proposed model conceptualizes mediation activities and associated risks using two axes: the information reveals axis, which captures the types of information revealed and generated in online mediation; and the information processing axis, which reflects the analytical operations that the parties, mediator and mediation platform perform on revealed information. Next, the article analyzes the norms that regulate participants’ control over the flow of information in the process: Mediation norms that protect the confidentiality of the process and parties’ self-determination; and privacy and data protection norms that govern parties’ control over their personal information. Subsequently, the article discusses how the involvement of digital platforms alters the flow of information in online mediation by creating new types of information and effectuating new ways of information processing that may undermine parties’ control over the decision-making process and outcome, parties privacy, and mediation confidentiality.*

Introduction

A quarter century has passed since the first commercial online mediation system was launched in 1999, designed to resolve disputes between sellers and buyers on eBay’s e-commerce platform.[[2]](#footnote-3) Originally, the project made very basic use of technology: the process began by filling out an online complaint form, which was then transferred to a mediator that attempted to resolve the dispute by communicating with the parties via e-mail.[[3]](#footnote-4)  Over the years, the field of online mediation has developed extensively. Nowadays, there are numerous online mediation platforms that rely on various technological and procedural models—synchronous and asynchronous, in writing and via videoconference, fully automated or facilitated by human mediators.[[4]](#footnote-5) The COVID-19 pandemic was a turning point in the field, as lockdowns and social distancing restrictions accelerated the adoption of online tools in mediation.[[5]](#footnote-6) As in many other professional contexts, conducting mediation sessions via video conferencing platforms like Zoom[[6]](#footnote-7) has become particularly common. Surveys of mediators, lawyers, and litigants[[7]](#footnote-8) indicated high levels of satisfaction with online mediation conducted through videoconference, and revelaed mediators’ strong inclination to continue using this tool in the future.[[8]](#footnote-9) At the same time, sepcialized mediation platforms continued to operate, relying primarily on text-based proceedings. The use of artificial intelligence (“AI”) applications in mediation is also expected to increase, automating tasks such as evaluating the BATNA (best alternative to a negoatiated agreement) by predictomg the expected outcome of legal proceedings and supporting informed decision-making through presentation of relevant information.[[9]](#footnote-10) Recent developments in generative AI enable integrating new applications into mediation proceedings, such as assisting the parties in drafting agreements and facilitaing constructive communication.[[10]](#footnote-11) These technological developments have prompted various efforts to create regulations, standards, and ethical principles to govern online dispute resolution (ODR), including online mediation.[[11]](#footnote-12) For example, professional organizations have drafted recommendations for online mediation,[[12]](#footnote-13) and scholars have begun to deal with the effect of digitization of the process on its quality, legitimacy, and fairness.[[13]](#footnote-14)

Within these debates, the issue of the parties’ rights to autonomy and privacy in online mediation has not received much dedicated scholarly attention.[[14]](#footnote-15) To be sure, the rise in online mediation during the pandemic has brought to the fore data security concerns[[15]](#footnote-16) and some discussion of immediate privacy risks, such as the exposure of parties’ personal space and intrusion of unauthorized participants in mediation sessions held via videoconference.[[16]](#footnote-17) However, online mediation entails many other risks to parties’ autonomy and privacy. Specifically, online mediation involves the digital transformation of the two core activities of mediation: communication and information analysis. When these activities are performed on a digital platform, or by a digital platform, the flow of information in the process is altered in ways that may violate the parties’ right to control it. This alteration may result in an infringement of the parties’ right to control the decion-making process and the outcome in mediation (self-determination), a breach of the confidentiality of the mediation, and a violation of parties’ right to privacy and protection of their personal information. All these harms can constitute a violation of the parties’ autonomy.

In this article, we examine how the digitization of mediation processes impacts parties’ right to self-determination and privacy. We present a novel model that conceptualizes mediation as a process based on the flow of information, which involves communicating infromation and analyzing information. Using the model, we evaluate how the digitization of mediation processes influences the infromation that is being revelaed, the processing of that information, the risks entailed in the process, and the norms that govern these activities and risks.[[17]](#footnote-18)

This Article consists of five parts. Part I reviews the current landscape of online mediation and different types of online mediation platforms. Part II proposes a model that conceptualizes the flow of information in online mediation at the interesection of two axes: the *information reveals* axis, which describes the types of information revealed in online mediations, and the *information processing* axis, which captures actions perfomred on the revealed information, such as its collection, use, and disclosure. Part III describes the norms that govern the flow of information in online mediation, considering meduiation norms, privacy norms and data protection norms. Part IV maps the risks to privacy and self-determination in online mediation using the information flow model. Part V proposes possible courses of action to deal with the identified risks. The article closes with a brief conclusion.

1. The Current Landscape of Online Mediation

Mediation is a process in which an impartial third party facilitates communication and negotiation and promotes voluntary decision-making by the parties to the dispute.[[18]](#footnote-19) The term “mediation process” covers various models, contexts, and styles. Still, one of the most common models is the “problem-solving” approach,[[19]](#footnote-20) in which the mediator helps the parties examine their primary interests and needs to formulate an agreed solution. As part of the performance of her role, the mediator performs various activities throughout the mediation process, which can be divided into different stages.[[20]](#footnote-21) Today, information technologies enable the carrying out of mediation activities in all stages of the mediation process. For this discussion, we propose to divide it into three stages: the planning and preparation stage, the execution stage, and the final product stage.

In the *planning and preparation* stage, information technologies allow mediation activities to be conducted, such as receiving a referral for mediation, obtaining the consent of the parties to participate in the mediation process,[[21]](#footnote-22) collecting background information about the parties and the conflict,[[22]](#footnote-23) initial diagnosis and identification of the problem and the issues of the conflict,[[23]](#footnote-24) assessing the suitability of the case for mediation, as well as an initial design of the process.[[24]](#footnote-25) During the *execution* stage, information technology can be used to present the opening statements of the parties[[25]](#footnote-26) as well as perform central mediation activities such as collecting additional information from the parties, identifying, and reframing the issues of the dispute, identifying the interests of the parties, presenting, and evaluating possible solutions, and of course direct or guided negotiations regarding solutions to the conflict. Information technologies can help draw up the mediation arrangement in the *final product* stage.

To analyze the risk to autonomy and following self-determination and privacy in mediation, we propose to refer to each of the different activities in the mediation process in terms of information flow in a way that their performance, either online or face-to-face, involves parties’ personal information processing, such as collecting, managing, using, and dissemination. Under this framework, the multiple activities in mediation can be classified into three types: *communication*, in which information is transferred among the disputing parties and mediator and collected; *Information Analysis*, which concerns filtering and identifying the relevant information, concluding, and making decisions; and *administrative*, such as payments, coordinating meetings, and storing the mediation file. Table 1 summarizes the various mediation activities carried out during the mediation process. In online mediation, these activities are carried out through digital platforms, i.e., websites and online applications (apps) that provide technological infrastructure and various services through which the mediation process is conducted. Later, we will illustrate how online mediation platforms differ from each other in the technologies they use, as well as in the stages and activities in which technological tools are integrated, and therefore, are differentiated in the way they process the parties’ information, and in the risks that arise from their use.

**Table 1: Mediation stages and some of the main mediation activities**

|  |  |  |
| --- | --- | --- |
| **Stage** | **Activities**  | **Type of Activity** |
| Planning and preparation | Making initial contact with the parties and obtaining their consent to participate in the process | Communication |
| Collecting background information | Communication |
| Initial diagnosis and identification of the problem | Information analysis |
| Designing process plan | Information analysis |
| Execution | Presenting parties’ opening statements | Communication |
| Collecting additional information | Communication |
| Identifying and reframing the issues | Information analysis |
| Identifying parties’ interests | Information analysis |
| Option generating | Information analysis |
| Reality testing | Information analysis |
| Negotiation | Communication and Information Analysis |
| Final product | Drawing mediation agreement  | Communication and Information Analysis |

For this discussion, we will emphasize the fundamental distinction between dedicated mediation platforms, which were designed for use in the mediation process and support the performance of all the mediation activities throughout its three stages, and generic platforms, which were intended for general use, but allow specific activities to be performed in one or more of the stages of the process. For example, generic video conferencing or e-mail platforms can be used for communication activities in each of the three stages of mediation.[[26]](#footnote-27) Similarly, mediators and parties can use generic artificial intelligence (AI) applications to analyze information. For example, the mediator can use AI tools that transcribe and summarize meetings[[27]](#footnote-28) or extract data from documents[[28]](#footnote-29) to identify and reframe the issues in the execution stage. Another example is that the mediator can use AI-powered paraphrasing tools[[29]](#footnote-30) for drawing mediation agreements in the final product stage. Unlike generic platforms, dedicated mediation platforms were designed as a digital arena for the mediation process in all its stages. Therefore, they usually combine various technological tools, including a case management system[[30]](#footnote-31) for *communication* and *administrative* activities, advisory and decision support tools[[31]](#footnote-32) for *Information Analysis* activities, and communication tools[[32]](#footnote-33) for *communication* activities. Dedicated mediation platforms can also offer drafting agreement tools,[[33]](#footnote-34) and plugins based on generative artificial intelligence applications like ChatGPT.[[34]](#footnote-35)

An example of a dedicated mediation platform is NextLevel Mediation.[[35]](#footnote-36) This platform is designed to help the parties and the mediator make decisions in the process while reducing biases through several innovative tools, such as AI questionnaires.[[36]](#footnote-37) These questionnaires are used to collect information from the parties; analyze and assess the interests of the parties, including risk analysis for a realistic assessment of the expected outcome of a legal proceeding and the financial cost of conducting a legal proceeding; and secure conferencing facilities for communication via text, audio, and video, as well as the option to integrate video calls through a generic platform for video conferencing.[[37]](#footnote-38)

One example of a dedicated platform incorporating algorithmic tools into the process is Smartsettle ONE,[[38]](#footnote-39) which collects information from the parties in a structured way and analyzes it using algorithms based on game theory to help the parties reach a compromise by optimizing their preferences. Another dedicated mediation platform, based on generative artificial intelligence, was developed and tested as part of a project of the Cyberjustice Lab at the University of Montreal to help the parties reformulate messages to reduce rivalry and increase cooperation.[[39]](#footnote-40)

Whether a dedicated or generic platform, the platform’s technological components may affect the preference of mediation activities and alter the flow of information in a way that affects the parties’ control over that flow and the process outcome.[[40]](#footnote-41) The influence of technology can be indirect, for example, when online communication affects how the parties and the mediator perceive non-verbal communication, such as body language and facial expressions, in a way that affects the building of trust between the parties and the mediator.[[41]](#footnote-42) The influence of the digital platform can also be direct, when the platform structures and even dictates how communication and information analysis activities are performed in the process.[[42]](#footnote-43) Artificial intelligence tools may also affect the process and its outcome, and raise ethical challenges.[[43]](#footnote-44)

This Article focuses on a specific aspect of managing the process in cyberspace: its effect on parties’ autonomy and their rights to self-determination, privacy, and personal information protection. This aspect is related to the information collection and processing practices used by online platforms, both for internal mediation purposes and for purposes external to mediation, such as creating profiles of users, targeting advertisements, and selling information to third parties[[44]](#footnote-45) or product development,[[45]](#footnote-46) which may affect the conduct of the parties to the mediation.

To understand the risks inherent in online mediation, considering the norms governing online mediation activities, the next chapter will propose an innovative model for describing the mediation process as an information flow process. This model will indicate how the entry of online platforms into the mediation process affects the flow of information in the process, both in terms of the types of information revealed and the use of information.

1. Online Mediation as an Information Flow Process

## Modeling the Flow of Information in Online Mediation

This Part presents an analytical model that traces a critical component common to mediation and privacy protection: information. This model describes the flow of information in online mediation in a way that shows how conducting mediation through digital platforms affects the participants’ right to autonomy and its legal equivalent—mediation self-determination—and privacy, which both can be understood as the parties’ right to control the flow of information in mediation. This model is built as a system of two axes: the axis of information reveals, and the axis of information processing. The horizontal axis, the information reveals axis, refers to the information types revealed and generated in online mediation. The vertical axis, the information processing axis, refers to the operations that are performed on the information revealed. Figure 1 illustrates the innovative model, described in detail below.

**Figure 1: Innovative model for describing the flow of information in online mediation**

 

### Information Reveals Axis

The information reveals axis refers to information types revealed and generated in the online mediation process. On one side of the axis is internal mediation information, i.e., information revealed by mediation communications.[[46]](#footnote-47) The internal information refers to the content of the dispute. On the other side of the axis is external information to mediation, i.e., information revealed and generated using the digital platform.

The term “internal mediation information” refers to information revealed by mediation communications and includes information about the dispute and potentially personal, and even sensitive, information of the participants. Internal information includes information related to the subject matter of the dispute, such as identifying details of the disputing parties, and their positions,[[47]](#footnote-48) interests, and needs[[48]](#footnote-49) the parties’ emotions and how they may influence the development and resolution of the conflict[[49]](#footnote-50) may also be included. Sometimes, internal information includes special categories of personal data that are given special protection under information privacy laws,[[50]](#footnote-51) such as the medical condition of the parties and information about their beliefs.[[51]](#footnote-52) It should be noted that sometimes internal information is visible only to some participants, for example, if revealed in a caucus.[[52]](#footnote-53) Using and disclosing internal information outside of the mediation may violate the parties’ control over the external flow of information, and constitutes a breach of mediation confidentiality and a violation of privacy.

The term “external information to mediation” refers to information revealed and generated using a digital platform in the mediation process and includes both information that the parties provide to the platform to create a user account and information generated using the online service. This information is not necessarily related to the content or subject matter of the dispute. External information may include personal information types like identifiers—such as name and email address—education, professional or employment information, internet activity information, geolocation data, and audio, electronic, and visual information. Digital platforms tend to collect and process such information to provide their services and for business purposes. They create the profiles of users, reflecting their preferences, characteristics, behavior, intelligence, abilities, and other personal and sensitive information.[[53]](#footnote-54) Another type of external information revealed when using video conferencing refers to visual content from the personal space from which the participants conduct the video call, including visual information reflecting living conditions, relationships, and personal preferences. This is either directly due to video of the participant’s private living environment[[54]](#footnote-55) or indirectly, for example, when information from the user’s monitor is reflected in their eyeglasses,[[55]](#footnote-56) generated from analyzing users’ typing-related body movements,[[56]](#footnote-57) or when information is revealed by access the microphone in mute mode.[[57]](#footnote-58)

As in the case of internal information, disclosing external information outside the mediation may violate the participants’ privacy and the mediation’s confidentiality.

### Information Processing Axis

Alongside the information reveals axis, which relates to the types of information revealed and generated in online mediation, the information processing axis describes the operations that are performed on the information revealed.[[58]](#footnote-59) On one side of the axis is information processing for internal mediation purposes, which refers to mediation activities. The internal processing is carried out by the mediator, the parties, and the digital platforms used in the mediation. On the other side of the axis is information processing for purposes external to mediation, which refers to operations such as collection, use, and disclosure of information outside of the mediation process. The external processing can be carried out by the parties and mediator but significantly intensifies when a digital platform is involved.

Processing information for internal purposes of mediation means collecting and using the information revealed in the mediation to further the overarching goal of the process: assisting the disputing parties in resolving their dispute.[[59]](#footnote-60) Communication and information analysis activities, which are applied to internal information, constitute information processing for internal purposes. Information analysis activities include common mediation practices such as identifying, clarifying, restating, and reframing[[60]](#footnote-61) the issues of the dispute;[[61]](#footnote-62) analyzing the positions and interests of the parties to find an area of agreement so they can move toward resolution;[[62]](#footnote-63) proposing and evaluating possible solutions; and drafting an agreement to end the dispute.[[63]](#footnote-64) An online process opens up the possibility that the digital platform will perform information analysis activities. In Chapter ‏2, we reviewed several examples of dedicated mediation platforms that perform information analysis activities, such as NextLevel Mediation and Smartsettle. We also demonstrated how mediators and parties can use generic AI applications for information analysis activities.

As the following discussion demonstrates, information analysis activities performed by the digital platform may infringe on the parties’ control over the flow of information in a way that may violate the parties’ autonomy in decision-making and mediation confidentiality.

Processing information for purposes external to mediation is a mirror image of information processing for internal purposes. It refers to operations such as collecting, using, and disclosing the information revealed in the mediation for purposes other than to serve the overarching goal of the mediation process. A classic example of an external purpose that is carried out by the parties is using mediation communications in later legal proceedings.

The entry of digital platforms into the mediation process adds another layer to the possibility of information processing for external purposes. The typical business models of digital platforms incentivize them to collect and process personal information for their business purposes, such as marketing, advertising, improving the service and the user experience, and training artificial intelligence models.[[64]](#footnote-65) In addition, dedicated mediation platforms are also expected to process information for external purposes, such as improving and developing their products and services.[[65]](#footnote-66) As the following discussion demonstrates, the processing of internal information for external purposes infringes the parties’ control over the flow of information in a way that may lead to a violation of privacy and breach of mediation confidentiality.

## Control Over the Flow of Information in Online Mediation

Control over the flow of information is a fundamental principle related to personal autonomy, both from the perspective of the mediation process and from the perspective of privacy and data protection. Therefore, we argue that undermining the parties’ control over the flow of information in mediation may impair their autonomy in mediation decision-making, mediation confidentiality, and privacy. Figure 2 illustrates the principle of control over the flow of information considering the mediation process and privacy.

**Figure 2: control over the flow of information**



Extensive writing sees autonomy, and its legal equivalent, the right of self-determination,[[66]](#footnote-67) as a central value in the mediation process,[[67]](#footnote-68) which is reflected in the right of the parties to control decision-making in mediation. Indeed, the Model Standards of Conduct for Mediators states, “[a] mediator shall conduct a mediation based on the principle of party self-determination. Self-determination is the act of coming to a voluntary, uncoerced decision in which each party makes free and informed choices as to process and outcome.”[[68]](#footnote-69) Despite the centrality of this value, there is no agreement regarding the scope of its applicability, its meaning, and the mediator’s obligations derived from it.[[69]](#footnote-70) Some relate mainly to the party’s control over the outcome,[[70]](#footnote-71) some relate to control over the outcome and process,[[71]](#footnote-72) and some argue that the parties’ right to control also includes the right to maintain the confidentiality of mediation sessions.[[72]](#footnote-73) This expansive approach is reflected in confidentiality norms.[[73]](#footnote-74) Thus, regarding information flow, the parties’ autonomy in the mediation process implies the right to control the flow of information—*externally* (outside the mediation and for purposes external to mediation) and *internally* (among parties and mediator and for internal mediation purposes).

By this conceptualization, the confidentiality of mediation communications can be understood as controlling the “external flow of information.” When mediation communications are being disclosed outside of the process, for example, within legal proceedings or to the public, without the parties’ consent, their control over the external flow of information is impaired. In online mediation, this harm can occur due to information processing for external purposes by the digital platform.[[74]](#footnote-75) Similarly, the parties’ control over decision-making and the outcome in mediation can be understood as control over the “internal flow of information” since it involves communication and information analysis activities. Impairment of the parties’ control over the internal flow of information may occur within communication activities, for example, when the mediator uses the practice of caucus and conveys information that was obtained during the private session to another person without the consent of the disclosing person[[75]](#footnote-76) or when she selectively transfers information between the parties.[[76]](#footnote-77) Another example is when the mediator pressures the parties to provide information or compromise.[[77]](#footnote-78)

In online mediation, impairment of the parties’ control over the internal flow of information can occur in additional ways, which we discuss at length in Chapter 4. One example, regarding communication activities, occurs when permission is given to access information stored on the digital platform. This may allow a mediation party to view information collected from the other party without his consent in a way that impacts the process or its outcome. Another example, regarding information analysis activities, concerns automated information analysis carried out by the platform, which may affect the parties’ decision-making.

An individual’s control over the flow of information reflects a central principle not only in mediation but also in the field of privacy.[[78]](#footnote-79) This conceptualization of privacy, as the right of the individual to control information about himself, was introduced by the sociologist Alan W. Westin, who defined privacy as “the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others.”[[79]](#footnote-80) Westin’s concept, which has also been widely adopted in the literature on information privacy and the law,[[80]](#footnote-81) identifies an individual’s control over personal information with personal autonomy.[[81]](#footnote-82) In the world of information technology, the principle of controlling the flow of information is not limited to the stage of transfer of information to others but also applies to all incarnations of information, from the collection of information through the use of information and the dissemination of information to the storage and even erasure of information.[[82]](#footnote-83) Therefore, the right to privacy is accompanied by a broad set of rights protecting personal information. The connection between privacy and personal autonomy is also evident in Helen Nissenbaum’s conception of privacy in the age of information technology as a concept dependent on context and social norms.[[83]](#footnote-84) She emphasizes the centrality of the individual in understanding the use of information about himself in a given context.

In conclusion, the encounter between the principle of control over the flow of information in the mediation process and in the privacy domain leads to the conclusion that an alteration of the parties’ control over the flow of personal information in the mediation process, constitutes an infringement of both the right to autonomy (self-determination) in mediation and the right to privacy. The transition to conducting mediation online through digital platforms raises new difficulties regarding the new types of information revealed and the processing of information for internal and external purposes. This is especially the case when the digital platform processes the information. Before discussing the specific risks in detail, the next chapter analyzes the norms governing the flow of information in online mediation, primarily mediation norms, and privacy and data protection norms, to point out regulatory gaps.

1. The Norms Governing the Flow of Information in Online Mediation

The flow of information in online mediation is governed by two main normative systems: initially, there are mediation norms, which include mediation laws,[[84]](#footnote-85) ethical codes for mediators, and contractual norms held in agreement to mediate and mediation arrangement; and secondly, there are norms relating to privacy and data protection, which include information privacy laws and contractual norms held in terms of service and privacy policy[[85]](#footnote-86) of the digital platforms. As we will see in the next chapter, the encounter between the two normative systems does not provide an adequate solution to the risks arising due to the alteration in the flow of information in online mediation. As described above, an impairment of the parties’ control over the internal flow of information to mediation constitutes a violation of their right to control decision-making in mediation and an infringement of their privacy. Both constitute an infringement of their autonomy. An impairment of the parties’ control over the external flow of information to mediation constitutes a violation of mediation confidentiality and an infringement of their privacy and autonomy. In addition, even voluntary standards that seek to regulate online dispute resolution (“ODR”) procedures specifically do not provide an exhaustive response to the difficulties that arise.[[86]](#footnote-87) Of the three leading players in an online mediation process—the parties, the mediator, and the digital platform[[87]](#footnote-88)—the digital platforms raise the most difficulties, and most of the discussion is devoted to them. My goal is not to exhaustively review all the norms that apply to online mediation but to lay a foundation that will demonstrate the difficulties and tensions that arise at the intersection of these two normative systems concerning regulating autonomy and privacy risks, as detailed in Chapter 5.

## The Flow of Information in Online Mediation Considering Mediation Norms

The starting point of the discussion concerns the limitations imposed by mediation norms on the two types of mediation activities: communication and information analysis. These limitations regulate the internal and external flow of information in the mediation process. In both cases, the parties’ autonomy is expressed in their right to control the flow of information in the process through the requirement to obtain their consent for the mediator’s activities and for the disclosure of the information in internal and external contexts. As we will show, a significant difficulty in applying these norms to digital platforms relates to the fact that their status in the process is not regulated within the normative system of mediation, alongside significant challenges stemming from the management of information on digital platforms.

1. Internal Information Flow

The internal flow of information in the mediation process mainly concerns communication and information analysis activities. To prevent infringement of the parties’ control over communication activities, mediation norms state that the mediator is prevented from conveying information obtained during a private session to the other party without the consent of the disclosing party.[[88]](#footnote-89) To avoid infringement of the parties’ control over information analysis activities, mediation norms refer to the mediator’s duty to conduct a mediation based on the principles of party self-determination along with the mediator’s neutrality, impartiality,[[89]](#footnote-90) and prohibition of conflict of interest.

Party self-determination and the right of the parties to control decision-making in mediation appears explicitly in the Model Standards,[[90]](#footnote-91) reinforced by the Uniform Mediation Act,[[91]](#footnote-92) which limits the potential for coercion of the parties to accept settlements[[92]](#footnote-93) and allows parties to have counsel or other support persons present during the mediation session to support their informed consent regarding any agreement that is reached.[[93]](#footnote-94) A mediator’s duty of neutrality and impartiality[[94]](#footnote-95) is a central concept[[95]](#footnote-96) and primary value[[96]](#footnote-97) of mediation. The Model Standards dictate that “[a] mediator shall decline a mediation if the mediator cannot conduct it in an impartial manner. Impartiality means freedom from favoritism, bias, or prejudice.”[[97]](#footnote-98) The mediator’s neutrality is also related to whether she can give the parties legal information,[[98]](#footnote-99) information regarding settlement alternatives, and proposed resolution of the dispute. The Model Standards further state that “[a] mediator may provide information that the mediator is qualified by training or experience to provide, only if the mediator can do so consistent with these Standards.”[[99]](#footnote-100)

As we demonstrated in the previous chapter, the transition to conducting mediation online significantly affects the flow of information regarding the type of information revealed and the possibility of conducting communication and information analysis activities through the digital platform. For example, when a dedicated mediation platform analyzes the issues and parties’ interests or analyzes the potential outcome in legal proceedings, it performs information analysis activities. As we will show later, this raises difficulties. First, as we explain in Section B, currently, the norms that deal with the duty of the mediator to maintain the autonomy of the parties in decision-making and act impartially and neutrally do not apply to mediation platforms. Second, as we demonstrate at length in Chapter ‏5, mediation conducted via online user interfaces and technological tools, including algorithmic tools, entails risks to the parties’ autonomy, personal information, and privacy.

1. External Information Flow

The external flow of information occurs when mediation communications are disclosed outside the mediation process and by using internal information for external purposes to mediation. When it is done without the parties’ consent, their control over the external flow of information is impaired, and the confidentiality of the mediation and their privacy is violated. Mediation confidentiality is considered a central and essential value of the process, making it possible to advance the dispute resolution between the parties.[[100]](#footnote-101) Therefore, it is not surprising that mediation norms tend to give great weight to the confidentiality of the process. The basic assumption is that the confidentiality of mediation enables the parties to share important information as well as their interests and needs in a way that promotes free negotiation and dispute resolution[[101]](#footnote-102) by removing the fear that the information will be used against them in later legal proceedings,[[102]](#footnote-103) or that their privacy and the private nature of the process will be compromised.[[103]](#footnote-104) Some scholars link the confidentiality of the process to other benefits, including building trust between the parties and the mediator and perceiving her as neutral.[[104]](#footnote-105)

Mediation norms protects the confidentiality of the process through three fundamental means: evidentiary privilege,[[105]](#footnote-106) which protects mediation communications against disclosure in legal proceedings; ethical codes for mediators; and confidentiality provision, which protects mediation communications against general disclosure. The Model Standards state that “[a] mediator shall maintain the confidentiality of all information obtained by the mediator in mediation, unless otherwise agreed to by the parties or required by applicable law.”[[106]](#footnote-107) Confidentiality provisions in the agreement to mediate and settlement agreement are contractual means that ensure parties’’ control over the external flow of information. An agreement to mediate frequently includes confidentiality provisions, and in family and divorce mediation, the agreement to mediate should include provisions concerning confidentiality.[[107]](#footnote-108)

The information flow model presented in the previous part illustrates that the transition to online mediation creates new types of information. The model also shows that technological platforms tend to process information about the dispute and personal information regarding the participants. The purposes is external to mediation in ways that may breach mediation confidentiality and parties’ privacy.

* 1. *Applicability of Mediation Norms on Digital Platforms*

Half a century ago, academics identified the role of technology in ODR processes as a “fourth party,”[[108]](#footnote-109) which affected the conduct of the parties and the outcome of the process, however, to date, mediation norms do not regulate the obligations of a digital platform involved in the mediation process. There is ambiguity regarding their legal status in the process.[[109]](#footnote-110) A fundamental challenge is that under mediation norms, it is difficult to see the digital platform as a mediator, with all the obligations that this entails, because the definition of a mediator refers to a natural person. The Uniform Mediation Act defines a “Mediator” as “[an] individual who conducts a mediation.”[[110]](#footnote-111) The Model Standards do not define “Mediator” but state they “are designed to serve as fundamental ethical guidelines for persons mediating in all practice contexts.”[[111]](#footnote-112) In addition, a reading of the Standards in their entirety, shows that they refer to a mediator as a natural person.[[112]](#footnote-113) This excludes digital platforms from the definition of a mediator and, therefore, from the duties of mediators. It should be added that even advanced ODR standards or guidance do not impose information management and confidentiality obligations on digital platforms like those imposed on mediators. For example, ICODR standards regarding confidentiality[[113]](#footnote-114) do not impose specific obligations on ODR providers[[114]](#footnote-115) whereas the Model Standards do Another example is the obligation of the mediator to conduct a mediation based on the principle of party self-determination. ODR guidance does not impose this obligation on the ODR Provider or ODR System. Indeed, the Guidance for Online Dispute Resolution states that “they supplement, and do not replace or supersede, applicable technical standards or the legal and ethical principles that apply in face-to-face dispute resolution processes. For example, self-determination is a requirement in consensual ODR processes such as mediation.” But, as we have shown, the Model Standards apply to “persons mediating.” It is hard to see an “ODR System”[[115]](#footnote-116) or “ODR Provider”[[116]](#footnote-117) as an individual who conducts a mediation. Therefore, those ethical principles do not apply to ODR systems or providers.

Although it appears that mediation norms do not currently apply to digital platforms, they are subject to other norms that regulate the flow of information in the online process, primarily data protection and privacy laws.

## The Flow of Information in Online Mediation Considering Privacy and Data Protection Norms

Information privacy laws refer to legal frameworks regulating personal information processing such as collection, use, and dissemination information. Data protection and privacy laws vary considerably between jurisdictions. To demonstrate the argument, this paper discusses two advanced regulations that account for privacy and data protection risks in digital contexts, including specific risks stemming from the processing of personal data: the California Consumer Privacy Act (CCPA)[[117]](#footnote-118) and the European General Data Protection Regulation (“GDPR”).[[118]](#footnote-119) Although these regulations have a territorial scope, they can be excellent references for understanding the norms that govern the flow of information in online mediation from the perspective of privacy and data protection. The regulations impose obligations on those processing personal data[[119]](#footnote-120) and establish broader rights for the data subject.[[120]](#footnote-121) However, as we will show later, there is significant doubt as to whether the parties in online mediation exercise their control over the flow of information when they use a digital platform. Digital platforms that are used in online mediation (whether dedicated or generic) are subject to the CCPA, as businesses that collect personal information,[[121]](#footnote-122) and to the GDPR, as controllers[[122]](#footnote-123) or processors.[[123]](#footnote-124) As for the parties’ control over the flow of information in the online process, digital platforms are required to notify the parties of the types of personal information they are collecting, and the purpose for which they use the information.[[124]](#footnote-125) Privacy policies of digital platforms are the primary avenue for notifying and informing users about data processing. Privacy policies define the type of information collected and the purposes of processing. However, the notice does not ensure control over the flow of information due to the issue of consent.

There are two approaches to consent in privacy laws: the notice-and-choice approach (opt-out), and the express consent approach (opt-in).[[125]](#footnote-126) The CCPA, like other U.S. privacy laws, takes the notice-and-choice approach, which means that businesses must provide consumers a notice about information processing, and then consumers have the right to request to opt out of the sale or share the information.[[126]](#footnote-127) That is, the CCPA does not require mediation platforms to obtain consent before the collection and use of personal data. Failure to opt out is interpreted as consent to information processing. In practice, it is doubtful whether the average consumer exercises their right to opt out.[[127]](#footnote-128) In contrast, the GDPR takes the express consent approach, which means that consent is an opt-in requirement before the collection and use of personal data. But, under the GDPR, consent is only one of the legal bases required for the lawfulness of processing.[[128]](#footnote-129) Therefore, digital platforms can use one of the other legal bases for information processing instead of consent. Even when consent is required, in practice, due to various reasons discussed extensively in the literature,[[129]](#footnote-130) many users give their consent to privacy policies without having read them.[[130]](#footnote-131) Even if they have read the documents, their consent is not informed because it is doubtful whether the average user understands the many consequences of giving consent to collecting and processing information about them.[[131]](#footnote-132) Therefore, the concept that this consent exercises the individual’s autonomy and control over information has been called “The Biggest Lie on the Internet.”[[132]](#footnote-133)

Given the above, when using a digital platform in mediation, the parties will likely accept the practices of collecting and processing information detailed in the platform’s privacy policy. It should be noted that in the case of the use of a generic platform like Zoom, consent might have been given in the past and not at the point of conducting the mediation. When accepting the privacy policy, parties’ consent to disclosing mediation communications outside the mediation process and using internal information for external purposes without being aware of it. Their consent will qualify, in terms of information privacy laws, even if this breaches the confidentiality of the mediation process and violates their privacy.[[133]](#footnote-134) For example, Zoom’s privacy policy allows information processing that is not permitted in a typical mediation process.

In conclusion, the review of the norms that govern the flow of information in online mediation points to gaps between the two normative systems. First, norms from the field of mediation do not regulate the status of the digital platform and do not apply to them. Second, the norms in the field of information privacy allow mediation communication to be processed for external purposes if there is a legal or contractual basis for processing the information. A third aspect concerns regulating information processing for internal purposes. While norms from the field of mediation subject the mediator’s activities to the right of the parties to control the decision-making in mediation and to the obligations of impartiality and prohibition of conflict of interest, norms in the field of information privacy do not impose similar obligations on digital platforms that perform information analysis for the purposes of mediation.

1. Mapping the Risks to the Rights of Meditation Self-determination and Privacy In Online Mediation

The information flow model creates four quadrants that represent the combination of each of the two types of information (internal and external) with each of the two types of processing (internal purposes and external purposes). This section maps the risks to the parties’ rights to self-determination in mediation (control over decision-making and the outcome, and confidentiality) and to privacy and data protection, which characterize each quadrant in the model. The lower part of the model refers to risks in processing information for internal mediation purposes based on internal information (quadrant 1) or external information (quadrant 2). The upper part of the model refers to risks in processing information for external purposes for mediation based on internal information (quadrant 3) or external information (quadrant 4). In practice, some risks exist in more than one quadrant, but to avoid unnecessary repetition, they are indicated within the quadrant in which they are most significant. The risks are summarized in Figure 3. The discussion is dedicated to the new aspect that this article reviews, that is, the risks that arise due to the involvement of the digital platform as the “fourth party” in the mediation process.[[134]](#footnote-135) Risks inherent in processing information for internal mediation purposes are typical for dedicated mediation platforms that process information as part of the mediation service they provide, but also exist when generic platforms provide the mediator and participants with information analysis for internal purposes. Risks arising from the processing of information for external purposes are more typical for generic platforms but may also exist in dedicated mediation platforms that base their business model on this.

**Figure 3: mapping the risks to parties’ rights to self-determination in mediation and privacy and data protection.**



## Risks in Processing Internal Information for Internal Mediation Purposes

* + 1. Violating the parties’ autonomy in decision-making in mediation

The management of the mediation process on an online platform is expected to affect the conduct of the parties and their choices in the process in various ways. This is a particular case of a broader phenomenon that Lawrence Lessig called “Code Is Law”:[[135]](#footnote-136) the digital environment, starting with the user interface and ending with a sophisticated artificial intelligence algorithm that influences user behavior in a way that is not neutral. In the context of online mediation, such an influence may lead to a violation of the autonomy of the parties in a process whose core rests on the parties’ control over decision-making and the outcome of the process.[[136]](#footnote-137)

The first risk concerns the effect of the design of the user interface of the system on the conduct of the parties in the mediation process, including the methods of collecting and analyzing the information. Extensive literature describes the way in which the architecture of the online interface structures the behavior of the users through digital nudges that create biases in decision-making and whose influence is not transparent to the users.[[137]](#footnote-138) Therefore, dedicated mediation platforms that collect information through electronic forms and structured questionnaires, may affect the communication activities and the information that the parties provide,[[138]](#footnote-139) and hence their opening statements and their positions.[[139]](#footnote-140) In particular, such a construction may make it difficult for the parties to present their point of view in an authentic and unmediated manner and even direct them to a discourse that does not allow full expression of their positions, interests, and feelings. Some argue that in the structured collection of information, there is even a certain degree of pressure or coercion that can lead the participants to provide information that they do not wish to provide.[[140]](#footnote-141) This has the effect of damaging the basic characteristics of the mediation process.

These difficulties are amplified when the collection and processing of information is done automatically—a practice that leads to several risks. First, automation of data collection may lead to errors and inaccuracies in the data collected,[[141]](#footnote-142) which will lead to incorrect and unfair decisions regarding those involved.[[142]](#footnote-143) In the context of the mediation process, such inaccuracies may result, for example, in the incorrect assessment of the expected outcome of a legal proceeding and result in the furnishing of an inappropriate or unfair proposal to resolve the conflict. This risk intensifies when the information is analyzed automatically. Dedicated mediation platforms use various automated tools to perform information analysis activities, including algorithms based on decision trees,[[143]](#footnote-144) game theory,[[144]](#footnote-145) and natural language processing.[[145]](#footnote-146) Therefore, two characteristics of algorithmic information analysis that may impair the parties’ control over decision-making and the outcome of the process must be avoided: statistical prediction and lack of transparency.[[146]](#footnote-147)

The first characteristic, statistical prediction, refers to the method of algorithmic analysis tools: relying on a large amount of data to predict human behavior.[[147]](#footnote-148) When decisions about humans are based on algorithms that predict people’s behavior, inaccuracies in the data sets or errors in predicting individual behavior can raise various concerns, including harm to autonomy.[[148]](#footnote-149) In the mediation process, errors in automated information analysis, such as identifying the parties’ interests, may affect their conduct in the process, such as their ability to find an area of agreement[[149]](#footnote-150) and a fair solution. This is especially the case when repeated or sophisticated players manipulate the information on which the conflict resolution algorithm is based.[[150]](#footnote-151) Added to this difficulty is the second characteristic of algorithmic information analysis: the lack of transparency regarding how the system works. The challenge in terms of the parties’ control over the internal flow of information concerns informed decision-making. When a human mediator performs information analysis activities, such as identifying issues and interests, the parties can ask questions and correct her when they think she is wrong or has misunderstood them. Such communication does not exist with the “black box” of the automated system, which is not accessible to users, so they will have difficulty understanding and controlling the quality of the information analysis and its consequences for them.

The concern of harming the parties’ autonomy in decision-making increases in the face of the “automation bias,”[[151]](#footnote-152) whereby people tend to evaluate automated processes as correct and accurate.[[152]](#footnote-153) This phenomenon has been documented in various contexts of artificial intelligence systems when it was found that people tend to act based on the suggestions of artificial intelligence because they attributed excess authority to them.[[153]](#footnote-154) Such a perception may lead to the parties’ over-reliance on information analysis performed by the platform without, for example, consulting with an attorney or others.

* + 1. Breach of mediation confidentiality and a violation of parties’ privacy

Using mediation communications for external purposes or disclosing mediation communications outside the mediation process constitutes a breach of mediation confidentiality and a violation of the privacy of the parties.[[154]](#footnote-155) Such harm may be caused when dedicated mediation platforms allow the use of external applications, such as plugins on the dedicated platform. For example, plugins like Chat GPT currently assist the mediator with communication and information analysis activities, such as designing questionnaires for the collection of information from the parties or reformulating inflammatory messages to promote resolution.[[155]](#footnote-156) This kind of use of artificial intelligence applications can promote the overarching goal of mediation, but it also involves the disclosure of internal information to external parties, who are expected to process it for purposes external to mediation, such as training their artificial intelligence models. In this way, confidential mediation communications can become public and be viewed by other users.[[156]](#footnote-157)

Mediation confidentiality and the parties’ privacy may be compromised due to failures in the access authorization process for information stored on a dedicated mediation platform. First, there is a risk of breaching the confidentiality of information obtained by the mediator during a private session in case the access authorization process accidentally allowed the other party to get access to the confidential information. Second, there is a risk that external parties, such as service providers or business partners of the digital platform, will gain broad access to internal information. Another risk concerns the platform’s ability to keep internal information for external purposes after the mediation process has ended, which is often vaguely defined in the platform’s privacy policy.[[157]](#footnote-158)

* 1. Risks in Processing External Information for Internal Mediation Purposes

This quadrant refers to the risks that arise from the processing of external information, revealed due to the use of the digital platform, for internal purposes of mediation. In the case of dedicated mediation platforms, the external information mainly refers to information generated following administrative activities, for example, the processing of identifiers (name, e-mail address, Internet Protocol address, etc.) for managing user accounts or collecting payments. Naturally, this quarter includes relatively limited privacy risks. Even though the information is apparently collected and processed for the administrative purposes of mediation, there is a risk of collecting more information than needed and processing the information for purposes external to mediation. These risks can arise from the lack of transparency about information collection and processing or from failures in the privacy policies of the digital platforms. The privacy policy is the main means by which digital platforms inform their users about the practices of collection, use, and disclosure of personal information.[[158]](#footnote-159) At the same time, there are some failures in privacy policies that may mislead users in relation to the collection and processing of personal information, such as vague wording, contradictions, and misleading statements.[[159]](#footnote-160)

According to the principle of “data minimization,” a data controller should limit the collection of personal information to what is directly relevant and necessary to accomplish a specified purpose. They should also retain the data only for as long as is necessary to fulfill that purpose.[[160]](#footnote-161) There is a risk that the digital platform will collect more information than needed for administrative activities and that information regarding the participants’ interaction with the platform will be collected and used for purposes external to mediation in a manner that is not transparent to them. For example, privacy policies might list the types of data collected in the form of an open list that allows them to collect more information than needed.[[161]](#footnote-162) Another example is a formulation of general and vague purposes, such as “to provide our service,” in a way that allows the digital platform to process information for external purposes that are not transparent to the parties. In these cases, the party’s control over the flow of information is impaired, and their right to privacy is violated.

* 1. Risks in Processing Internal Information for Purposes External to Mediation
		1. Trust transfer from the mediator to the digital platform

As described in the previous chapter, confidentiality in mediation is related to establishing trust between the parties and the mediator. The willingness of parties to share information during the mediation and to cooperate with the mediation activities is related to their trust in the mediator and the fact that she will maintain the confidentiality of their information. In online mediation, the parties also share personal information with the digital platform. Therefore, the willingness of the parties to provide information and allow its processing is expected to be affected by their perception of the trustworthiness of both the mediator and the digital platform. Various studies that examined why one party trusts another party consider the characteristics of the trustee, such as trustworthiness, expertise, professional competence, and integrity, and the expectation of how the trustee will behave based on his implicit and explicit statements.[[162]](#footnote-163) In professional relationships, the role and expertise of the professionals create power inequality and dependence between the professionals and their clients. This creates ethical duties that follow the client’s legitimate expectation that the professionals will not abuse their position of power[[163]](#footnote-164) and maintain confidentiality.[[164]](#footnote-165) In the context of the mediation process, it can be said that the parties trust the mediator due to her professional role and characteristics, and their expectations for maintaining the confidentiality of the mediation communication arise from the relationship of trust and the explanations and statements she gave them in her introductory remarks.[[165]](#footnote-166) This expectation is reinforced by confidentiality norms discussed in the previous chapter (IV(a)).

Other studies that have examined the willingness of individuals to share information argue that it is subject to a “privacy calculus,” i.e., a cost-benefit analysis, in which they disclose personal information in exchange for economic or social benefits, assessing that their personal information will be used fairly with no negative consequences.[[166]](#footnote-167) People tend to perceive information collection as safe when it is collected in a specific context and relationship, and they perceive that they can control information processing.[[167]](#footnote-168) In online mediation, parties provide information to the digital platform due to the use of the platform and by virtue of the terms of use and privacy policy. Due to consent issues discussed in the previous chapter (IV(c)), there is significant doubt as to whether the parties in online mediation can exercise a privacy calculus if they do not read the privacy policy and do not understand the many consequences of giving consent to collect and process information. When privacy calculus was examined in the context of e-commerce, it was found that the disclosure of personal information involves uncertainty regarding who has access to the information and how it is used,[[168]](#footnote-169) where one of the factors that balance the uncertainty is internet trust.[[169]](#footnote-170)  Therefore, in online mediation the willingness of the parties to share mediation communication with the digital platform is related to their trust in the platform.

Since the willingness of the parties to provide information in online mediation is connected to their trust in the mediator and the digital platform, we argue that there is a risk that the parties’ trust in the digital platform is affected by their trust in the mediator. In other words, that trust can be transferred from the mediator to the digital platform. For example, when the mediator chooses to use a generic platform like “Zoom,” she is usually the one who creates the link to the video call and invites the parties to join the meeting. Additionally, she is also the one who prepares the agreement to mediate, which may include confidentiality clauses. In such circumstances, it is possible that the parties will transfer their trust in the mediator to the digital platform.[[170]](#footnote-171) To the extent that the transfer of trust exists in online mediation, it raises concerns regarding parties’ control over the flow of information.

Trust in generic platforms regarding personal information processing, arising from the trust in the mediator, is an illusion. As discussed in Chapter IV(b), the normative system that applies to the mediator does not apply to the digital platform; the platform is not a party to the agreement to mediate and it is not bound by the confidentiality agreement. Therefore, the parties’ expectations that the mediator maintain the confidentiality of the mediation communication cannot be transferred to the digital platform. In fact, the platform can use and disclose mediation communication in accordance with its privacy policy, which may allow broad information processing that is prohibited according to mediation norms. Similarly, trust transfer may exist when using a dedicated platform for mediation. A second-order trust transfer may occur when the parties use a dedicated mediation platform that combines the use of a generic platform (for example, AI plugins). In such a case, the trust in the mediator is transferred to the dedicated platform, and the trust in the dedicated platform is transferred to the generic platform.

In conclusion, trust transfer infringes on parties’ control over the flow of information in the mediation process and causes a breach of confidentiality and violation of privacy.

* + 1. Breach of mediation confidentiality

Using internal information for external purposes may constitute a breach of the confidentiality of the mediation process. We will demonstrate the potential breach of confidentiality when using “Zoom” in mediation. Figure 4 shows the flow of information when using “Zoom” in mediation in accordance with its privacy statement.[[171]](#footnote-172)

**Figure 4: information handling by “Zoom”**



Breach of mediation confidentiality happens in two stages. The first stage occurs when the mediator and the parties transfer information to “Zoom” with the use of the platform and by virtue of its terms of use and privacy policy. As can be seen in Figure 4, the mediator and the parties transfer internal information to “Zoom”: the content and context from meetings, messaging, and other collaborative features. As discussed in Part IV(a), in accordance with the mediation norms, the mediator must maintain the confidentiality of mediation communications and refrain from disclosing the information, Although it can be argued that the parties themselves transfer the information to “Zoom,” waiving the obligation of confidentiality, this argument raises concerns discussed in the previous section regarding trust transfer, in addition to the issues regarding giving informed consent to the privacy policy of the digital platform as discussed in Part IV(b).

The second stage occurs when “Zoom” uses information for external purposes of mediation, such as marketing and promotions, and when it discloses the information to other external parties, such as resellers and vendors.

* + 1. Information processing by external artificial intelligence applications

Today, online platforms offer to integrate plugins from external applications while using the platform. Among other things, the use of “bot” applications that perform automatic actions on information based on AI tools, such as transcribing the content of the meeting or scheduling meetings in the calendar, is increasing. An example of such an application is otter.ai,[[172]](#footnote-173) which is an AI meeting assistant that records audio, writes notes, captures action items, and generates summaries. It can automatically join and record meetings on Zoom and enables live transcripts, adding comments, highlighting key points, and assigning action items within meetings via video conferencing.[[173]](#footnote-174) In this way, the mediation communication becomes data that can be processed easily via the application, the digital platform, and those who receive the transcript. The software can also be connected to an online calendar, and in this way, it can automatically join the meetings, even without the presence of the user himself, and send the transcript of the meeting to all those invited to the meeting.

The use of software such as otter.ai in online mediation involves various risks to the confidentiality of the mediation and to the privacy of the participants. Cases have been reported where users were unaware that the software had joined an online meeting on their behalf, and users received a transcript of a meeting they were invited to even though they did not attend it.[[174]](#footnote-175) In this way, information from a mediation meeting transfers not only to Otter.ai but also to participants who were not supposed to be exposed to the entire content of the meeting, such as witnesses who were invited to the meeting. In addition, there is an issue with the lack of transparency of the application, because it does not inform the meeting participants it is joining the meeting and the automatic actions it will perform regarding the content of the meeting. In addition, the use of the application may constitute a violation of the confidentiality agreement when the parties have not agreed to record the mediation sessions.

* 1. Risks in Processing External Information for External Purposes

This quadrant refers to the processing of external information generated due to the use of the digital platform for external purposes of mediation. Since external information is mostly not directly related to the mediation process, and its processing is mainly regulated by data protection laws, the main risk in the context of the online mediation process concerns the integration between external and internal information for mediation. The problem with combining databases was called, by Daniel J. Solove, “aggregation.”[[175]](#footnote-176) The combination of many pieces of information makes it possible to create a profile of the person so that the whole becomes greater than the parts.[[176]](#footnote-177) A synergistic analysis of the collected information can reveal new facts about the person that the parties did not expect to be revealed when each piece of data was collected separately.[[177]](#footnote-178) The combination of external and internal information leads to the aggregation of information about the disputing parties by digital platforms.

When mediation is conducted face-to-face, the parties reveal personal information that can be sensitive, but it is within the context of the dispute. They do not reveal visual content from their personal space or their contact lists. The dispute is just one piece of their life. In online mediation, the parties share with the digital platform the content of the dispute and additional information generated using the platform, such as visual content from their personal space, information they submit while creating an account or registering to the platform, contact information, information about how they interact with the platform, and more. The content of the dispute is supposed to be confidential and would not have been revealed to the digital platform if the mediation had been conducted face-to-face. A digital platform that will process both types of information can discover new facts about the disputing parties that might not have been discovered separately. The analysis creates a profile about the parties from which different conclusions and decisions will be drawn, even in contexts outside the process, without the participant being aware of the content of the profile and the information that was used to create it. Thus, there is a significant risk of harming the privacy and autonomy of the participants of the process.[[178]](#footnote-179)

1. Proposal for Dealing with the Risks to Autonomy and Privacy in Online Mediation

The review of the norms governing the flow of information in online mediation pointed out some gaps between the two normative systems which affect the confidentiality of the process and the right of its participants to self-determination, privacy, and data protection. This Part presents complementary normative solutions to help address these risks. First, we will offer two complementary proposals in mediation norms: regulating the legal status of digital platforms used in the mediation process and their obligations; and regulating the mediators’ obligations when using digital platforms in mediation. We will then briefly show that expected changes in the general regulation of the activity of digital platforms regarding data protection and privacy, and the development and use of artificial intelligence applications, will naturally affect generic and dedicated mediation platforms.

## Regulating the Status of the Digital Platform used for Mediation

As discussed in Part III(A), today, the status of online mediation platforms is not regulated by mediation norms, and the mediation norms do not apply to them. Therefore, if the privacy policy allows it, mediation platforms can use information from the mediation for external purposes, transfer information from the mediation to external parties, and process information for internal purposes in ways that impair the parties’ control over decision-making and the outcome. This regulation gap may lead to a breach of the confidentiality of the mediation and a violation of the parties’ autonomy in decision-making and their privacy.

To address the gap, mediation norms should regulate the status of mediation platforms, distinguishing between dedicated mediation platforms and generic platforms. As for dedicated mediation platforms, mediation norms should define their role and duties regarding information processing for internal and external purposes. In addition to data protection obligations, such as “fair information practices” (“FIP”) (see Part V(C) below), mediation norms should require dedicated mediation platforms to conduct a mediation based on the principles of party self-determination, and that the parties should control the flow of information. Thus, mediation norms should limit dedicated mediation platforms from processing internal information for external purposes and prohibit the transfer of internal information outside the mediation without express permission from the parties, which should be received separately from the consent to the privacy policy.

Furthermore, mediation norms should require that dedicated mediation platforms avoid harming the autonomy of the parties in decision-making and the neutrality of the process through the design of the user interface, the implementation of algorithmic systems, or any other technological feature. In particular, dedicated mediation platforms must protect the autonomy of the parties in decision-making when automated activities or algorithmic insights are involved in communication and information analysis activities. To prevent non-transparent, biased, or manipulative uses of automated information processing tools that may affect the conduct of the parties and the outcome, the parties and the mediator must be informed about the method of information analysis so they can make an informed decision whether to rely on the automated tools.[[179]](#footnote-180) Among other things, dedicated mediation platforms should provide information regarding the information used for the automated analysis and the weight given to the various data, explanations regarding the method of the automated analysis, information regarding the validation of the system, and any additional information that promotes the parties’ understanding of the algorithmic operation that affects the process.[[180]](#footnote-181)

To promote and streamline the enforcement of the proposed rules regarding the control by parties over the flow of information and decision-making, it is desirable to develop an accreditation process for dedicated mediation platforms that will refer to these rules and their practices for handling information.[[181]](#footnote-182) This accreditation can be used by parties and mediators in choosing the platform, as well as institutions and courts that refer disputes to mediation. An alternative possibility is to reduce the limitation of liability of platforms,[[182]](#footnote-183) so that it does not apply where a dedicated mediation platform harms the neutrality of the process or the informed decision-making of the parties regarding the process and the outcome. This is due to the characteristics of the platform’s involvement in the process reviewed in Part IV(A), which may cause an unfair and non-transparent influence on the decision-making of the parties.

The use of generic platforms for mediation raises a unique series of challenges[[183]](#footnote-184) due to their design as platforms that provide general services such as communication and information analysis. It seems that an effective way to regulate their operation is through the application of duties on the mediator, as detailed in the next section. To this will be added, of course, the regulation in the field of data protection and privacy, as will be explained in section C below.

## Regulating the Obligations Applicable to Mediators Regarding the use of Digital Platforms

The widespread use of online mediation platforms and the risks that this entails for the autonomy, privacy, and data protection of the parties, as well as the confidentiality of the process, requires an adjustment of the duties applicable to mediators in online mediation. This is part of the trust relationship and their responsibility to ensure the neutrality and voluntariness of the process, especially in view of the concern that parties will transfer the trust of the mediator to the platform, as described in Part IV(c)(1). To the extent that my proposal to regulate dedicated platforms within the mediation norms is accepted, the obligations of the mediator will be more significant in the context of generic mediation platforms. It is critical that the training and qualification requirements for mediators and ethical codes for mediators include an obligation to become familiar with online mediation systems and the risks involved in using them.[[184]](#footnote-185) In addition, it is important to oblige the mediator to explain to the parties at the beginning of the process the risks that arise from the use of an online platform, and as much as possible, it should allow the parties to choose from the various technological-procedural alternatives.[[185]](#footnote-186) This requirement should be expanded where the platforms include automated tools for performing information analysis activities, and there is a concern of harming the autonomy of the parties in decision-making. In these cases, the mediator must disclose the use of automated tools and explain to the parties the risks involved in using them, while allowing the parties to have counsel or waive the use of these tools. At the end of the day, to the extent that dedicated platforms are subject to stricter regulation, it is assumed that mediators will be encouraged to use these platforms over generic platforms to minimize the risks to the parties.

## Adapting the Data Protection and Privacy Laws and the Regulation of Artificial Intelligence Applications to the Challenges of the Time

Some of the risks with online mediation that we have discussed are also characteristic of other instances where the use of digital platforms and AI-powered tools is prevalent. Therefore, it is assumed that they will be affected by expected changes in the regulation of data protection and privacy in the digital space. Indeed, the rapid development and wide influence of digital platforms and technologies based on big data and artificial intelligence have led many to recognize the need to expand the range of regulatory tools that will protect individual rights and individual autonomy in the information age.[[186]](#footnote-187) Among other things, these tools can bridge the gap that exists between the concept of the existing regulation, which is mainly based on the application of principles of FIP, and the challenges of the information age.[[187]](#footnote-188) The FIP, which also prevails in advanced data protection regulation, such as the GDPR, establishes rules that oblige those who collect and process personal data to act transparently and responsibly. Alongside this, the FIPs give the data subjects control over information through mechanisms of consent, purpose limitation, and a set of rights such as the right to access, delete, and have transparent information. This is the core of the regulation framework reviewed in Part III (C).

Recently, the recognition of the need to expand the regulatory framework has begun to be manifested in practice, the most prominent of which is the series of regulation initiatives of the European Union, under the title “A Europe Fit for the Digital Age.”[[188]](#footnote-189) Some of the regulation developments are also expected to have a direct impact on the operation of online mediation platforms and the risks discussed in this article. Due to the brevity of this paper, we will mention several relevant innovations from a bird’s eye view. For example, the Digital Services Act (“DSA”) imposes a series of new obligations on digital platforms, and it may apply to dedicated mediation platforms that also act as an arena for contracting between mediators and mediation parties.[[189]](#footnote-190) Among other things, the DSA requires the subject platforms to avoid manipulative interface design,[[190]](#footnote-191) ensure the readability of their terms and conditions,[[191]](#footnote-192) and display the main parameters used in their advertising and recommender systems.[[192]](#footnote-193) Another example is the Data Governance Act, which regulates a series of issues related to the transfer of information to third parties and between countries, as well as the operation of data intermediation services.[[193]](#footnote-194) Finally, we will also mention the Artificial Intelligence Act (“AI Act”), which recently reached a provisional agreement on the regulations and was published during the time that this article was written.[[194]](#footnote-195) The regulations aim to ensure that fundamental rights are protected from high-risk AI systems and force obligations on high-risk systems, such as impact assessment and transparency requirements. The assessment of the impact of this future normative framework on the activity of mediation platforms, and the risks inherent in their use, will have to be postponed to another article after the arrangements come into force and their impact is studied.

Conclusion

This Article examined how the digital transformation of the mediation process affects the rights of its participants that are related to the management of information in the process. This affects primarily the right to self-determination and to privacy and personal information protection, which rise from the right to personal autonomy. We presented an innovative model that conceptualized mediation as a process based on the flow of information, and demonstrated how the transition from face-to-face mediation to online mediation changes the flow of information in the process. We pointed out the ways in which the digitization of the process may harm the parties’ control over the flow of information and, hence, harm the confidentiality of the mediation, their control over the decision-making and the outcome, and their privacy. We also discussed the ways in which these risks increase when mediation platforms rely on artificial intelligence applications in performing information analysis activities, which are the core of mediation. Later, we showed that today, some of the risks are not properly addressed in the existing normative systems in the field of mediation and in the field of information privacy, and we proposed supplementary regulations that would reduce these risks. In view of the expansion of the use of the mediation process alongside the expansion of the use of digital platforms in mediation, it must be assumed that the trend of online mediation, which increased significantly during the COVID-19 pandemic, will continue to develop, and shape the face of the field in the coming years. We hope that the article will contribute to the promotion of proper regulation in the field and increase the awareness of mediators, disputing parties, and mediation institutions to the risks to autonomy, privacy, and data protection inherent in the online mediation process.
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