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Abstract

This is a psychophysical study which relates to the gap between a physical stimulus
and the subjective perceptual experience it evokes. It is concentrating on the issue of
fluctuations in perception of weak stimuli in the visual and the auditory modalities.
Fluctuations mean that repeated presentations of the same input level, on the detection
threshold, result in different responses. Streams of these responses are characterized by
structural features and functional regularities which imply that these fluctuations are
not low-level noise but are connected to cognitive processes.

In this study we specifically inspect the dynamic properties of these responses. The
dynamic perspective and, accordingly, experimental design in this work are not con-
ventional. Unique methodologies of analysis were developed and adapted to match the
dynamic properties of interestm while the limitations of these methodologies were also
considered. We approached the dynamics in two ways — a) directly- by manipulating
input temporal structure and b) indirectly by inspecting the linkage between perception

processes of audition and vision.

In order to investigate the temporal context in which the stimuli are presented, we
have chosen to refer to the changes in the input amplitude around the sensing threshold.
We presented three structures which differ in their level of internal correlations: no
correlation, correlated and highly correlated. These structures, which were chosen
to resemble different natural rhythms, enabled us to evaluate general concepts; We
showed that opposing tendencies take effect over different timescales, with a different
balance between the tendencies emerging in each of the regimes, which enabled us to
explain the complex structure of any of the response streams. A general manifestation
of this balance was formulated into a mathematical model which described well the
experimental results in all regimes.

The indirect method revealed some of the complex relations between responses of
the two modalities. Although in our experiment auditory and visual stimuli were not
bound to a single object, nor they were presented simultaneously, still their responses
were linked in their dynamical properties. The specific linkage is dependent on the
contextual relations of both modalities with the perceived object. Contextual relations
were controlled via a "response clamp” which is a closed loop procedure including

ongoing adjustment of the input level reacting to the history of responses. The cross-



modal influence was asymmetric, as clamping just the auditory fluctuations was also
effected by quenching the visual fluctuations, but this was not the case the other way
round.

We have also showed that the properties of perception of a single modality can
alter when more modalities are involved. This emphasizes the need to relate to all the
contexts in which perception processes are measured, and to the manner in which they

are analyzed and interpreted.

In general, the study supports the view that the dynamics of response fluctuations
are related to cognitive processes. We demonstrated the importance of relating to tem-
poral and other contexts in psychophysical measurements and in their interpretations.
The novel dynamic point of view also contributed to developing new methods that al-
low the relations between stimulus, response and context to be examined over various

timescales.



Chapter 1

Introduction

Perception of weak stimuli tends to be unstable: fluctuations are found in the re-
sponses to repetitive trials of such stimuli. These fluctuations have been addressed in
many previous psychophysical studies. Sometimes, the unstable nature of responses
was considered as a noise or a problem to be overcome, e.g. in estimating perceptual
thresholds. This has led to the development of various methods trying to average out
fluctuations in order to characterize the overall properties [6, 13, 65]. On the other
hand, some previous studies focused on the fluctuations themselves [26, 33]. These are

also the main topic of the current work.

The motivation for examining response fluctuations is the hypothesis that they do
not reflect ”just noise” but some interesting psychophysical phenomena. Specifically,
fluctuations may be linked to higher mental functions that are reflected in perception.
Support for this linkage comes from both temporal characteristics of these fluctuations
and their functional relations with other processes. Temporally, response fluctuations
carry a fair amount of internal correlations over various timescales [73, 68]. These cor-
relations have been characterized as % noise, which is often found in natural signals [70].

Functionally, contextual effects can evoke regularities in a way that could generate
what appears to be fluctuations when related only to the momentary input signal.
The average of instantaneous input-output relations over an entire experiment is called
a psychometric curve. Significant context effects were found by manipulating overall
input content, which resulted with a modification of the psychometric curve [76, 62,
48].For example, the range of input signals modulates the psychometric curve, so that
the dynamic range of the curve is adjusted to the input content. Other examples are
the ”anchor effect” and the ”frequency effect” that represent different ways by which
responses tend to center according to stimulus range or prevalence, respectively [57, 47].
All these effects refer to the global statistical structure of the stimulus, and can be
interpreted as an adaptive property that utilizes a limited dynamic range to maximize
its correspondence to signal statistics. For example, in sensory neural systems, such

modification of the input-output function was directly linked to maximizing information



transmission [8].

Temporal context and past history also influence present perception. These manifest
as tendencies to respond in a certain manner depending on inputs rather than the
current instantaneous one. In detection tasks that involve feedback on performance,
one may interpret history-dependence as a form of short-term learning from experience
[1]. However, past history affects perception even without such feedback. Previous
studies have found that there are both positive and negative effects with respect to
previously encountered stimuli and previous responses [28].

Negative effects induce bias towards a signal opposite or different from the previous
ones. Such effects are prominent after exposure to a sustained or strong sensation.
Perception is then biased to overshoot the estimation of a new stimulus to the counter
direction of the preceding one [29, 10]. The effect is also known as a “negative after ef-
fect”. This effect is thought to contribute to maintaining sensitivity to new information
and to the detection of changes [11].

A positive effect refers to the tendency to repeat previous responses, or to estimate
signals as similar to those previously perceived [46, 37, 3, 14, 58, 33]. Such effects are
predominant when stimuli are very weak; it was found that responses to stimuli near the
perceptual threshold display a ”positive recency” - trial-to-trial positive correlation [46,
37, 3]. This effect is thought to stabilize perception of stimuli near to the threshold
against noise and ambiguity [58].

In addition to these considerations, some studies used functional brain imaging
and found that perception fluctuations matched specific features of EEG waves which
presumably reflect certain mental states [42, 9, 45]. Similar results were demonstrated
also using fMRI [67, 45]. Additional support for connecting fluctuations to high mental
functions was found in the relations between the fluctuations in different modalities [22].
All these findings connect the fluctuations to central processes and imply that they are
not just a collateral noise emerging from the sensory path. This conclusion raises the
question what they functions actually reflect and what are the core processes that

generate them.

This study is aimed to characterize fluctuations in the perception of weak stimuli,
and accordingly to reveal possible interpretations for their origin. In particular, we
focus on the influence of context - temporal and cross-modal - on perception. A unique
feature of this study is that the experiments are designed and analyzed using a dynamic
perspective. In practice, the dynamic approach is implemented using one general prin-
ciple: the continuing sequence of inputs and outputs are regarded as ongoing signals
that relate to one another. This contrasts with the commonly used static approach, in
which each individual output relates to an instantaneous input signal.

The majority of studies on temporal history inspected each stimulus with respect

to one or two previous inputs [14, 47, 51] or to the previous response [46] which is
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insufficient for estimating processes of different time scales. Many used a priming
stimulus presented before each trial to control the previous experience [25, 58]; such
priming in fact restricts the consideration of the influence of a longer history.

In at least one case where the effect of longer histories on perception was considered,
the interpretation of the results elicited a debate in the literature [10, 39, 33]. This
debate highlighted the need for an experimental methodology by which influence of
history could be tested. In this study we aim to evaluate the influence of a longer
temporal history by structuring all stream of input stimuli. This approach allows the
effect of history on perception to be examined, over many timescales, without disrupting

the continuous presentation of stimuli.

In this thesis the dynamic inspection of fluctuations is divided into two different
approaches. The first is a direct approach, in which we focus on the dependence of
response on temporal context. The second approach is less straight forward: there, we
use closed loop experiments to reveal dynamic relations between modalities and between
the subject and the perceived object for uncovering hidden processes underlying the
fluctuations.

To elaborate: In the direct method we measure and formulate the reliance of a
response on previous streams of inputs and responses. In traditional psychophysical
experiment design, signals are presented in a random uncorrelated sequence [31, 14,
71, 20, 28]. One might have hoped that such a presentation would minimize response
bias, but in fact the first descriptions of trial-to-trial effects came from such experi-
ments [68, 6, 49, 40, 71]. Interestingly, this uncorrelated order was also used in studies
estimating biases and temporal context effects themselves [31, 14, 71, 20, 28]. It is
now known that under such stimulus regimes, responses exhibit slow fluctuations and
internal correlations [68, 73, 30, 38].

In this study, we explore how sensory detection combines with history-dependent
biases over multiple timescales. In such investigations it is crucial to manipulate the
input signals so that they have various temporal structures. Such manipulations allow
history-dependence of the input signal to be distinguished from the history-dependence
inherent to human observers. We aimed to study spatial visual detection based on
time-dependent sequences spanning regimes that carry a controlled amount of internal
correlations. At one extreme the signal is entirely uncorrelated, the other extreme is
characterized by very slowly varying signals, with the intermediate regime also having
been investigated. In addition to providing an experimental control for the involved
timescale, this construction will also bring the experiments closer to real-life situa-
tions: most natural experiences have strong correlations, temporal and others [74].
Indeed, various biological systems have been shown to exhibit a preference for corre-
lated signals, in the sense of a more effective representation and response. This has
been demonstrated at the level of a single neuron [27], in cortical networks [36, 15, 69],

in sensory neural coding [75] and in cognitive processes [74, 53, 56].



Our results show that sequences of responses have both positive and negative bi-
ases, but these tendencies have different characteristic timescales. In the short term,
responses are biased to be similar to previous ones. This effect is manifested, for ex-
ample, by a probability of response alternation (POA) which is lower than a random
sequence of independent detection events, for all types of input signals. In the long
term, by contrast, there is an opposing bias moving away from the trend of responses
that represent a longer timescale history. This tendency can be seen as an exploratory
force, and its presence is emphasized when the stimulus varies slowly. These two op-
posing biases are manifested by a hysteresis of the psychometric curve which changes
sign from positive hysteresis over short times to negative hysteresis over longer times.
In each of the stimulus regimes structures, the interplay between these effects and the
timescale of the input signal results in a psychometric curve with markedly different
slope.

A model of perception composed of two stages is presented: a sensory stage, where
the input signal is estimated; and a cognitive stage, where a decision is made. By
making both stages amenable to modification by history-dependent processes we were

able to capture the entire set of experimental observations.

In the second part of this work we study response fluctuations characteristics by an
experiment that aims to expose the linkage between auditory and visual modalities.
The inter-modal relations have been thoroughly studied from a static point of view,
with different types of interactions between them having been documented. Global
measures such as response times were demonstrated to be affected by cues of other
modalities [24], and coordination between slopes was found between auditory and visual
psychometric curves in level matching paradigms [61]. Interference is a well-known
type of interaction between modalities, which can be interpreted as sharing a limited
common resource such as attention [66, 64, 34, 35, 2]. On the other side sometimes
the interaction is constructive, where the modalities support each other’s perception.
A famous example of this is the McGurk effect (hearing speech when seeing the talkers
face improves perception of words as compared to listening without the visual aid) [41].
Such relations beteen the modalities are well suited to being examined from a dynamic
point of view since they are related to attention, which is by essence a dynamic process.
Therefore, for these specific claims, the dynamic approach is the heart of the matter.

Some attention related studies which refer to cross-modality interactions enforce or
control specific attention states during the experiments [50, 21]. The purpose is obvi-
ously to minimize variability and reach coherent results. However, such methodology
conflicts with the dynamic, voluntary and partially unconscious nature of attention.
Therefore, in this study, we analyzed perception as a dynamic process, letting atten-
tion be free and voluntary, while adjusting the experimental and analytical methods
accordingly.

Moreover, in many dual-modal experiments, mainly those which deal with the at-



tentional load, the static approach dictates simultaneous presentation of stimuli [61,
19, 7, 59]. Unfortunately, this may cause various factors, including object binding, to
be mixed with the results [23, 55, 52]. In the dynamic approach we are not limited
to using a concomitant presentation. We present consecutive stimuli where each time
only one (unexpected) modality may be presented. Using extrapolation and alignment
of the modalities signals we are able to continually track temporal relations between
them.

In order to characterize the fluctuations’ relations in the two modalitied, we use
different regimes of interactions with the perceived objects. The interactions with the
objects are implemented using a controller that operates a closed loop procedure. The
idea in the method is that instead of analyzing ”wild fluctuations” we control them,
”clamp” them, and inspect the parameters of the controller used for the procedure.
This is an accepted method in the field of membrane potential and also in neuronal
spiking studies [? ? ]. In the current study, however, instead of voltage or spike
response clamps we apply the clamp on psychophysical responses. The principle of
controlling variability is that each response is used for the adjustment of upcoming
stimuli: if the current detection was easy for the subject then the next stimulus will
be harder, and vice versa. The usage of such mechanisms for the study of response
fluctuation in psychophysical experiments is relatively new; it was presented in this
framework for the visual perception in Marom & Wallach paper from in 2011 [38].

In the current study we clamp response fluctuations of each modality separately. In
the different sessions we clamp either modality or both modalities (with two controllers)
and compare the temporal relations to those of an open loop session. This enable us to
separate influence of each modality’s relations with the object with the other modality’s
fluctuations.

Using this indirect path to study fluctuations in response, we find that some global
dynamic properties of the fluctuations indeed interact between the modalities. The
influence is not reciprocal, visual fluctuations are more influenced by the auditory than
the other way round. An additional aspect of relations is related to their temporal
synchronicity. While closed loops bind and synchronize the modalities’ fluctuations
together, in open loops they exhibit the opposite tendency - they are counter corre-
lated. The counter relations can be interpreted as competition on a common resource,

presumably attention.






Chapter 2

Visual experiment - Temporal

structure

2.1 Methods

2.1.1 Experiment Procedure
2.1.1.1 General

A Visual experiment was conducted in order to estimate temporal structure and con-
textual effects on perception. Consecutive visual stimuli were presented under various
temporal structure profiles. In all profiles stimuli were presented in various levels of
perceptual difficulty. Difficulty raised because stimulus was a circular spot similar to
the background, whereas the subject was required to supply a dichotomous response.
In each trial the subject was requested to report whether there was a spot or not. In
practice there was always a spot, only sometimes the contrast between the objetcs and
the background was very low

In the experiment participated 18 subjects aged 23-31, 9 females and 9 males. They
had regular or corrected to regular vision and were not diagnosed as having attention
deficit disorders. 2 female subjects were excluded from results for having extremely high
positive responses (> 40%) for trials of very low input levels, which implied credibility
problems.The experiments were conducted in a dark room where subjects sat alone in
front of a computer screen. All subjects were naive to the purpose of the experiment.

Subjects signed a consent form and were paid for their time.

2.1.1.2 Stimulus and Trial structure

A stimulus was a circular darker spot on a noisy background (see middle panel in
figure 2.1).

The background is a static image of ”white noise”, that is, randomly distributed
black & white dots (500X500 pixels). This is a darker circle (60 pixels diameter)

appears in a fixed radius (150 pixels) from the center, at a random angle. Black and



white dots were independent and identically distributed (i.i.d.). All background pixels
had probability of 0.5 to be either black or white, in all trials of all sessions. A new
background with same statistics was generated for each trial.

The spot (diameter 60 pixels) was also composed of i.i.d. black and white dots, but
the probability of being black changed from trial to trial. Spot probability was higher
than 0.5 making the spot always darker than the background. The angular location of
the spot on the background was randomly changed from trial to trial: the angle was

randomly raffled while the radius was fixed (150 pixels from the center).

O O
\ \ )
Y ! ‘
1/2 Sec 3/4 Sec Until key press
[ (‘0" or 1"

Figure 2.1: a Stimulus trial starts with a blank rectangle with a fixation circle. After
500ms the stimulus appears for 750ms, then the blank screen returns and stays until
the subject reports whether he noticed a spot or not.
Spot in this example has input level of 0.6 (probability of balc pixels). Spot location is
pointed for illustration purpose with an orange arrow.

Each trial began with visual reset period of 500ms long, in which a white screen
with a fixation circle in the center was presented. Then, the stimulus was presented for

750ms, after which the white screen returned (figure 2.1).

The subject was instructed to report with a key-press if there was a spot or only
background, pressing ’1’ or '0’ respectively. Pressing the response key initialized the
next trial. The experiment was self-paced since responding had no upper time limit.
Responses were accepted also if subject had responded during stimulus presentation,

but the time of presentation was not shortened upon.

In the example given in figure 2.1 the probability of a spot pixel to be black was
0.6. From here on the term “level” refers to the probability of spot pixels to be black.
This level, 0.6, is within the dynamic range for most subjects, in other words: if this
stimulus level were presented several times to a subject, it would be detected at least
some of the times. The minimal level was 0.5, meaning that there was no spot at all
since the statistics of background and stimulus were the same. As the input level got

higher the spot appears above the background more easily.
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2.1.1.3 Manipulating of temporal structure of input levels

Each experiment included 3 sessions, each composed of a sequence of stimuli with

different temporal correlations.

The distribution of input levels was always normal with same mean and same stan-
dard deviation (STD) across all experiment sessions. The difference between experi-

ment sessions was only the order of stimulus levels presentation.

In session “White” input levels were generated in consecutively independent man-
ner, so input levels vector presented memory-less “white noise”. In session “Pink” it was
consecutively correlated creating % noise and in “Brown” it was even more correlated

creating % noise.

White Pink Brown
0.7 0.7 0.7
< < B
306 306 306
il | - -
0.5 0.5 0.5
0 200 400 0 200 400 0 200 400
Stim Number Stim Number Stim Number
? ? ?
a 10® a 10° o 10 WW
107 10° 107 10° 107 10°

Figure 2.2: Experiment sessions Example from subject DM_F_24. Each session has
500 trials, upper panels show levels in their temporal order, lower panels show power
spectral density (PSD) of the corresponding session. On the left “White” session (trace
color is grey) consecutive inputs are not correlated and clearly the PSD it is flat. Central
panel “Pink” session (trace color is pink) consecutive inputs are correlated and the PSD
is descending. Right panel “Brown” session (trace color is yellowish-brown) consecutive
inputs are highly correlated and the PSD is sharply descending.

2.1.1.4 Experiment Structure

The visual experiment consisted of 3 main sessions with 2 additional control sessions,
conducted before and after main sessions (figure 2.3). In each session there were 500
consecutive trials of visual stimulus. The 3 sessions were presented to each subject in

a random order.

Control sessions had only 100 trials.
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Main experiment blocks
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|

after

Figure 2.3: Experiment structure

2.1.1.5 Determination of input statistics of a subject

For each subjects first a control session was used to appraise individual parameters.
Control sessions consisted of 100 trials, input levels were consecutively uncorrelated
(“White”). The distribution of levels was normal, in control sessions it was always
with mean of 0.595 and STD of 0.0297, which is 5% of the mean.

Analysis of the first control session determined the individual mean and STD which
will be used across all main sessions for this subject. The mean was set to the be at
the threshold, i.e. the crossing level of 50% detection rate. STD was 5% of it.

2.1.2 Technical Details

2.1.2.1 Extracting psychometric curve parameters

A Psychometric curve is referred to the relation between input level and the subjects
actual detection rate in this level. Detection rate was calculated for level in bins of
0.075 width (figure 2.4). A continuous curve of detection probability (DP) for all input
levels was estimated from these points using a weighted curve fitting procedure. The

fit was to a sigmoid function spanning between 0 to 1, represented by the formula:

1
1+ 10Sl+(z—Th.)

Sigm(x,Sl.,Th.) = (2.1)
Where z is the input level and the parameters SI. and Th. are the slope and the
threshold, respectively.

The weighing, giving different significance of each point, was dependent on the
sample size from which each point was derived. The fitting process, which was designed
to find the slope and threshold ,was iterative using Matlab function for nonlinear fit -

nlinfit.m
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Figure 2.4: Psychometric curve parameters Level of crossing 0.5 DP (detction
proabability) is the threshold Th., and the steepness of the curve is represented by the
slope Sl., as defined in equation 2.1

2.1.2.2 Paradigm Validation - the task involves no learning

Comparison between “Before” and “After” control sessions was used in order to verify
that no learning process was involved in the experiment. Three parameters of perfor-
mance were compared, all of them showed no significant change.

Comparison parameters are: a) Th. - Threshold of the psychometric curve, b) SL. -
Slope of psychometric curve and c) Total detection rate - the number of detentions out

of the 100 trails.

As seen in figure 2.5 there is no significant change between “Before” and “After”

experiment sessions in all three parameters.

‘ 80 ‘ 100
©0.65 —
ks 60 “\ S

o 06 840 . 2 50
s %) : 3
o " 20 i o)
ﬁ 0.55 ® o

0 0

Before After Before After Before After

Figure 2.5: Performance comparison before & after experiment Each colored
circle represents a different subject, errorbars marking mean and standard deviation
(STD) across subjects. No significant change in any parameter.
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2.1.2.3 Analysis of hysteresis conditioned upon the history of input

For conditioning the results upon input history we calculated the hysteresis between
psychometric curves of the two conditions. Input history is represented by a filtered

version of the inputs calculated as follows:

1 1

F(zp)=ap*x(1—€ 7))+ F(zp_1)* (e 7) (2.2)

Each component n of the filtered signal was classified according to the derivative
sign 0F(zy): labeled “up” if the derivative of the filtered signal was positive (level

increased) and “down” if it was negative (level decreased).

O0F (zy,) = F(xy) — F(xp—1) (2.3a)
- { up .if O0F (z,) >0 (2.3D)
down if O6F(x,) <0

Parameter 7 in equation 2.2 determined how far back the history of inputs counted in
defining the trend; As the filter became longer, with higher 7 values, the “up”/“down”

relied to a more general trend of the input signal.

2.1.2.4 Sensory-Cognitive Model details and constants

A model of perception composed of two stages is presented: a sensory stage, where the
input signal is estimated; and a cognitive stage, where a decision is made. All blocks

and equations of the model are defined hereby in details:
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sensory cognitive

stochastic;

0=z=<1 1

constants:

sl | Zi

Th. L‘ b= 0, z; < pl\ Yi
3 1 Dsi SN D t 1, zj Z/F_i =

% ( -|- / PSi = o5 T N +./‘ =

ba; = Ac(Th. —F(x;_1)) ‘
Where:
F(x) =i (1—e7) + Flxim) (e 710)

Figure 2.6: Sensory-Cognitive detailed model - dependent on history of inputs
and responses

The sensory process (blue box) - is modeled by instantaneous sigmoid relations between
the input level & and ps the probability of response to be 1. Adaptation is modeled by
biasing the physical instantaneous input level z by adding ba to it, which results with
the effective input . The value of ba is based on the history of inputs. Specifically ba
depends linearly on the distance between the input level and the threshold.

The cognitive process (red box)- is modeled by a comparator that digitizes the response
according to a stochastic process; A number z between 0 and 1 is raffled from a uniform
distribution and compared to an effective probability p of the response to be ’1’. pis the
summation of the sensory probability ps with the recency effects pr. pr is a constant
probability Rc which is added or subtracted, dependent on the last response

1. Adaptation Bias of Input - ba - is a linear ”spring” which acts to balance
history towards the central value of the threshold Th. (equation 2.4a). History
F(x) is represented by filtered value of previous inputs. The filter is an exponen-
tially decreasing filter, which means that the recent inputs have more influence
than the further ones (equation 2.4b). The decay of the filter is characterized by

a constant 7. In the model 7 = 24 [time steps].

The bias grows linearly with the distance between the filtered history and the
threshold. The distance between threshold Th. and history F'(z) is multiplied by
a constant Ac (equation 2.4). In the model Ac = 0.25 [probability multiplier|.

2. Effective Input Level - Z- is summation of the pysical input level z and the bias
resulting from the adaptation (equation 2.5). Z can be higher or lower than the
physical x since adaptation bias can be either positive or negative. For example:
if recent history of contained many high levels the F'(x) is higher than threshold
Th., therefore the delta (Th. — F(z)) is negative, and the adaptation bias will

decrease physical input level x such that T < x.

3. Sensory Probability - ps - is calculated for each input level using a sigmoid

function of fixed parameters: SI. & Th. which represents the Slope and Threshold

15



respectively (equation 2.6). The parameters Sl. & Th. that were used in the
model were the average parameters found to characterize the human subjects.
Specifically S1.=30, Th.=0.595.

. Stochastic Response - z - is a number between 0 and 1 which is raffled every
trial from a uniform distribution. z is then compared to the effective probability
p for response to be ’1’. The result of this comparison is the binary value of the

response y (equation 2.9).

. Recency Bias of Probability - pr - is dependent only on the previous vote. A
constant Rc is added if the previous vote was ‘1’ and decreased in case it was ‘0’
(equation 2.7).

In the model Rec = 0.1.

. Effective probability - p- is the sum of the sensory probability ps and the bias
probability pr resulting from the recency effect (equation 2.8).

ba; = Ac* (Th. — F(zi_1)) (2.4a)
F(z)i = ;% (1 —e7) + Fla;_1) * (e7) (2.4b)
= 1 2.6
psi=1 + 105L+(#—Th.) (2.6)
R ) 1=1
pri = A (2.7)
—Re  if yi1=0
pi(yi = 1] xi, yi1, F(xi-1)) = psi + pr (2.8)
0 if oz <pi
Yi = . (29)
1 of oz =i



2.2 Results

We characterize the responses behavior in 4 ways of analysis: The first relates to the
over all psychometric curve characteristics. In the second way the recency effect is
being evaluated. The 2 last ways of analysis refer to conditioning of the responses upon

inputs and outputs, respectively.

2.2.1 Sharper psychometric curves for slowly varying inputs

We first characterized the observers’ performance to the different temporal signals by
estimating the psychometric curve for each of them. The psychometric curve represents
the response to the momentary input level, averaged over the entire experiment. Fig-
ure 2.7a shows an example of the three psychometric curves computed for one observer
for the three different stimulus regimes. It can be clearly seen that the curve is most
shallow for the ”White” stimulus, where input levels are presented independently at
each trial. The curve becomes sharper for the "Pink” stimulus with temporal correla-
tions, and is sharpest for the ”Brown” stimulus which varies most slowly. Sigmoidal
fits to the data points are shown in solid lines; these fits define two parameteres for
comparison among observers: Sl. and a Th.. These were extracted for all experiments
by the procedure described in 2.1.2.1.

The slopes for all observers are shown in figure 2.7b, where the average is seen to

increase with the signal correlation: on average over all observers,
Sl'White < Slek < Sl-Brown (210)

Since variability between subjects was higher than between averages of different
sessions, the individual slope for the white-stimulus session was subtracted from of
those of the correlated sessions, pink and brown, for each individual separately. The
result shows with high significance that the per-subject slope of the psychometric curve
in response to white-stimulus is lower than that of pink or brown, as seen in figure 2.7c.

The threshold values Th. of the psychometric curve, in contrast, showed no consis-
tent change between stimuli of different temporal structure (figure A.1 in Appendix A.1.1).
Consistently with this observation, the total detection probability of any given observer
did not change systematically among the different stimulus regimes.

The significant dependence of the detection slope on temporal stimulus properties
provide the first solid evidence for history-dependence in detection. Since the different
stimuli display the same overall distribution of input levels (see Methods), a strictly
static response would result in the same psychometric curve for all of them. This is
because characterization by a psychometric curve disregards temporal structure alto-
gether shuffling the inputs (and corresponding outputs) randomly in time for any given
experiment does not change the psychometric curve. Therefore the different curves

clearly show that additional variables related to the sequence of presentation deter-
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mine perception; to expose these variables it is necessary to consider the temporal

sequence of responses and corresponding inputs.
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Figure 2.7: Slope of psychometric curve depends on input temporal structure.
(a) Example of psychometric curve for a single subject TR_F_23. Circles: binned
detection probability, lines: fitted sigmoid. Color code marked in legend. (b) Estimated
slopes of psychometric curves for all subjects (each colored circle is an individual). On
average, the slope increases for more slowly varying input signals: 29.3 £2.5 32.8 £
4.2 36.5+2.7 for White, Pink and Brown respectively. Errorbars mark the standard
deviation (STD) across subjects. (c) Individual slopes relative to White session: Slope
estimated for White signal is subtracted from slopes of the other signals for each subject
individually. Differences between sessions within every subject are significant across
subjects. Statistical T-test performed, significant changes are marked with asterisks
with p-values noted.

2.2.2 Probability of alternating responses is lower than chance in all

stimulus regimes

In many perceptual detection tasks, a ”positive recency” effect occurs: the response
to a stimulus presented at a given time is biased towards the response in the previous
presentation. This result is well known in psychophysics settings of uncorrelated signal
presentation (review in [20]). A quantity which measures the magnitude of this effect

in binary responses is the probability of alternation (POA), defined as the fraction of
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reversals in a binary string:

number of alternations

POA = (2.11)

number of trials — 1

Where 'Number of alternations’ means the number of changes, between any one type
of response and the other, in both directions. For a random, symmetric uncorrelated
binary string, POA is expected to be 0.5; lower values correspond to strings with longer

streaks, or less alternation.

In our experiment the number of alternations is affected also by the input signal.
If the input is slowly varying it has extended below or -above-threshold regimes and
this will result with in long streaks of 0 or '1‘s, respectively. Therefore POA is ex-
pected to be lower for the more slowly varying inputs even for a static observer with
no biases, reflecting a property of the input itself. In order to distinguish this input-
dependent effect from possible bias and history-dependence of the observers, we use the
psychometric curves computed above and simulate artificial ”instantaneous” observers
who draw their response probabilistically based only on the momentary value of the
stimulus and the psychometric curve. The instantaneous model (in figure 2.8) is based
on the sigmoidal relations between input level and response as defined by the transfer-
ence function in equation 2.1). For each stimulus type we used sigmoid responses with

the corresponding slope found in 2.2.1, and thresholds were fixed at the average of all

1
- :
0
T
/

Input Level

experiments.

na’—

Figure 2.8: Instantaneous Model represents the input-output relations of sigmoid
transference function that the defines the probability of a positive response. A stochas-
tic element is determining the specific output for each input level, according to this
probability.

Detection Probability

Figure 2.9 shows the results for a set of these model observers, simulated for each of
the three stimulus regimes, marked in red. As expected, while the White stimulus causes
a chance-level of approximately 0.5 probability of alternation, the slower stimulus elicits
less response alternation, even without any history-dependence on the observer’s part.
The same figure shows also the POA computed from the experimental data, marked
in black, showing that experimental POA values are lower compared with those of the
instantaneous model, for all stimulus regime. This reflects an inherent tendency of the
observes to repeat the same response as the previous one, generating streaks longer
than justified from the input. The effect is similar in magnitude (experimental POA

approximately 0.08 lower than instantaneous model) across all three stimulus regimes.
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Figure 2.9: Probability of alternations (POA) computed for human subjects
(Black) and for 15 instantaneous model subjects (Red). Means: horizontal lines, error-
bars: 95% confidence intervals. Two sided T-test for the difference between the groups
of values performed, significance is marked with asterisks, p-values are noted.

These results did not change if all instantaneous observers used the same psychome-

tric function with the same slope, as can be seen in the Appendix, in A.1.2 figure A.2.

2.2.3 Different slopes in psychometric curves conditioned on response

The results presented above show that, on average, observers tend to switch their
response less often than is required by the input stimulus. To characterize this property
in more detail we compute the psychometric curves conditioning on the current and
previous responses. We divide all trials to those where the response stayed the same
and those where the response changed compared to the previous trial. Fig. 2.10
shows the separate psychometric curves conditioned on these two events, for the three
stimulus regimes. Consider first the Brown stimulus: here trials that were the same as
previous trials maintain a relatively sharp sigmoidal relation with the stimulus (black
curve), while those that contained a switch in the response seem completely random,
i.e. unrelated to the stimulus value (grey curve). Despite the low statistics of this
conditional response curve (in the Brown stimulus there are few instances justifying
a switch in response), still the effect is significant. It implies that without reference
to the stimulus, the observer has a probability of switching his/her response, possibly

following a long sequence of same responses required by the Brown stimulus.

The same effect appears, though not as strong, for the Pink stimulus: those trials
for which the response switched were ”noisier” than those that did not switch, namely
the psychometric curve slope was smaller. In the White stimulus, in contrast, we
find an opposite (though small) effect: those trials with changed responses were more
informative about the stimulus. This implies that, when the stimulus changes rapidly,
the observer tends to switch responses less than required by the stimulus. Taken
together, these results suggest that both positive and negative biases exist, relative to
the instantaneous response dictated by the stimulus; these different biases are exposed

in different stimulus regimes.
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Figure 2.10: Psychometric curves conditioned on response

(a) Trials were divided to two groups: those where the response stayed the same (Black)
and those where the response changed compared to the previous trial (grey). Condi-
tional psychometric curves have different slopes; the magnitude and direction of the
effect is different in the three stimulus regimes. In order to overcome some of the vari-
ability between subjects the individual curves were centered to each own threshold, and
the binned levels are with respect to this center.

(b) Values of individual subjects slopes of stay / change psychometric curves (fitted to
sigmoids).

2.2.4 Hysteresis in psychometric curves conditioned on input

We have seen that conditioning the psychometric curve on output temporal sequences
reveals a bias with respect to consecutive responses. However, since responses are
correlated with inputs, these biases can be caused by input temporal sequences rather
than (or in addition to) output sequences. Therefore we analyzed also psychometric
curved conditioned on properties of the input signal. Responses were divided into
two groups depending on the nature of stimuli preceding the one which related to the
current response.

Figure 2.11a shows the results for a white input signal, with the division into two
groups determined by whether the current stimulus is larger or smaller than the previous
one. The red curve, ”Up data”, corresponds to all trials in which the current stimulus
was higher than the previous one. The black curve, ”Down data”, is constructed from
trials in which the current stimulus was smaller. In this figure the two curves show
positive hysteresis: the ”up” curve has a higher threshold than the ”down” curve. Such
positive hysteresis indirectly reflects a tendency to repeat the previous response: for the
same input level, coming from high stimulus our perception is higher than coming from
a previously lower one. The difference between the thresholds of the two conditional
curves is shown in the inset, for all three stimulus regimes. It is seen that the effect is
strongest for White input and decreases to an insignificant value for the Brown input.
This can be partially explained by the fact that, in a slowly-varying stimulus, changes
between consecutive input levels tend to be very small, whereas in the white stimulus

they can be of any magnitude.
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This analysis reveals a sensitivity to the change in stimulus, but takes into account
only the current and previous trials. It restates, from a different angle, the tendency
of observers to ”stick” to their previous response with higher probability than dictated

by the stimulus.

A generalization which takes into account longer history, is achieved by comparing
the current stimulus to the past history over a timescale 7. Then, trials can be divided
into two groups depending on whether the current input value is higher or lower relative
to the general trend in the past history of length 7. Specifically, the input levels are
filtered using an exponential filter of time constant 7; the result compared to the current

input level. (Technical information regarding the process is elaborated in 2.1.2.3)

Psychometric curves and sigmoid fits were computed independently for the two
groups, Up and Down, as before. An example is shown in figure 2.11b, where a timescale
of 7 = 32 was used for defining the past input trend. For such a high 7 value, the division
into two groups reflects the current input relative to a general trend of the recent past

rather than an immediate change of input level.

In contrast to the previous plot, here we find a negative hysteresis effect, namely
the threshold for Up trials is lower than for Down trials. A similar effect was found for
all stimulus regimes. Negative hysteresis reflects an increased sensitivity moving from
a weak to a stronger stimulus, which is usually referred as adaptation. Such adaptation
is typical to slowly changing environments that allow reliable prediction, where each
change from the prediction results in an enlarged reaction. Indeed, this effect was

prominent in Brown session where input levels were actually changing slowly.

Quantifying the degree of hysteresis as the difference between thresholds of "up” and
”down” curves, allows us to plot this difference for a range of 7 values, corresponding
to the length of history defining the trend. For the special case of 7 = 1, the signal was
not filtered at all so "up” and "down” simply refer to the difference between current
and previous signals. Figure. 2.11c shows the result of this analysis, depicting all
individual observers as dots as well as averages and standard deviations as errorbars.
The trends are clear and similar for all stimulus regimes: in the short term a positive
hysteresis appears, which decreases with 7 until it eventually crosses over to a negative
hysteresis over long times. The White stimulus reveals the largest magnitude of positive
hysteresis, whereas for the Brown stimulus the negative hysteresis dominates. These
results show that both processes, positive and negative biases, exist in human observers.
It appears that they emerge with different characteristic timescale - positive bias over
short times and negative bias over longer times. The ultimate response pattern results

from an interplay of the two, and depend on the temporal nature of the stimulus.
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Figure 2.11: Positive and negative hysteresis in conditional psychometric
curves (a) Example of “Up” (red) and “Down” (black) psychometric curves, con-
ditional on whether the current stimulus is higher or lower than the previous one.
Stimulus was White in this experiment. Data points: circles, sigmoid fits: lines.

Inset: magnitude of hysteresis in all stimulus regimes, defined as the difference between
thresholds of “Up” and “Down”, for all subjects: Hystersis(t) = Th.(T)up—Th.(T)down
(b) The same as in (a) only with conditioning on “Up” and “Down” of the current stim-
ulus relative to a trend over 7 = 32 previous trials. Hysteresis is negative here: “Up”
has lower threshold than “Down”.

Inset: Hysteresis values of all subjects in the all stimulus regimes with T = 32.
Examples (a)&(b) are taken from subject IR_F_23.

(c) Hysteresis of all subjects in all stimulus regimes, at various lengths of exponential
filters defining the past trend (7).

T-test performed against null hypothesis, significant values are marked with asterisks
and p-values are noted.
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2.3 Model

The experiments presented above suggest that, in addition to the input signal, two
inherent opposing forces act to shape perception. On one hand, human observers tend
to stick to their previous responses even when stimuli change. On the other hand, over
longer timescales, an adaptation effect occurs which effectively pushes the observer
away from a constant response for too long. Below we construct several models for
perception and examine their consistency with the results across all stimulus regimes.
All models are based on an instantaneous input-output function (sigmoid) with two
history-dependent modifications representing the two forces described above. The basic
instantaneous model is the same sigmoidal model which used for comparison of POA

levels between the regimes, see figure 2.8.

The basic structure of the models is composed of two stages: a sensory part, in
which the input signal passes through a static nonlinear (sigmoid) response function
that defines a probability of detection and a cognitive process, in which the final decision

is made on the response.

Upon this basis the history-dependent modifications can be added. Adaptation
in this process can be implemented by a modification of the the sigmoid threshold,
or equivalently, by adding a bias to the perceived signal [5]. Therefore, adaptation is
applied in the sensory stage; The input signal is linearly filtered before it passes through
the nonlinear (sigmoid) function, this is known in the signal processing context as a

”linear-nonlinear” model [43].

It is now followed by a cognitive process, in which the final decision is made on the
response. A coin flip according this probability is determining the final response. At
this point additional factors such as previous response, current state of attention may

alter the probability, hence influence the decision.

2.3.1 Sensory-Cognitive model - dependent on history of inputs and

respomnses

The general structure is depicted as a black backbone in Fig. 2.12, with the history-
dependent modifications drawn on top of this backbone by red arrows. Here adaptation
acts on directly on the input whereas the cognitive process is affected only by the
output. This partition of the two history-dependent modifications is consistent with
recent fMRI experiments [54], indicating that they are mapped to distinct brain regions.
Specifically, adaptation was related to primary visual areas whereas positive recency
was related to high cognitive areas, whereas the second to primary areas of the visual

system.
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Figure 2.12: Sensory-Cognitive model. The backbone structure of the model (black
arrows) is composed of a fixed input-output relation (sensory process) and a probabilis-
tic ”coin flip” decision based on the resulting output cognitive process. Upon this pro-
cess 2 biased are added (red arrows): an Adaptation Bias varies the threshold based on

the input history; and a Recency Bias can modify the final decision based on previous
responses.
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We used this model to generate a set of 15 observers, and simulated the same
protocol as the experiment. Sets of input signals were synthesized in the three stimulus
regimes, presented to the model observers, their responses (0/1) recorded, and the
results analyzed using the same analysis as that used in the experiments. The results

are presented in Figs. 2.13-2.16.
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Figure 2.13: Empirical psychometric curve parameters in the model. Results
of 15 model-observers were analyzed for their empirical psychometric curve under the
three stimulus regimes. Relative slopes (2.13a) and thresholds (2.13b) were computed
by subtracting the parameters of the Pink and Brown experiments from those of the
White, for each individual observer, similar to the analysis of the human subjects.
Compare to experimental results in Fig. 2.7.

First we used the responses of the model observers to construct their empirical psy-
chometric curves. Although the input-output sigmoid function defined in the model
(middle box in Fig. 2.12) was fixed, the existence of history-dependence in the model
together with different temporal structure of the inputs resulted in empirical psycho-
metric curves that depended on the stimulus regime. Fig. 2.13 depicts the difference
between parameters of these empirical curves for the two correlated inputs - Pink and

Brown - and those computed for the White stimulus. Similarly to the human observers,
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the model produced sharper psychometric curves (larger slopes) for the slowly varying
simuli (2.13a), while the threshold values remain unchanged (2.13b). The effects are
similar in direction and in magnitude to that found for human observers.

Next we considered the probability of response alternation (POA) averaged over the
entire experiment, for the different stimulus regimes. Fig. 2.14 shows the results for all
model observers (red) together with the same quantities computed for the experiments
on human observers (black). They are practically indistinguishable, showing that the
model captures correctly the tendency for positive recency equally well in all stimulus

regimes.
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Figure 2.14: POA of model and data Probability of alternation in response (POA)
of humans subjects (Black) and of model subjects (Red).

The model also captured the empirical psychometric curves conditioned on the
response, as well as those conditioned on the stimulus trends. Fig. 2.15 shows the
results for conditioning on whether the response was repeated or changed relative to
the previous one, which can be compared to the experiment in Fig. 2.10. Fig. 2.16
shows the hysteresis - difference in thresholds between the two conditioned groups -
for conditioning on the direction of stimulus changed, defined over various timescales.
This can be compared to Fig. 2.11: the model shows the same hysteresis profile as a
function of the timescale used to define the trend in the stimulus. Note that, since the
15 observers had the same model parameters, variability between them is smaller than

between human observers, as expected.
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Figure 2.15: Model psychometric curves conditioned on response Trials were
divided into those in which the response was the same as in the previous trial (”stay”;
black) and those in which it changed (”change”; gray). Compare the results with
experimental data in figure 2.10.
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Figure 2.16: Hysteresis in model psychometric curves conditioned on stimulus
trend Hysteresis in model shows qualitatively the same behavior as a function of 7,
the timescale used to define the stimulus trend as Up or Down, as human observers,
for all stimulus regimes. Compare the results with experimental data in figure 2.11.

2.3.2 Sensory-Cognitive model - dependent only on history of re-

sponses

Other models that differ in details of the history-dependent effects were also tested.
For example, the dependence of the adaptation bias (threshold modification of the
input-output curve based on a history of length 7) could be made to depend on the
output rather than the input. A sketch of this model is presented in Fig. 2.17. The
results of model observers following these processes were indistinguishable from the one
presented above. Other possible combinations were also tested, but were found to be

more sensitive to the choice of parameters than the two model versions mentioned here.
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Figure 2.17: Sensory-Cognitive model - dependent only on history of re-

sponses The regulation of the adaptation bias of the input is based upon the responses
history, rather than on the input history.
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Chapter 3

Audio-Visual experiment -

relations between the modalities

3.1 Methods

3.1.1 Experiment Procedure
3.1.1.1 General

Combined Audio-Visual experiments were conducted to evaluate the dynamical influ-
ence of one perception on the other. The experiments investigated relations between
detection performance in two modalities, under different contextual relations with the
perceived object.

Each subject sat in front of a computer screen in a dark room wearing headphones.
Consecutive combined trials were applied, each trial included background stimuli in
both modalites concomitantly, but only in one (random) modality a stimulus was actu-
ally delivered upon the background. Subjects were asked to respond with a key press:
pressing ’1’ for noticing either stimulus, or ’0’ when neither auditory nor visual stimulus
was noticed. Response was identical with respect to seeing or hearing, subjects were
not required to classify the type of stimulus.

24 subjects (13 females) participated in the experiment, aged 21-32. All of them had
regular or corrected to regular vision, regular hearing and were not diagnosed as having
attention deficit disorders and were naive to the purpose of the experiment. Subjects
signed a consent form and were paid for their time. 3 subjects (3 females) were excluded
from results for having 15% or more false positive responses to sham trials. 2 more (1
female) where also excluded because of an extreme difference in performance between
the different sessions (details in 3.2.1).

3.1.1.2 Visual stimulus

The visual stimulus was the same as in the visual experiment which is described in

details in section 2.1.1.2 and is shown in figure 2.1.
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3.1.1.3 Auditory stimulus

The auditory stimulus was a beep embedded in noise. The background was white noise,
bandpass filtered to the range between 800-1200Hz, with a duration of 2 seconds. The
beep was 1000Hz pure tone of 0.2 seconds long. See example in figure 3.1. The delay
of the beep from the beginning of the background noise was randomly selected in
every trial out of three options: 0.75, 1 or 1.25 seconds. Background noise level was
kept constant throughout the experiment, thus while beep levels were changed between
trials. From here on the term “auditory level” refers to the ratio between the beep

energy and the total energy (beep+noise) in the same period of time.
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Figure 3.1: Auditory stimulus Background noise lasts 2 seconds and the beep, which
embedded in it, is 0.2 seconds long. In this example beep starts 0.75 seconds after the
beginning of the noise.

The upper panel shows a frequency-temporal decomposition of one trial. Background
noise is ranging from 800Hz to 1200Hz and beep is played at exactly 1000Hz.

The lower panel shows the total energy of the signal. In this example the auditory level
is 0.2 (see previous paragraph for definition of auditory level). Although it is hard to
notice in the signal in the trace (marked with an orange rectangle) this level makes a
very clear 'beep’ when it is heard. .

3.1.1.4 Audio-Visual combined trial structure

Each trial was composed of 3 stages. A timeline which is presenting one audio-visual

trial is shown in figure 3.2.

e A reset period of 0.75 seconds contains the auditory background and a blank

rectangle with a central fixation circle for the visual reset.

e A stimulus period of 0.75 seconds is when concomitant visual & auditory back-
grounds are presented: noise and a visual black & white dotted image, respec-
tively. Only in one modality, either the auditory or the visual, a stimulus is

presented on top of the background during this period .
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e A response period is the final stage where an auditory background noise con-
tinues for 0.5 seconds (to a total of 2 seconds) and is followed by silence. While
the visual reset screen is displayed. This state continues for an unlimited duration

while the system is waiting for the subject to respond.

Once the subject responds, the next trial begins.

time-line
of one trial o
[seconds] q 025 05 15 175 2

(@) (@)

Figure 3.2: Awudio-Visual trial The trial begins with a background noise and a
background white image. The stimulus period, in which the visual background
(with/without spot) is shown, is noted with a red line on the timeline. This is also the
range of time in which the auditory beep may begin. In this example beep starts 1
second after the beginning of the trial.

For demonstration both beep and spot are shown on top on the background, while in
the actual experiment just either of them is presented in any trial.

3.1.1.5 Experiment structure and closed loop procedure

The experiment consisted of 4 sessions of 300 consecutive combined trials. In every
trial the modlaity of the stimulus was randomly chosen. Sham trials, in which no
stimulus was presented in any modality were randomly admixed. Some subjects (n=7)
has 30 sham trials and the others (n=17) had 10 sham trials per session. In every
session, each modality was presented with 135-145 stimuli.

The difference between sessions was the type of the relations between the input
levels (of either modality) to the subject responses. For each subject the first session
was a session where both modalities had closed-loop (CL) relations between inputs
and the responses. The closed-loop procedure wss adapted from the principle to voltage
clamp, and was demonstrated in visual psychophysical setting in the work by Marom
& Wallach in 2011 [38].

Closed loop relations means that inputs are adjusted according to the previous
responses. For each modality separately, a controller tracked responses of relevant

stimuli and by filtering them created a measure of the momentary detection probability.
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When the detection probability was higher than 0.5 (the ”clamp level”) it effected
the following stimulus level to be lower than the previous one, which resulted with a
harder stimluli for the subject to detect (lower contrast, or lower power of beep), It was
vice-verse when detection probability declined below this level. Detailed description of
the controller, its parameters and the momentary detection probability calculation are
found in Methods 3.1, equations 3.1 to 3.3.

The first session was marked VCL_ACL (Visual CL - Auditory CL) i.e. each modal-
ity had an independent close-loop controller which determined the level of its input
stimuli.

A different type of session was an open loop session, where no relations between the
subject responses and the input levels existed. Instead, the input levels were Replayed
(RE) in the same order as they were in the first session, such that statistics of inputs
and the temporal structure were almost identical to those of the first session. The only
difference was that there were new random admixture of sham trials amongst the trials.
This session was marked VRE_ARE (Visual Replay - Auditory Replay). The other 2
sessions were mixed such that one modality’s inputs were controlled in closed-loop and
the inputs of the other were replayed (open loop) from the first VCL_ACL session These
mixed sessions were marked VCL_ARE and VRE_ACL.

For every subjects the first session was always VCL_ACL and the order of 3 other
sessions were randomly shuffled between subjects. VCL_ACL session was 25 trials
longer, the first 25 trials were used only for stabilizing the controllers and were not

replayed in following sessions, nor they were included in analysis.

3.1.2 Technical Details
3.1.2.1 Closed Loop: PID controller

Closing a loop on response is effectively a process of on-going adjustment of stimuli levels
according to the momentary detection probability (DP). The purpose of this adjustment
is to flatten response fluctuautions, such that the DP (detection probability) stays as
close as possible to a desired value, the clamped level (in our experiments 0.5 DP).
For the estimation of DP we apply a smoothing exponential filter on past responses.
There is a separate controller for each of the modlaities which is updating only according
to responses to stimuli of the same modality.

DP estimation is performed by applying an exponential filter on responses. It is

given by the formula:
1 1
DP, = (1—e"7)* Response, + (e~ 7)*x DP,_4 (3.1)
The error to be minimized is the distance of the DP from 0.5:

err, =0.5— DP,,_1 (3.2)
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Note that err, can be either positive or negative, with respect to the size of detection
probability. Next input level is determained by a Proportional-Integral-Differential

controller (PID), implemented in this way:

Tpy1 = o + (erry) * P+ (Z err;) * I + (erry, —errp_1) * D (3.3)
i=1

Specifically for this experiment we used the following constants: P = 0.2, [ =
0.02, D =0.002, zoV =0.7, 2gA=0.2
Note that visual level and auditory level refer to different qualities, accordingly each of

them has an individual initial level: ¢V for visual and lzgA for the auditory stimuli.

3.1.2.2 Detection probability calculation

The calculation of ongoing DP was performed separately for each modality. Responses
were devided by the modality of the stimulus while the original time of responses were
kept to maintain time synchronization of the two modaliteis traces. Whe DP was
estimated in post processing we used the same filter which was used in the closed loop
session (equation 3.1). In order to avoid the transient period of controller stabilization
the first 25 responses of all sessions were precluded from further analysis in all sessions
(in addition to the first 25 trials in VCL_ACL session that were not replayed).
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Figure 3.3: DP Calculation Example Top panel: all responses, red circles for visual
and blue circles for auditory stimuli. In the 2 lower panels the responses are separated by
the modality of the stimulus . Solid bold lines show the filtered values, which represents
the momentary detection probability of each modality (upper, Red for visual , lower,
Blue for auditory).
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3.2 Results

The current experiment was examined in 4 ways: Initially, we compared the global
measures of performance amongst sessions. Second, for each modlaity, we tested the
how the regime of the counter effects the fluctuations of the first. Third we investigated
the temporal relationship between the modalitied. And last, we investigated whether

a recency effect occurs within and/or between the modlaiites.

3.2.1 Total rate of detection in closed and open loop does not change

In order to establish foundations for the comparison between the experiment modes we
compared the over all performance between them. We found that on average the total
rate of detection did not alter whenever subjects performed the task in open or closed
loop, as seen in figure 3.4.

It is expected that in closed loop all subjects had around 0.5 detection rate, since
the closed loop controller is ensuring that. In open loop, for the specific subjects it
occurred that the total rate in open loop was higher or lower than 0.5. But on average
across all subjects the positive responses were also around 0.5.

Two subjects were excludes from the rest of the analysis since they had an overall
detection rate (in at least one open loop session) which deviate extremely from 0.5.

Specifically, the deviation was more than 2¢ from the mean detection rate of all subjects.
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Figure 3.4: Total detection rate is on average the same in all the 4 sessions. On the
left, in red, the total portion of positive responses of visual stimuli. Performance of
individual subjects are marked with a dots. Red area stands for the STD around the
mean of the subjects, thin lines represents confidence level of 95%, and the white circle
is the median. On the right, in blue, same marking for auditory responses. 2 subjects
which had extreme results are marked with an 'x’.
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3.2.2 Response fluctuations in closed / open loop - the influence of
counter modality

In order to estimate fluctuations in response we inspected the temporal detection, rather
than over all performance. We estimated the momentary detection probability (DP)
for each modality as described in the technical details section 3.1.2.2. Figure 3.5 shows

an example of one subjects response fluctuations in all 4 sessions.
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Figure 3.5: Example of response fluctuations in all sessions the 4 panels show
filtered responses of all sessions of one subject. Red are responses for visual stimuli and
blue for auditory stimuli. Fluctuation levels are expressed as the standard deviation of
the filtered response.

It was expected, and indeed found, that a modality which was in closed loop dis-
played less fluctuation than when it was in an open loop, since the closed loop was

”clamping it” to do exactly so.

Figure 3.6 summarizes the fluctuation levels of all subjects. For the inspection of
the interactions between the modalities we checked the influence of the second modality
being in open/closed loop on the fluctuations of the first when itself was in open loop.
The results show that influence indeed exists, but only in one direction; When auditory
was in open loop the the visual fluctuations decreased, relative to the case where both
modalities were in open loop, as seen on 3.6a. however, such influence was not found in
auditory open loop where fluctuations have not changed whenever the visual modality
was either regime, see 3.6b. The meaning is that we found an asymmetry between
the modalities: only the fluctuations of the visual response were effected by auditory
relations with response (closed or open loop) while auditory was not influenced by
visual relations with response.

When either modality was in closed loop, the effect of the controller of suppressing

the fluctuation was dominant, no interaction was found between the modalities.
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Figure 3.6: Fluctuations of response in the different experimental conditions:
(a)&(b): Pairs of STD levels of the DP traces of visual (Red) and auditory (Blue) re-
sponses in the different experiment conditions. Dots represents individual subjects,the
lines which connect every pair of dots show the individual trends. Error-bars mark the
standard deviation (1lo) around the mean fluctuation levels of all subjects, median is
marked with a white circle.

On the left of both panels - STD levels of either modality when itself is in CL are low,
and are not effected by the regime of the other modality. (a) On the right - visual
DP fluctuations are decreased when auditory alone was in a CL relative to the session
when both modalities were in OL. (b) On the right - Auditory fluctuations in OL do
not change whenever visual modality is in either regime.

(c)&(d): Since fluctuation levels are highly diverse between subjects we are looking at
the individual difference (AST D). On average, in open loop sessions AST Ds of the
visula responses are lower than zero. This reflects a per-subject influence of auditory
fluctuations on the visual fluctuations. Statistical significance with respect to the null
hypothesis was found using t-test, p-value was 0.03.
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3.2.3 Temporal relationship between responses to Auditory and of

Visual stimuli

Another way of inspecting the temporal relations between modalities was directly look-
ing at the dynamic relations between their two response traces. The traces of the
two modalities were calculated while aligned to their actual times. The filetred rep-
sonses were then extrapolated to be evaluated also at times of stimulation of the other
modalitiy. These aligned and extrapolated traces enabled to calculate a temporal cross-
correlation between them. Same process, extrapolations and cross-correlation, was ap-
plied also on the two vectors of input levels.

We calculated a normalized cross-correlation for each pair of signals by the formula:

Xeorr(A, B) = —— 3 (=04 Dizos, (3.4)

N-1&=" pa KB

Where N is the signal length and ¢ and mu are the mean and standard deviation of the
signals, respectively. This revealed complex temporal relations between the modalities

as seen in figure 3.7.
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Figure 3.7: Auditory-Visual X-correlation of Inputs and DP

The output responses have a positive correlation between them when both modalitied
in closed loop (green on the left), while a negative correlation is found when both of
them in the replay (open loop) session (green on the right). There is zero correlation
between input levels in both cases (purple, both sides)

Statistical significance was calculated using t-test for X-correlation levels against the
null hypothesis; asterisks mark significance and p-values are noted.

Any audio-visual correlation (both directions) cannot be accounted to any property
of the input itself because the auditory and the visual inputs have zero correlation
between them. Moreover, the difference between the correlation direction in open loop
and closed loop occurred in spite of the (almost) identical inputs which were delivered
in these two sessions.

A Negative correlation was found between the responses of the modalities when they
were both in open loop session.(A representative example of the counter correlations

in open loop is shown between the traces of the subject in figure 3.5, top on the right).
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This can be accounted for temporal and voluntary shifts of attention between the
modalites. Closed loop paradigm prevented these shifts, as we showed that the correla-
tion between responses in open loop was Positive for the same inputs (an example for
the small positive correlations between DP traces in closed loop is shown in figure 3.5,
top on the left).

Although each modality had an independent controller the process of relating to
the response itself entrained fluctuations of the two modalities to each other, so they
became correlated. The way it may occurred could be for instance, if the subject
was focused during some period of time on the visual stimuli while "neglecting” the
attention to the auditory ones, than the controller would have strengthened the next
auditory stimuli to the extent it became inevitable not to detect. The result, in this

case, was concomitant alertness to both sources of stimuli.

3.2.4 Audion and vision responses in the combined experiment have
no recency effects

A known tendency in perception is the ‘recency effect’, which means that subjects
tend to repeat last response more than justified by the input structure (the effect was
demonstrated in the visual detection process in section 2.2.2). Hereby this effect is
evaluated in the bi-modal case;

In the current experiment the stream of results was mixed, i.e. composed of re-
sponses to auditory and visual stimuli. There were two ways to inspect the recency

effect such a case, asking:

1. Is there recnecy whithin results of each independent modality although in half

the cases stimuli were not actually consecutive?
2. Does this effect exists for the general responses of combined inputs sources?

The measure that we used for evaluation of the effect is Probability Of Alternation
(POA), which is defined in equation 2.11 in chapter 2.2.2.

3.2.4.1 No recency effect within each modality

In order to test the first question responses were separated into two vectors, auditory
responses and visual responses and POA of each of them was calculated separately. The
inputs of each modlaity were generated by the closed loop controller which resulted in
an individual temporally-correlated input levels for each modality. Since a structure of
the input dictates the level of reference for probability of alternations (i.e. the POA
which is expected without recency and other biases), therefore, we had to consider the
actual structures that were delivered.

We used an instantaneous model to evaluate this expected value as follows: The

model reflected the static & memory-less properties of the input-output relations for
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either modality (elaborated description of this model is found in the previous chap-
ter 2.2.2 and in figure in 2.8). The parameters that were used in the model were the
average values (across all subjects) of slope and threshold for either modlaity. These
values were obtained for each subject by generating psychometric curves for both au-
ditory and visual responses, and than extracting the slope and threshold of each curve
by fitting it to a sigmoid as described in 2.1.2.1). To be most precise, the inputs that
were fed to the model were the actual inputs which were presented to the subjects in

i

the open loop session (a ”replay” of the ones recorded in the closed loop procedure).

In the case of closed loop it was expected to find high alternation rates since, each
controller prevented long streaks in its modality. Indeed, in figure 3.8 these high alter-
nations rates stick out wherever either modality is in closed loop, regardless the regime
of operation of the other modlaity. However, in open loop, we found that responses
to each modality did not have tendency to recency. For example, the visual series of
responses to open loop stimuli were the same as the instantaneous model, under au-
ditory open loop (left panel, VRE_ARE) and under auditory closed loop (left panel,
VRE_ACL). In comparison to the results of the experiment in visual modality alone
2.2.2, this implies that analyzing the visual trials alone in a series of mixed visual-
auditory trials, the recency effect disappeared regardless of the manipulation applied

on the other modality.
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Figure 3.8: Probability of alternation in responses per modality On the left,
POA of Visual responses. Red area represents STD between subjects around the mean,
thin lines stands for 95% confidence level and white circle for the median. POA obtained
from an instantaneous model applied to the input stimulus is marked by a horizontal
dotted line. On the right, in Blue, POA of auditory responses. Asterisks mark signifi-
cance for POA being different than the value dictated by the input structure (P-value
for t-test is notated).

This finding, that no recency effect existed within each modality, could have been
a result of the interrupts of the other modality in the sequence of responses, which
dismissed the effect for the overall signal. To test this hypothesis, we checked if some

recency existed specifically for the trails were the modality of the previous stimulus
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was the same as of the current one (on average these are half of all the trials of each

modality).

The alternation rate of only consecutive trials of the same modality was calculated
and surprisingly, in this case too the result did not change - within either modality
there was no recency effect at all, see figure 3.9. This result is opposite to that one
which we have found in the experiment of visual modality alone; There we have shown
that recncey of responses exists beyond the inputs demand for all input structures.
The difference in results highlights once again how specific context and experiment
conditions, such as raising the cognitive load by admixing modalities, can alter results

and even modify basic properties of detection.

. 8Responses to consecutive Visual Stimuli Roessponses to consecutive Auditory Stimuli
o7p  P<0.001 P<0.001 ] 07f  P<0.001 P<0.001
06 ] 06} 8
< 057 ° 1 < 057
@] O
agal | o P RN PN, SN N N J
03¢ ] 03F
0271 1 02 o
0.1 : : : : 0.1 :
%, h % % %, A 4, %
7 < / <, 8/ < 5, 7
O N N e TR R o

Figure 3.9: Probability of response alternation per modality for consecutive
trials of the same modality

These cases are on average half of all the trails of each modlaity (67-72 trials per subject
per session, dependent on the number of sham trials in the experiment).

Marking as in figure 3.8.

3.2.4.2 No recency effect between the modalities

For inspection of the second question - recency in the combined response, there was
no need to separate the results vector, so POA of responses was calculated for it as a
whole. For calculating the reference POA which is derived from the input structure we
merged the instantaneous model outputs, generated for the previous analysis in 3.2.4.1,
thus while keeping the original order of presentation. The response alternation rate
was calculated upon this combined output, and comapred to the reference value. In
figure 3.10 we see that also between the modlities there was no recency of responses

beyond what is dictated by the input structure.
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Figure 3.10: Probability of alternation of all responses The POA overall stream
of responses in open loop is not lower than the alternation rate which is expected
from input structure (marked with an horizontal line). There is no recency effect of
inter-modality responses.

Altogether, we found that recency effect was not found in any way in this combined

auditory-visual paradigm.
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Chapter 4

Discussion

This thesis summarizes two sets of investigations studying two aspects of the dynam-
ics of response fluctuations: temporal context effects and cross-modal interactions. The
discussion is divided into two parts: the first is a review of the main results with elabo-
rations on their interpretation and significance with some reservations; while the second

part includes some points of criticism regarding both methodology and conclusions.

4.1 Comments on main results and few reservations

Perception seems adequate to natural conditions The first result of this study
is that the steepness of the psychometric curve varies as the order of inputs presentation
is changed. Specifically, the psychometric curve gets steeper as the inputs have more
inner temporal correlations, while there is no influence of these correlations on the
total detection rate. This reflects a reduced ambiguity for structured inputs. If we
allow perception to be regarded as “good” and “reliable” when ambiguity is reduced, it
implies that the more correlated (closer to natural) the experience, the more reliable its
perception would be. In an additional analysis we showed at the same time that such
stability of environment enhanced the sensitivity to change: when there was a slight
change from the prediction there was an enlarged reaction. These results may be related
to real world experiences which typically change slowly, while still sudden changes may
indicate dangerous surprises which must be taken into account. Altogether, our results
suggest that perception performance is adequate to natural conditions.

If viewed from an evolutionary perspective, and this is a consequence of an devel-
opmental process, this conclusion is not surprising.

The other side of the coin is that it could imply that synthetic, jumpy, unnatural

experiences make perception less reliable and more vulnerable to distortion.

Realization of exploitation and exploration balance in perception Next we
showed that a balance exists between two opposing tendencies: a recency effect and

a contradicting tendency. The recency effect can be seen as an expectancy to exploit
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a certain consistency within the environment, which doesn’t disappear even when the
reality does not support its existence. The contradicting force reflects the tendency
to resist a general trend of responses. Effectively this is an adaptation to contexts
which is realized as enhanced sensitivity, as mentioned in the previous paragraph. It
denotes that a prediction of the expected input will reinforce exploitation behavior.
Therefore, there are two counter-balancing forces exerted on perception, with the two
directions being exploitation and exploration forces. The trade-off between exploitation
and exploration was studied comprehensively in fields of high-level cognitive behavior
and decision making [12, 63]. There are also reports regarding neuronal mechanisms
that may underlie these behaviors [17]. It has been suggested that a similar mechanism
exists on the perceptual level (review [4]). Our findings confirm that a similar trade-off
mechanism between exploitation and exploration does indeed exist in perception, and

we demonstrate how such a balance is realized specifically in perceptual detection tasks.

Time-scale saperation between the contradicting effects affects their domi-
nance for different inputs In addition to confirming the existence of such a trade-off
mechanism, we also found a timescale separation between the two opposing tendencies:
over short timescales the recency effect is dominant while the contradicting effect was
found over long timescales. Accordingly, the dominance of each of the effects is realized
differently, dependent on the actual temporal structure of the input: Where no memory
and structure exists in the input - the short timescale effect is dominant, while the
main effect for correlated inputs is adaptation. This point is specifically relevant for
lab experiments which use that common paradigm of shuffled input data - this regime
influences the tendencies and moves the experiment away from its natural regime and
balance. As natural experiences are in most cases slowly changing [32], this is a good

reason to include correlated structures in the experimental design.

Cross modal interactions are context dependent In the second set of experi-
ments we showed that the dynamic relations of the audio-visual detecting process point
to complex interactions: Coordinated shifts of attention in the open loop turned, in
the closed loop regime, into an adjacent process where the modalities become slightly
correlated. This coordination occurred despite the controllers themselves not having
any interactions. The rich literature concerning inter-modal interactions is full of ex-
amples regarding the relations between hearing and seeing. Our results demonstrate
how specific contextual conditions and the framework of experiments exposes different

relations, from the vast assortment of possible ones.

Cross modal interactions are (probably) asymmetric The second aspect
of coordination between modalities was reflected in the level of fluctuations. Low
fluctuations in auditory modality while it is clamped, tended to suppress fluctuations

in the visual modality when it itself is in an open loop. Such influences are apparently
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mediated by a central process of the perceptual system. This tendency is asymmetric as
the quenching of fluctuations is not applied to the auditory modality. Such asymmetry
is in line with previous studies pointing to a stronger effect of auditory stimuli on
visual perception and attention than the other way round [72, 60]. In studies that
found bidirectional interactions these are usually related to a bound perception of an

object that have both auditory and visual properties [44, 18].

Although the literature supports the asymmetry which we found, it is important to
note: During experiments we had a suspicion that the auditory fluctuations were also
influenced by the visual modality state. While this was the case for many subjects,
the findings were always inconclusive. A hypothesis was raised that the asymmetry
is actually an artifact, presumably resulting from the narrower dynamic range of the
auditory stimuli (which, in turn, was a side-product of the specific parameters chosen

for the closed loop controller). This hypothesis was neither rejected nor confirmed.

Inter-modal relations alter basic properties of perception In the bi-modal
case the effect of recency did not exist: not between modalities, nor within them and
even not in the case of pairs of consecutive stimuli in the same modality. This Is in
contrast to the results obtained in the experiment of only visual stimuli. Generally, this
difference in results between the similar, though different, paradigms demonstrates how
important it is to consider as many contextual parameters as possible in psychophysical
studies. Specifically, it shows that an admixture of two modalites in an experiment is
not resulting with a simple addition of the effects found in one separated modality with

the effects of another, it is much more complex than that.

We see that within a modality the contextual parameters may change the detection
properties such that the recency effect could exist (in one modality paradigm) or not
exist (in bi-modality paradigm). A derived conclusion is that recency of repsonses is a
cognitive effect and not a sensory one. This outcome matches the design of the model
that we have offered for one modality detection process, where indeed the recency effect
was attributed to the cognitive part of perception. Altogether, this is an additional
support for our claim that central mechanisms manipulate perception, and that the
integration between detection processes of the different modalities is done away from

the sensory path.

What appears to be a conflict may be resolved if we consider that mixing of modal-
ities, thus raising the mental load of the trials, could alter properties of perception of
each modality, for example it can diminish the ability to rely on history. In accordance,
in these conditions, the sensitivity to input could be larger relative to the non-input
related tendencies, i.e. the effects of the biases are reduced. This claim is in line with
previous reports which suggest that as the mental effort gets higher, to some extent, the
sensitivity to the stimulus is also raising, especially when distinct auditory and visual

signals are presented concomitantly [16].
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4.2 Methodological challenges, comments on the experi-

ments and their analysis & deliberations

Ambiguity and the goal of perception This research is focused on repetitive
weak visual/auditory signals. Weak signals were produced with low contrast to the
background, resulting in ambiguous perceptual trials where the subject is not sure
whether a stimulus existed or not. Subjects are instructed to resolve their ambiguity
by giving one of two possible answers (a dichotomous answer) for each trial. There is
an undergoing assumption that perceptual ambiguity is uncomfortable for the subjects.
Thus, over and beyond their desire to follow the instructions they are also internally
motivated to resolve the ambiguity, i.e. to be sure of what “the real physical truth” is.
That is the reason we used “good” and “reliable” to describe the quality of perception
when ambiguity is reduced.

However, this assumption is not backed up with anything beyond self-introspection.
It might be that other internal motivations also guide the subject, and they may be con-
tradictory to the first. Hypothetically, if a subject is intending (maybe unconsciously)
to optimize information regarding all stimuli, then he may try to maintain some kind
of 1-to-1 table of the real amplitudes delivered, realized in his psychometric curve.
Such an internal motivation may result with an attempt to cover the dynamic range as
much as possible. This may standardize a shallower psychometric curve as the ideal to
strive for, suggesting that higher ambiguity may be “better”. Technically, this option
would require the ability to be aware of all of the history of the inputs, even those
which were responded to with a “no”. However, this is not completely unreasonable,
considering the results found by my colleague Tal Knafo: She showed in a very similar
paradigm that the threshold for detection revealed when monitoring eye movements is
dramatically lower than that of the behavioral response, hence, there is some point in
the detection path which contains that information.

Even without such assumptions it appears, as a general outcome, that seeking the
origin of fluctuations is, to some extent, seeking for the general purpose and goal of
perception. As we found a balancing mechanism between stability of perception and
sensitivity to changes, which is presumably a part of our perception goals, some other
types of internal motivations are probably also involved which are out of the scope of our
measurements. For example, Marom & Wallach [38] put forward the hypothesis that
there is an internal motivation to be in relations with the object. How such motivation,

if it exists, alters response fluctuation is a question that remains unanswered.

Short signals limited analyses methods The experiments in this study were very
demanding, and the difficulty restricted the number of repetitions a subject could
perform. The compromise on short sessions was very costly in terms of our ability to
analyze their properties. In the auditory-visual experiments, for example, a reasonable

session length that subjects could complete was of around 300 trials. However, ignoring
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sham trails, dividing by 2 for each modality and cutting off part of the beginning to let
the controller stabilize, we were left with much shorter signals.

Short signal set serious problems especially for computing dynamic measures: There
were analyses which were borderline in their feasibility because of the signal length -
such as extracting reliable parameters of sigmoid fits of psychometric curves. There
were others that were completely non-informative - such as all types of spectral analyses

(which are, theoretically, ideal for dynamic process appreciation).

Challenges in appreciation of dynamic features The dynamic approach dictated
certain ways in which the experiments could be conducted, with these being different
from many conventional experimental methods. A basic measure we used was a filtered
responses: we termed it momentary detection probability. It became the standard
measure for many of our analyses: we calculated its characteristics, and its relations
with other signals. For instance, the level of fluctuations was quantified by its standard
deviations.

But there is an important reservation regarding this ”standard”: the moment we
filtered the inputs/outputs with a specific filter length 7 we lost the freedom of multiple
timescales, and could focus on a specific one. When it was possible and important,
post processing calculations were done using various types and lengths of filters. But,
this methodological limitation was especially prominent in the audio-visual experiment
where, already in real-time during the closed loop sessions, inputs were regulated upon a
specific filter that was applied to responses with a specific length. In several (not listed)
experiment there were other filter lengths that were successively used for response clamp
paradigms, however, in principal, it is possible that different filter properties might have

emerged with somehow different results.

Closed loop - What does it really do? Beside the methodological problem of
closing the loop using a specific filter there is a more general question regarding the
use of this method. This behavioral closed-loop paradigm is relatively new and we are
not yet certain of all its effects. The closed loop was designed to reduce fluctuation
of response in order to investigate how this would be reflected in the controller, but
this was not the only thing this regime influenced. The closed loop kept the subjects
constantly in their most ambiguous area throughout the session, while in the open loop
they experienced times where the stimuli were in a slightly more definite zone.

An additional assumption was that flattening the fluctuation by allowing the diffi-
culty level to follow the momentary state of the subject will result in a somewhat more
comfortable situation for the subjects, compared with the open loop condition. How-
ever, it appeared that some subjects do not feel more comfortable in this regime. In
subject interviews that took place after each session contradicting views were expressed
regarding the comfort rating of this session.

Maybe this is because in a closed loop, in the way that it was implemented, there
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is a constant rejection of prior expectations: each stimulus slightly contradicts the
subjects’ previous prediction. This rejection resulted in a typical high rate of response
alternations in this regime, which is opposite to the inherent tendency of expecting
continuity (reflected as low rate of alternations). And, even if the matter of comfort is

not relevant, this is an extreme situation.

Challenges to the ability to model via experiment A general challenge in eval-
uating a phenomenon is being able to model it without neglecting crucial features. The
experiments have to reliably reflect reality in a small measurable scale - preserving the
features of life that are at the heart of the matter being investigated. The relations with
the environment in this study are such a central issue, yet, unfortunately, no paradigm
that we tested reflected it in perfectly realistic conditions. Closed-Loop sessions rep-
resented specific relations between the subject and the object, but these are extreme
relations of consistent rejection; In all Open-Loop sessions this connection is completely
missing; the stimulus is not affected at all by the viewer, at the most it is statistically
related via a general natural-like rhythm (Pink/Brown), or not at all (White noise).
Hence, all conditions are extreme points located on a frame surrounding the area in
which (natural?) complex relationship exist. They represent only a few possible (ex-
treme) situations, singular instances of relations one may experience. While the whole
area inside the frame, where the vast majority of interesting natural phenomena are

present, is out of reach in this research as in practically all other psychophysical studies.

Variability between/within subjects Large variability within and between sub-
jects typical in psychophysics. There are numerous elements that can influence one’s
perceptual performance. So the different measurements either within one subject at
different times or between different subjects have numerous degrees of freedom, where
only few of them are controllable in experiments. This study deals with fluctuations in
response, so obviously this issue was considered, but despite this it was still a major
challenge, which affected much of what we could conclude.

As a rule of the thumb - differences among people are larger than those within
one person during an hour of experiments. Specifically, in our experiments, having as-
sumed that different people would tend to have different points of balance and different
thresholds, we compared each subjects’ properties only with his or her own results in
the different sessions. Later we compared the trends to establish the overall statistics.
However, sometimes the variability of trends was also rather high.

Most of the subjects indeed tended to maintain some amount of stability in their
performance, but some fluctuated quite a lot. Apparently, some uncontrolled factor was
expressed in variability when longer time-scales were involved. This factor apparently
made these subjects change their “center” or their tendency to fluctuate, which in turn
could alter their results (detection rate or standard deviation) and, worse, it could also

influence the measurements’ meanings. The possible consequences of such a change
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may be explained in the following example: If a subject had certain fluctuations levels
centered around a particular threshold, and later this subject’s responses were centered
around a very different level, distant to the dynamic range - it is possible that this
”fluctuations level” around this new level, mean something different to that which they
meant before.

A few attempts were made to test the hypothesis that some long term effects
changed individual trends. These included separating the subjects into groups ac-
cording to the consistency of their fluctuations’ levels between the open loop sessions,
or according to the size of the threshold changes, and then comparing between the
groups’ performances. The attempts were not conclusive, presumably because of the
rather small number of subjects in the groups making it hard to firmly establish such
tendencies. In summary, it appears that results would have been much more significant
if all subjects behaved somehow “normally”. But, they don’t... so, probably this is
another part of the conclusion - that trends in psychophysics only reflect those who “be-
have well” and especially when they are stable enough to be measured and evaluated.

Even when fluctuations are of interest.

Variability in instructions In addition to the issues discussed above, the experi-
ments’ subjects were also very sensitive to instructions, which were given orally; On
notable example is that some subjects, who were not specifically instructed to prefer
“no” for “yes” if they were entirely unsure as to whether they detected the signal or
not, tended to have much higher false positive errors. Some of them had to be excluded

from analysis, as mentioned in the methods chapters.

Summary As pointed out, there are many imperfections and compromises in the
methodology and operation of the experiments in this thesis. In addition, there are some
inconclusive results as well as prior assumptions that were not sufficiently established.
However, despite these flaws it may be concluded that the results show how biases and
balances, relations and context are summed up to a coherent picture reliably describing
the behavior of fluctuations in response to weak stimuli. The study demonstrates how,
already in a primary stage of sensing, predictions are made and how these influence the
perception processes. The existence of such effects in an elementary task imply that

the perceptual level is relevant to the understanding of basic human-world relations.
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Chapter 5
Open questions and future study

This research focused on the inspection of response fluctuations from a dynamic per-
spective. The influence of temporal history and of the relations between modalities in
adult human subjects were examined. Some issues were unfortunately left unanswered,

and some results elicited additional interesting questions beyond this study’s scope.

5.1 Some open questions

In the analysis we encountered several issues that were not conclusive, some of them

were mentioned before, here we list the main ones:

From the first experiment we were left with the open question regarding the adap-
tation bias source. Adaptation, as we showed is most likely to affect the sensory path,
but is it based on the input levels or the output responses, or both? Since there is a high
correlation between the inputs and the outputs this is a question which is very hard to

answer. May be it should be addressed by designing a specially dedicated experiment.

Another issue that has been left open is related to the second experiment. As men-
tioned in the discussion, the asymmetry that was found between the modalities might
actually be a result of the specific experimental conditions. Although the work of au-
dition research of Bekesy and his followers performed in closed-loop, yet the control of
fluctuation in the method that we use is less studied in hearing than in vision. Perhaps
it would be worth exploring whether different choice of parameters of the controller
would elicit different relations between hearing and seeing. A promising point at which
to start to answer this question is finding a set of parameters that would result in a

less tight clamp, especially for the auditory part.

It also could be beneficial to broaden the understanding regarding the influence of
a closed loop procedure in order to better understand all of its effects. The results

derived from using this procedure could then be interpreted more solidly.
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5.2 Ideas for broadening the results and future directions

In the study we inspected the temporal structure of changing amplitudes. There are
other properties that could be changed like the tone level (pitch) and the length of the
auditory signal or shape and size of the visual spot. Similar experiments examining the
changes of these features may broaden the scope of our conclusions.

It would also be very interesting to investigate the developmental aspects of per-
ception. Testing children of different ages may shed light on the development of the
biases of elementary sensory perception.

Other conditions are also may intervene with these perceptual processes as cogni-
tive pathologies. Specifically, it would be interesting to check whether conditions of
attention deficits alter the relations between the modalities in a closed or open loop.

There is also the possibility to test if combination of two other modalities (ex.

audition and tactile) would yealid somehow similar results.

5.3 Summary

The dynamic perspective and the tools of analysis that were developed may be useful
for designing a variety of psychophysical experiments and offer interesting opportunities

for future research.
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Appendix A

More results & Negative results

A.1 Appendixl: Additional results for Visual experiment

A.1.1 No change in threshold of psychometric curve in correlated
inputs

Comparing all and individual thresholds of psychometric curves we see no change in

threshold throughout experiment sessions.
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Figure A.1: No change in threshold between “white”, “Pink” and “Brown”.

A.1.2 POA in instantaneous model is not sensitive to the sessions
slope

Comparison POA of between the real subjects and 15 model subjects, similar to what
is described in 2.2.2. The difference is that in this instantaneous model slopes of all
3 session types were the same (Slope = 30). Different POAs between sessions are not
explained by the difference in slopes reported to characterize the 3 temporal regimes

(as reported in 2.2.1).
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Figure A.2: POA is not sensitive to the different sessions slope -the gap betewen
probabilty of real subjects POAs and the model POAs is always around 0.08.

A.1.3 Cognitive model
A.1.3.1 Cognitive model description

The cognitive model means that biases are modeled in post-sensory stage of processing.
On the basis of an instantaneous model, a constant input-output sigmoid function, two
types of history dependent biases are added, both dependent on the history of votes.
The dependence on history manifests a balance between forces of constant positive
recency in short term and adaptation (see equation A.1). A significant difference from
the first sensory-cognitive combined model is that the calculation of the adaptation
biases is dependent only on the history of responses, not on the input history.

In the model both biases are added to the instantaneous probability and than the

modulated probability is compared to a stochastic binary value which is being ruffled.

Adaptation Bias

Detection Probability
o
(9]

o

Input Level

Figure A.3: The cognitive model Sensory process is instantaneous and independent
on history. It is modeled by constant sigmoidal relations between the momentary
input level and the probability of the coin flip. The cognitive process, on the other
side, encapsulates all contextual dependencies. The probability of the coin flip is a
weighting of 3 probabilities the instantaneous with the two biases that depend on the
history of responses.

A.1.3.2 Cognitive model details

1. Instantaneous Probability - pi - is calculated for each input level using a
sigmoid function of fixed parameters: SI. & Th. that represent the slope and
the threshold respectively (equation A.3). The parameters Sl. & Th. that were
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used in the model were the average parameters found to characterize the human
subjects; Specifically S1.=30, Th.=0.595.

. Recency Bias Probability pr - is implemented by a constant: Rc is dependent
only on the previous vote. The constant is added if the previous vote was ‘1’ and
decreased in case it was ‘0’ (equation A.4).

In the model Re=0.1[probability].

. Adaptation Bias Probability pb - implemented as a linear ”spring” which

works to balance history towards 0.5 detection probability.

History of outputs is represented by filtered value of previous votes. The filter is
an exponentially decreasing filter, which means that the recent votes counts more
than the further ones (equation A.5b). The decay of the filter is characterized by
a constant 7.

In the model 7=32[time steps].

The bias grows linearly as the filtered history of votes getting farther from 0.5.
The distance between 0.5 and history detection probability is multiplied by a
constant: Ac (equation A.5a).

In the model Ac=0.2[probability multiplier].

Note: The adaptation bias can be either positive or negative. For example: if
recent history of votes contained many ‘1’s, the detection probability value is
higher than 0.5, therefore the delta (0.5 — y;) is negative and the adaptation bias

will decrease probability for next vote to be ‘1’.

pi(yi = 1|z, yio1, F(yi—1)) = pis + pri + pa; (A1)
0 if oz < p;
Yi = , (A.2)
1 if oz >
= 1 A3
P = 1 + 10St-+(@i—Th.) (A.3)
. =1
o (A1)
—Re  if yii1=0
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pri = Acx (0.5 — F(y;—1)) (A.5a)
F(yi) = yi* (1—e7) + Flyi_1) * (e7) (A.5b)

A.1.3.3 Cognitive model performance

Analysis of 15 model subjects using the all cognitive model shows that this model is a

valid option to describe the data.
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Figure A.4: Cognitive model Performance (a) - The model show the expected ele-
vation in the slope of Pink and Brown relative to slope in White (b) - the probabilities
of alternation in the different modes are reproduced in model subjects. (c) - the re-
lation between raising and falling psychometric curves with respects to the different
timescales in the model is very similar to the actual data (compare to figure 2.11c).
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