Ethics and AI in Information Systems Research
	
Abstract:

	The ethical dimensions of Artificial Intelligence (AI) are a trending topic in information systems (IS) research and beyond. There is an increasing number of journal and conference articles on how AI should be designed and used. For this, IS research offers and curates knowledge not only on the ethical dimensions of information technologies, but also on their acceptance and impact. However, the current discourse on the ethical dimensions of AI is highly unstructured and seeks clarity. As conventional systematic literature researchers have been criticized for lacking in performance, we adapted a discourse approach to identify the most relevant articles within the debate. As the fundamental manuscripts within the discourse were not obvious, we used a weighted citation-based technique to identify fundamental manuscripts and their relationships within the ecosystem of the ethical dimensions of AI across disciplines. Starting from an initial sample of 175 papers, we extracted and further analyzed 12 fundamental manuscripts and their citations. Although we found many similarities between traditionally curated ethical principles and the identified ethical dimensions of AI, no IS paper could be classified to beas fundamental forto the discourse. We tTherefore, we derived our own ethical dimensions on AI and provided guidance for future IS research. 	Comment by .: This statement is ambiguous. Do you mean that their research lacks suitable evidence?
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Introduction
While organizations and researchers have repeatedly shown the advantages of Artificial Intelligence (AI)-based systems for humanity (such as self-driving cars, AI-based conversational agents, and process automation), serious AI-related abuses and incidents have raised pressing ethical concerns. While unethical behavior can be intended in some cases (Stieglitz et al., 2019) due to the company'’s or some manager’s values (e.g. during the VW diesel gatescandal), many unintended ethical challenges and moral issues can occur when applying AI (Boddington, 2017). For instance, Amazon’s discriminatory human resources (HR) software and Microsoft’s racist chatbot provide a strong case for the dangerous and unethical sides of AI that were inadvertent (Dastin, 2018; Horton, 2016; Yampolskiy, 2016). One the one hand, this is due to biased man-made algorithms used, for instance, in hiring, thatwhich cannot be absolutely non-discriminatory (Mann & O’Neil, 2016). On the other hand, this is due to the predictive nature of AI, resulting  in a non-transparent derivation of outputs (Boddington, 2017). We consider AI as a group of technologies that rely on techniques such as machine learning, natural language processing, and knowledge representation (Carvalho et al., 2019). 
There is a conflict between AI and ethics:. On the one hand, advances in AI technologies require increasing amounts of data to make the AI work properly while, at the same time, the technology is being given more and more autonomy. Normative ethics, however, ought to protect the rights of individuals, including data and autonomy. AI technologies can be applied to many different use cases. It is, therefore, difficult for organizations, researchers, and policymakers to draw up ethical guidelines that are on the one hand not too narrowly focused on a specific use case, and on the other hand not too vague. In addition, organizations such as IBM have defined ethical principles for themselves, although this does not prevent them from pursuing unethical AI activities (Robin, 2019). Researchers will need to address this conflict between ethics and AI and develop strategies to resolve it.
Accordingly, the increasing influence of AI on society as well as individuals, goes hand -in -hand with the increasing pressure on organizations to acknowledge responsibility for their AI products and offerings (Brendel et al., 2021). This includes ethical considerations as to their AI’s potential consequences. For leaders to incorporate ethical considerations into their decisions when applying AI in their organizations, they need guidance from research. With knowledge in both normative ethics (e.g., Stahl, 2012) and organizational processes, the information systems (IS) community clearly offers the potential to take an interdisciplinary bridging role in the ethical application of AI-based systems. Previous research proved that examining the effects of digitalization on principles such as human dignity is something where IS scholars can contribute valuable arteifacts (Leidner & Tona, 2021). IS researchers connect knowledge from different disciplines and provide theories that can be used to understand and interpret emerging phenomena such as AI. An ethical discourse on AI has been widely acknowledged by researchers from different disciplines (Brendel et al., 2021). Current research on AI ethics resides within multiple domains, including but not limited to philosophy, IS, computer sciences, and social or management research (Bostrom & Yudkowsky, 2014). The renunciation of this ethical discourse, which by its philosophical and multidimensional nature tends to be controversial, can entail significant and considerable consequences and risks for our society (Boddington, 2017). With AI-based systems, it is, therefore, important to create guidelines for dealing with AI at an early stage.
In the last decade, IS researchers have focused in the last decade on designing new artifacts, particularly AI applications in recent years (Ahsen et al., 2019; Kloör et al., 2018) or on examining AI- applications in certain application domains such as healthcare (Mirbabaie et al., 2021) or media organizations (Hofeditz et al., 2021). However, as AI becomes increasingly more capable, only focusing on AI’s positive side can be misleading or even dangerous. Therefore, some IS scholars have begun to establish a discourse within IS (e.g., Mendling et al., 2018; Porra et al., 2019). Primary examples of ethical considerations include the greater complexity of AI, and its increasing decision-making autonomy. The complexity makes it harder to understand how and why an AI has come to a certain decision—and whichat decisions it will make in the future (Gunning, 2017). The increasing decision-making autonomy of AI concerns decisions that an AI is able to take on its own with little or no prior human approval or supervision (Kalenka & Jennings, 1999). A prominent phenomenon in this context is algorithmic aversion. The phenomenon, which could behas been illustrated by various studies (e.g., Dietvorst et al., 2015, 2018), shows that human decision makers tend to choose algorithmic forecasters significantly less than human forecasters, even if the humans repeatedly perform worse in the forecasts. Furthermore, people tend to choose a modifiable imperfect algorithm rather than a non-modifiable perfect algorithm. One reason for this aversion is the desire of people to have at least some level of control and autonomy (Dietvorst et al., 2018). However, this possibility for autonomy and indivisibility is not present in every AI-based system. However, tThere are also studies that show that lay people are more likely to trust algorithms than humans for certain predictions, which can be called algorithmic appreciation (Logg et al., 2019). This shows that algorithmic aversion is not always as straightforward as it might seem, and that future research needs to look further into this and further ethical dimensions and phenomena. Another ethically relevant area in the context of AI-based systems is trust towardsin the system (Hofeditz et al., 2021; Mirbabaie, Hofeditz, et al., 2021).  	Comment by .: Establish a discourse related to the ethical challenges of AI.	Comment by .: Not needed.
The discourse on the ethical dimensions of AI in IS research with the potential of a leading role due to its interdisciplinary knowledge seems to be highly unstructured, and we hardly found any established theory papers in this field. We found some promising conference pieces dealing with the implementation of AI ethics in organizations (Mayer et al., 2021), a governance framework for AI regulation (Almeida et al., 2020), orand ethical implications of bias in machine learning (Yapo & Weiss, 2018a). However, with an initial search, we neither found often -cited high -quality IS journal publications nor articles providing guidance for IS research on how to systematically examine the ethical dimensions of AI. In addition, some domains, such as healthcare or quality management for materials, could, from an ethical point of view, could be considered more important than others. In sensible cases, ethical discourse has to be discussed more compellingly compared to less sensitive cases. However, the IS discourse didhas not elaborated on that so far. To the best of our knowledge, the individual conclusions on the ethical dimensions and implications of AI reside within various domains, hiding a common foundation of what is known and what needs to be addressed in practice and research. The foundations of the ethical dimensions of AI seem to be widely scattered and are ambiguous. HenceTherefore, we ask the following research question:

 RQ: What is the status- quo of IS research regarding the discourse on the ethical dimensions of AI?

Against this background, we aim to gather research from various sources, extending beyond the scope of the AIS basket of eight Jjournals and prominent IS conferences (e.g., ICIS, ECIS, PACIS, AMCIS). To contribute to the discourse with knowledge on the ethical dimensions of AI, we identified and analyzed the domain ecosystem via the application of a discourse approach to corpus construction (Larsen et al., 2019), including consecutive forward and backward searches. Starting from an IS perspective, but also including various works from outside IS in the backward and forward search, we gathered 125 relevant papers from several disciplines and identified 12 fundamental manuscripts on the ethical dimensions of AI. By analyzing the gathered literature, we identified research gaps within the ecosystem and derived directions for IS research. With our review, we aim to provide a base for future research directions on the ethical dimensions of AI inside the IS community, hopefully jumpstarting a rich exchange between disciplines.

This paper is structured as follows.: In Section 2, we highlight the importance of ethics in IS research and outline the current state of research on the ethical dimensions of AI. In Section 3, we describe why and how we used the discourse approach, according to Larsen et al. (2019). In Section 4, we summarize our findings and provide an overview of the fundamental manuscripts on the ethical dimensions of AI identified by our adapted discourse approach. We interpret these findings and discuss the role of IS research in the ecosystem of the ethical dimensions of AI in Section 5. We provide concrete contributions to IS research and highlight an avenue for future studies. We conclude with closing thoughts and a call to action in Section 6, reflecting on how scholars may build upon our results.
Research Background 
Ethics scholarship in IS deals with various questions, such as privacy, intellectual property, employment relationships, design decisions, orand the changing role of humans in society (Stahl, 2008). As early as 1985, Moor pointed out what distinguishes computer ethics from ethics toin relation to other technologies. In this context, most research on ethics deals with normative challenges (Stahl, 2008). Thus, illegal, inappropriate, and unethical behavior is researched in the context of information technology (Leonard et al., 2001; Sojer et al., 2014). Recommendations for action, agendas, or frameworks for ethical research and practice are therefore established (Stahl, 2008; Stahl et al., 2014; Walsham, 1996).   
Computer and algorithm biases are a curated ethical issue in IS research. There are several types of bias in AI technologies, such as sampling bias, which produces models relying on training data that is not representative of future cases, orand performance bias, which meansexamines performance distortion in predictions by AI (Abbasi et al., 2018). In addition, confirmation bias can lead to machine learning searches that reinforce biases, and anchoring bias can lead to incorrect assumptions about initial information provided by AI. An established classification of computer bias is a framework provided by Friedmann & Nissenbaum (1996). They defined criteria such as reliability, accuracy, and efficiency by which the ethical quality of computer systems should be judged. Ethical principles were also established for specific methods of IS research. One example areis the ethical principles for design science research, which are: public interest, informed consent, privacy, honesty and accuracy, property, and quality of the artifact (Myers & Venable, 2014). It is important to discuss these principles, because violating them can cause harm to individuals or society. On the other hand, compliance with the principles can improve social coexistence or reduce discrimination against individuals. These principles can also be found in other contexts, such as in ethical guidelines for Internet communities (King, 1996). More recent research on information privacy in organizations has also considered the constructs of control, justice, and ethical obligation (Greenaway et al., 2015). These principles were transferred to concepts such as nudging (the guiding of individuals’ behavior towards a beneficial choice for society) and have been expanded accordingly (Renaud & Zimmermann, 2018). These ethical principles for nudging are 1) respect (including retention and transparency), 2) beneficence, 3) justice, 4) scientific integrity, and 5) social responsibility. In the current discourse on the ethical dimensions of AI, these principles have again been used and extended to transfer them to autonomous computer systems (Floridi & Cowls, 2019). The discussion of thoese principles in the context of AI technologies is highly unstructured, especially in IS research, and has so far only scratched the surface of an important social challenge. One the one hand, there are no fundamental IS works that provide directions for future research on the ethical dimensions of AI. On the other hand, the conflict between ethics and AI has not been addressed in IS research, resulting in unresolved ethical issues of AI that could impact people’s lives being not addressed. The pProblems such as privacy abuses or hate speech that have arisen in connection with social media technologies show that it is important to create an ethical framework before the spread of a new technology. As AI will penetrate more and more areas of professional, public, and private life in the future, it is important to prevent possible damage to society and individuals, to maximize its benefits, and to guide developments ethically. IS scholars can take a leading role in this area due to their socio-technical expertise.	Comment by .: Many style guides require that “and” is used instead of “&” outside of parentheses. Please check whether this applies to your target journal.
IS research has a long history of examining and ensuring the ethical use of computers and curatesing this knowledge (Chatterjee et al., 2009; Kallman, 1992; Stahl, 2008). Various frameworks, principles, and guidelines have been established to support researchers and practitioners in the ethical use of computers 
(Ess, 2009; Harrington, 1996; King, 1996; Sojer et al., 2014). Nonetheless, Stahl (2008) noted that there were only a small number of IS papers dealing with ethics. Since then, the interest in ethics in IS has increased significantly and, rendering the scarcity of articles dealing with ethical aspects of IS continuesubsists to be a pressing issue. For instance, the ethical dimensions of AI have yet to be addressed.	Comment by .: This is somewhat ambiguous. Do you mean that, despite the continued growing interest in the ethics of IS, there remains a dearth of relevant articles on the subject and, consequently, that demand for such is growing?	Comment by .: You imply here that there has been no research done at all on the ethical considerations of AI.
Ethics and AI
Currently, research on the ethical dimensions of AI is a trending topic. AI ethics differs from the debate on other technologies, as AI raises different ethical questions than other technological trends such as Blockchain, Big Data, or virtual reality (Boddington, 2017). As defined by Russel & Norvig (2016), AI is a research stream whicthat includes all technologies that can think or act like a human or that can think or act rationally. In practice, and in most IS case studies, AI is usually considered to be a technology with self-learning abilities via machine learning, neuronal networks, or deep learning and thus performs better than a human in narrow tasks (Brynjolfsson & Mitchell, 2017; Kotsiantis, 2007). AI can thereby relieve people from repetitive processes (Dias et al., 2019). However, unlike most other technologies, AI not only threatens the jobs of employees who perform many repetitive tasks but can also replace the work of knowledge workers by allowing them to being designed to make independent decisions (Boddington, 2017). AlsoFurthermore, studies show that many people already perceive AI as an independent individual (Araujo, 2018; Feine et al., 2019; Mirbabaie, Stieglitz, et al., 2021; Seeber et al., 2020), which also raises ethical questions. In addition, the use of AI is not an exact science, since AI learns and builds on predictions (Boddington, 2017). AI technologies are usually trained on huge datasets that can hardly be traced by a human. This means that the output of AI cannot always be easily explained. Due to the complex algorithms and the huge amount of training and test data, there is a certain black box character for humans, resulting in difficulties tracing back the outputs of AI predictions.. EspeciallyIn particular, when AI has to make important decisions that determines the future of a person or socialimpact directly on a person’s life (such as getting a ccredit approval or health insurance), major ethical challenges arise (Aversa et al., 2018; McNamara et al., 2018). The research on Explainable AI addresses this topic (Barredo Arrieta et al., 2020; Gunning, 2017; Miller et al., 2017). Furthermore, ethical dilemmas arise when an AI makes a challenging decision and a human is directly or indirectly harmed by that (Coppersmith, 2019). For example, in the case of an accident involving a self-driving car, the question arises as to whether responsibility for the damage lies with the developer, the supplier, the customer, or even the technology itself. 
In order to address these socially relevant ethical problems with AI, governments and organizations have established guidelines and policies on how AI should be used. One example areis the Ethics Guidelines for Trustworthy AI, which were formed by a European Union expert committee to regulate the use of AI in European countries (EU HLEG, 2019). Other countries, such as China or Canada, also have their own guidelines for the use of AI (BAAI, 2019; Floridi et al., 2018). In addition, large organizations such as Google, Microsoft, and IBM have published guidelines (Vakkuri et al., 2019). 
Research on this topic can be considered to be in its early stages, needing guidance and a clear understanding of what has been done over the years and what needs to be addressed in future research. An initial attempt to synthesize the various principles was carried out by Floridi et al. (2018). The authors identified four core risks of AI: devaluing human skills, removing human responsibilities, reducing human control, and eroding human self-determination. Furthermore, they established a framework and recommendations for a good AI society, taking into account the AI guidelines of various governments (e.g., The Montreal Declaration for Responsible AI) and institutions (e.g., Asilomar AI Principles) (Floridi et al., 2018). As core principles for the ethical use of AI, the same researchers identified beneficence, non-maleficence, autonomy, justice, and explicability.
Discourse on the Ethical Dimensions of AI in IS Research
Research on the ethical dimensions of AI is a fairly broad field, including a wide range of disciplines. De Almeida et al. (2020) provided a wide overview of frameworks and guidelines on the ethical dimensions of AI. They carried out a systematic literature review including peer -reviewed articles from several relevant databases using keywords such as “ethics”, “how to regulate”, “risk”, orand “framework”. Although they offered a broad overview of frameworks on AI ethics in IS research and beyond, their review was limited to peer -reviewed articles published in peer reviewed journals in a given time period using specific keywords for their identification (de Almeida et al., 2020). 
ButHowever, even within IS research, empirical and theoretical works hardly differ in terms of their viewpoints on the ethical dimensions of AI. Thus, for example, the implementation of values such as power, achievement, hedonism, simulation, self-direction, universalism, benevolence, tradition, conformity, and security were examined (Robbins & Wallace, 2007). In addition, the problem of bias in machine learning is onea trending focus in IS research (Ahsen et al., 2019; Kordzadeh & Ghasemaghaei, 2021; Yapo & Weiss, 2018) and in management practice (Martin, 2019). 

On another level, Etzioni & Etzioni (2016) suggested that a new variety of AI technologies should ensure that existing AI-based systems meet ethical standards by monitoring, auditing, and holding operational AI systems accountable. Porra et al. (2019) argued that it will most likely turn out not to be beneficial for our societies if AI becomes increasingly anthropogenic. They predicted that digital assistants wilould outnumber humans by 2021, and, therefore, we would have to discuss the ethical dimensions of AI philosophically (Porra et al., 2019). 	Comment by .: See earlier comment on the use of the ampersand outside of parentheses.
In sum, the discourse on the ethical dimensions of AI in total, and especially in IS, is taking place on different levels of abstraction and from various empirical and theoretical angles. Previous reviews reflect parts of the big picture. MoreoverHowever, it is unclear which manuscripts are really fundamental for the research domain and which future research directions scholars should address.  
Research Design: Adapted Discourse Approach
To the best of our knowledge, the ethical dimensions of AI are ambiguous, and the discourse on how to address the ethical issues of AI is unstructured. TheA systematic literature review is a method to reveal the current state of the art on a theory and to point out gaps or define a research agenda (vom Brocke et al., 2015). However, following Larsen et al. (2019), due to the constant growth in knowledge and the sometimes very high number of publications on a topic or a theory, it is hardly possible to identify all relevant works and to take them into account properly. Therefore, we use a discourse approach, which starts from fundamental theory-building papers (L1) that derived a fundamental theory, a framework, aor model or that sheds light on a phenomenon or a new research domain. As a second step, theory -contributing papers and papers that cited the L1 articles will be identified (L2). The third type of papers (L3) are theose that influenced the L2 papers. L1, L2, and L3 form the interconnected ecosystem of a theory or domain. 	Comment by .: Is this correct? Shouldn’t the definition of L3 papers be those influenced BY the L2 papers?
We have adopted this approach for our review of the research field of the ethical dimensions of AI in order to structure the discourse and understand the ecosystem behind it. Larsen et al. (2019) did not describe in their work how they identified fundamental manuscripts (L1 papers). In our case, the fundamental manuscripts were not apparent. Therefore, we developed a method to be able to identify L1 papers. Our research approach consists of three phases, following the recommendations byof Larsen et al. (2019). An overview of the applied research approach is provided in Figure 1 and will be presented in the following sub-sections.  

[image: ]
Figure 1. Adapted discourse approach in three steps, based on Larsen et al., (2019).

Boundary Identification
The first step in every literature review should be the boundary identification. Systematic literature reviews have been regularly criticized for not providing a comprehensive picture of a discourse (Larsen et al., 2019; vom Brocke et al., 2015). The discourse approach of Larsen et al. (2019), however, considers a research domain less as a set of characteristics but rather as a discourse between scholars. As the aim of our work was to gather a literature base and to identify the origin of the current discourse on the ethical dimensions of AI, we applied the approach in order to derive directions for IS and IS-related research. To do this, however, we did not limit our search to IS journals and conference papers alone, but also to relevant manuscripts from outside IS research. The approach is centered on so-called L1 papers, which represent the best, most- cited, or most well-known papers in their respective research stream. These L1 papers are fundamental manuscripts on a theory, a model, a framework, a research domain, or a (trending) topic. For instance, Davis (1989) was mentioned as an example of a fundamental L1 paper on the technology acceptance model. 
Papers that want to contribute to an academic discourse and develop a theory or domain should cite fundamental manuscripts (Larsen et al., 2019). From the citations of the theory -contributing papers and the papers on which these manuscripts are based, a citation network can be developed, which can be called a theory or domain ecosystem. 
To define this network, the L1 papers have to be identified first. However, Larsen et al. (2019) do not describe an exact process for tracking fundamental papers. In their example, the L1 paper was presented as generally known (the Technology Acceptance Model by Davis, 1986). For new research domains and emerging fields and phenomena, however, there often is no consensus on the origin of a discourse. Thus, in the context of the ethical dimensions of AI, a predefined set of central papers (L1) has yet to be identified in order to identify contributing articles (L2). Therefore, we had to modify the discourse approach in order to identify papers that can be considered as fundamental for the discourse of the ethical dimensions of AI. Hence, we decided to commence withby applying a “traditional” systematic keyword search but with a broad search query. We used as many synonyms as possible for terms from our domain of interest in order to follow Larsen et al. (2019), who(2019) who recommended to not limiting the search to a too narrow search string. However, our aim was to identify the status in IS research regarding the ethical dimensions of AI; and therefore, our starting point for our search was based in IS research. The following search string was run through Scopus (with the help of Litbaskets.io[footnoteRef:1] to identify relevant IS journals and IS -related interdisciplinary journals) and AISeL databases (mainly to include IS conference pieces): [1:  Litbaskets is an information technology artifact supporting exploratory literature searches for information systems research (Boell & Wang, 2019).] 


("“artificial intelligence"” OR "“AI"”) AND ("“ethics"” OR "“ethical"” OR "“ethic"”)

We know that there are synonyms for both artificial intelligence (such as ‘“machine learning’” or ‘“neural networks’”) and ethics (such as ‘“morals’” or ‘“morality’”), but through an upstream keyword search, we found that all articles that really discussed ethical dimensions of AI and not only one facet (such as ethics in IS or AI), contained the keywords of ‘“artificial intelligence’” and ‘“ethics’” or ‘“ethical’”. We started our initial search by choosing AISelL (mainly for IS conferences) and Scopus as a meta database (Ffor the Basket-of-Eight journals, general IS journals, and IS-related journals) as we wanted to contribute to the ongoing discourse on the ethical dimensions of AI in IS, and these databases include all manuscripts such as journal articles, conference proceedings, and books that can be considered IS research. However, only the starting point of our search was focused on the IS discipline to identify the status quo in IS research. The further steps of the systematic search (forward and backward search) included articles published outside IS, but related to the discourse on the ethical dimensions of AI. 
We performed our literature search between June and July 2020, and it was updated during the revision process. According to Larsen et al. (2019), we did not apply any filter or limitations by year. As a next step, we identified duplicates within the results. Our initial search resulted in 381 papers. After deleting duplicates, we ended up with 175 results. As none of these articles stand out by the number of citations per year, a holistic view, or the connectedness within the results, we assumed that these articles can be labeled as L2 or even L3 articles. With these results, we were still not able to understand the discourse on the ethical dimensions of AI or even determine the center of the discourse by identifying L1 manuscripts. Although the keyword search was a necessary first step to shed light on the discourse on the ethical dimensions of AI, we also assumed that our initial keyword search did not precisely cover the whole picture for a corpus of literature. Therefore, we proceeded with a more comprehensive cross-disciplinary search to understand the discourse on the ethical dimensions of AI and identify the fundamental (L1) manuscripts.
Corpus Construction
To build a corpus of literature, the manuscripts of the initial search have to be considered in more detail. As it is the case for all literature reviews, not all manuscripts are relevant (Larsen et al., 2019). For the next step, two independent coders filtered the papers for relevance and fit to our topic, applying inclusion and exclusion criteria. Therefore, wWe manually scanned abstracts and keywords from the population identified. We included articles that derivadded new knowledge to the discourse on AI and ethics or contributed to existing guidelines, models, or frameworks. We excluded articles that mentioned ethical aspects or AI just as a side note. To measure the intercoder reliability, we used Cohen'’s κ. We calculated an intercoder reliability of κ = 0.91. This step led to 125 relevant papers from the initial search. Since still none of the papers still stood out, and we did not find a close connection between those articles, but they all addressed the ethical dimensions of AI, we classified these papers as L2 (discourse contributing). 	Comment by .: The coders?
As with most research, these articles contributed to a research domain by citing and discussing certain previous works. We concluded, that if all articles contribute to the discourse on ethical dimensions of AI but none of the articles within orthe corpus could be considered as really fundamental manuscripts, fundamental works need to be among the references of those articles. We tTherefore, we copied all references from these 125 papers from the identified population into a list, which led to a total of 5,077 references whicthat wasere not longer limited to IS research anymore and contained manuscripts of various disciplines. L1 papers are manuscripts that should be cited in many articles addressing the discourse on a research domain. Therefore, we ranked the identified manuscripts in the reference table according to how often they were cited by the initially identified papers (which was not equal to the total number of citations, e.g., on Google Scholar or Scopus). After checking these references manually, we came up with the results presented in Table 1. These papers can be considered as highly relevant for our research domain, although most of them cannot be allocated to the IS discipline. However, our aim was to understand the current interdisciplinary discourse on the ethical dimensions of AI to derive directions for IS research, and we neither knew a threshold for which articles need to be discussed in more detail nor did we consider the year of publication in relation to the number of citations within the 125 identified articles. Inspired by Larsen et al. (2019), we therefore developed a manual detection of implicit domain (MDID) technique to identify articles that came closest to what Larsen and his colleagues described as fundamental manuscripts for a discourse in research.  

Table 1. Ranking of identified articles according to their number of citations.[footnoteRef:2] [2:  Papers that were quoted less than 5 times throughout the 5,077 references were omitted from this initial count due to time constraints.] 

	Number of Ccitations within the 125 identified articles
	Number of Ppapers

	14
	1

	12
	2

	8
	4

	7
	5

	6
	1

	5
	6

	4
	19

	3
	64

	2
	226

	1
	2105



A Manual Detection of Implicit Domain (MDID) Technique 
To identify theory-contributing manuscripts in an ecosystem, Larsen et al. (2019) used an(2019) use an automated detection of implicit theory technique based on machine learning. However, we were not able to detect at least one L1 paper for the discourse on the ethical dimensions of AI accurately. In this article, we therefore developed a manual technique based on a ranking of citations among articles identified by a systematic keyword search to then being able to identify fundamental manuscripts and to highlight the ecosystem of the ethical dimensions of AI across disciplines to guide IS research. 
After reviewing the most cited manuscripts within the references of our initially interdisciplinary searched papers (not the total number of citations), we found that there was a wide time span between the publication dates of the manuscripts. However, we aimed to understand the current discourse on the ethical dimensions of AI, as for such an emerging field, a discourse can change its focus over time. Therefore, we divided the number of times articles occurred within the reference lists of the initially identified 125 articles by the number of years that have passed since the release of their first version, 2020 included. This led to a value between 0 and 4 citations per year, with only a few papers in the range of 1 to 4 and many papers at 1 or below. We considered these values as a score whicthat describes the impact of the manuscripts on the current discourse on the ethical dimensions of AI. To be able to determine a threshold for the most relevant articles, we visualized the number of times these articles were cited by the 125 initial articles on a graph. An excerpt of this graph is visualized provided in Figure 2, which shows the distribution of the scores of the manuscripts and some examples of paper titles.  

Figure 2. Visualization of an extract from the distribution of the scores of the identified papers.

After reviewing the data and visualizing the distribution of referred manuscripts on a graph, we assessed every paper with a score above 1 to be impactful enough to be called a fundamental manuscript (as they visually stood out on the graph), which led to a total number of 12 papers. Table 2 provides an overview of the manuscripts that came closest to what Larsen et al. (2019) described as fundamental L1 manuscripts. We described which artifacts were discussed in these manuscripts and compared the calculated scores with the overall citations on Google Scholar.
It was not our aim to extract the complete ecosystem classifying every single paper in a citation network. We focused on the origin of the current discourse on the ethical dimensions of AI. However, within this process, we also identified some contributing L2 manuscripts. 

Table 2. Literature classified as L1 by applying MDID technique, sorted by score. (Status: November 2021)
	ID
	Consideration / Arteifact
	Author & Year
	Outlet
	Score
	Cit. in sample
	Schol. Cit.

	#01
	Ethically Aligned Design (EAD v1 & v2)
	(Shahriari & Shahriari, 2017)
	2017 IEEE Canada International Humanitarian Technology Conference (IHTC)
	4
	8
	30

	#02
	Ethics Guidelines for Trustworthy AI 
	(EU HLEG, 2019)
	EC Europe 

	4
	8
	0

	#03
	Ethical Framework for a Good AI Society
	(Floridi et al., 2018)
	Minds and Machines
	3
	8
	584

	#04
	“Weapons” of Math Destruction
	(O’Neil, 2016)  
	Broadway Books
	2
	12
	4045

	#05
	AI recommendations for the UK
	(House of Lords, 2018)
	House of Lords (UK parliament)
	2
	7
	0

	#06
	ACM'’s Code of Ethics 
	(McNamara et al., 2018)
	ESEC/FSE 2018 (conference)
	2
	5
	88

	#07
	Metareview on researching algorithms
	(Kitchin, 2017)
	Information, Communication & Society
	2
	6
	774

	#08
	Case studies for AI in military
	(Malle et al., 2019)
	Robotics and Well-Being
	2
	3
	30

	#09
	Recommendations for AI in healthcare 
	(Yu et al., 2018)
	Nature Biomedical Engineering
	2
	3
	560

	#10
	Beijing AI principles
	(BAAI, 2019)
	BAAI
	2
	3
	0

	#11
	Industry viewpoint and an empirical study on ethically aligned design of autonomous systems
	(Vakkuri et al., 2019)
	Computers & Society 
	2
	3
	19

	#12
	Overview of AI ethics tools, methods and research to translate principles into practices
	(Morley et al., 2020)
	Science and Engineering Ethics

	2
	3
	155



Furthermore, supplementing the numeric analysis, we manually checked each paper for its relevance and its role in the domain’s ecosystem. We extracted frameworks, guidelines, models, theories, and theory -contributing work in order to illuminate the discourse on AI ethics. In addition, we visualized how our fundamental manuscripts were cited and cited each other. 
Results
Although we commenced our discourse approach from an IS perspective using IS databases (before we expanded our search to other disciplines through both forward and backward search), we did not find one fundamental paper published in an IS journal or in IS conference proceedings among the most -cited manuscripts in our cross-disciplinary systematic search. The majority of the most frequently mentioned manuscripts within the manuscripts of our identified corpus were reports, books, or white papers from governmental or research institutions. With our interdisciplinary MDID technique, we also found research papers from other disciplines that could be considered fundamental for the discourse on the ethical dimensions of AI.
Before we applied our weighting of the citations, one article was stanooding out, as it was cited 14 times by the papers that we identified with our keyword search. Turing’s seminal paper on AI addressed the questions of whether AI can or will ever be able to think like humans (Turing, 1950). Within his work, he introduced the “Iimitation Ggame,” which isalso known as the Turing Ttest. Although the paper was the first seminal work on the ethical dimensions of AI, we did not consider it as a fundamental L1 manuscript for the current discourse due to the score we used to weight the identified papers. In the followingBelow, we therefore discuss those manuscripts that we classified as L1 papers after applying our MDID technique. 
One of the most frequently cited manuscripts we identified in our domain ecosystem wereas the EAD guidelines (v1 & v2) published by a committee of the IEEE Global Initiative (Shahriari & Shahriari, 2017). The document, of which there now exists an updated version, was developed based on the knowledge of several hundred leaders from six continents from academia, industry, civil society, politics, and government. Their aim was to enable the ethical and social implementations forf AI technologies in accordance with values and ethical principles. Furthermore, the guidelines were intended to encourage researchers to develop new standards. Fundamental principles include the embodiment of the highest ideals of human beneficence as a superset of human rights and the prioritization of people and the natural environment when applying AI. In addition, risks and negative influences, as well as misuse, should be mitigated through transparency and accountability. As these IEEE guidelines were one of the two most prominent artifacts within our ecosystem, we classified the manuscript as L1. 
The "“Ethics gGuidelines for tTrustworthy AI"” were quoted very frequently as well. The guidelines were established by the EU Commission'’s High-Level Expert Group on Artificial Intelligence (AI HLEG) as part of the European AI strategy (EU HLEG, 2019). The manuscript contains the Framework for Trustworthy AI, which we could may classify as one of the fundamental L1 frameworks for the considered research domain of AI ethics. The framework is based on four basic principles: 1) respect for human autonomy, 2) prevention of harm, 3) fairness, and 4) explicability. In addition, seven key requirements should be fulfilled before an AI can be implemented: Hhuman agency and oversight, technical robustness and safety, privacy and data governance, transparency, diversity, non-discrimination and fairness, societal and environmental wellbeing, and accountability. These requirements are of high importance in the field of AI, as AI technologies tend to have more autonomy on decisions and can, therefore, cause greater harm to humans than most other technologies. AI is constantly evolvingevolving, and its outputs are hardly traceable for humans, which can result in errors being detected very late.  	Comment by .: You list eight requirements here.
As another fundamental manuscript on the ethical dimensions of AI, we identified the article by Floridi et al. (2018) that we already highlighted in the research background. The manuscript reports the results of the AI4People initiative, which aims to create a foundation for a good AI society. The researchers identified beneficence, non-maleficence, autonomy, justice, and explicability as basic principles for the ethical use of AI. They also formulated 20 concrete recommendations for the development, incentives, and the support of good AI. The paper lists more than 200 Google Scholar citations and showed a very high relevance within the domain ecosystem (Floridi et al., 2018). Therefore, we also classified it as a fundamental L1 paper. 
In “Weapons of Math Destruction”,” O'’Neil (2017) argues that decisions affecting people'’s lives will increasingly be made using mathematical models (Verma, 2019). This results in less fairness, as these models bareing opaque, unregulated, and incontestable. The book was difficult to categorize in the domain'’s ecosystem, as it primarily addresses Big Data rather than AI. However, since the book has been cited frequently as a basis for further IS research and achieved a high score, we classified it as an L1 work. The two manuscripts #05 and #10 were reports and recommendations of the British and Chinese governments, respectively, on the use of AI. In #05, the recommendations of the British AI Council, the Centre for Data Ethics and Innovations, the Alan Turing Institute, and the Government Office for AI were merged into one document of guidelines (House of Lords, 2018). The recommendations for action in #10 were divided into the three areas: 1) research and development, 2) use, and 3) governance. These principles were developed by the Beijing Academy of Artificial Intelligence (BAAI) and are being used by leading research institutions and organizations in China (BAAI, 2019). Therefore, we classified both #5 and #10 as L1 manuscripts. 
We also found the ACM'’s code of ethics to be a fundamental framework as well (McNamara et al., 2018). We classified the code and the conference paper identified in our search as L1 manuscripts, as it achieved a score of 2. The ACM'’s code of ethics primarily aims at guiding researchers and practitioners in the field of computer science. The principles are divided into three sections: 1) general principles, 2) professional leadership principles, and 3) compliance with the code. They are formulated very broadly and include, for example, the following phrase: “Be fair and take action not to discriminate.” Although a study has implied that consideration of the ACM'’s code of ethics has no effect on decision making, it is a fundamental manuscript for the domain ecosystem (McNamara et al., 2018).
Manuscripts #07, #08, and #09 did not consider fundamental theories, frameworks, or models of ethical AI, nor did they contribute to any of the fundamental manuscripts already identified. TRathey ra, thery discussed subdomains such as AI ethics in healthcare (Yu et al., 2019) and narrow challenges for ethical AI such as AI's ethical dilemmas in military operations (Malle et al., 2019). Nevertheless, important ethical challenges and issues for the use of AI were addressed, and the manuscripts achieved a high score according to the weighted citations. We found many articles (L2) that build on the findings of these manuscripts. Just among the other fundamental manuscripts, they were not discussed. As they can be considered as pioneering work on the ethical dimensions of AI, we classified these papers as manuscripts that came close to L1 manuscripts.	Comment by .: This sentence reads poorly. I think you mean to say that these manuscripts address key areas that are not covered in the other L1 manuscripts?
Vakkuri et al. (2019) conducted a large empirical study. They used a multiple case study with five organizations to demonstrate a gap between research and practice on AI ethics, further providing recommendations for closing this gap. They referred to ACM'’s code of ethics, the Ethics Guidelines for Trustworthy AI, and the guidelines on Ethically Aligned Design. But even within the population of the initially identified articles, the manuscript was cited frequently and reached a score of 2. Therefore, we classified the manuscript as a theory- and domain -contributing L1 paper.
In the last manuscript we identified as fundamental, Morley et al. (2020) argue that the discourse on AI ethics focuses too much on principles and too little on practices. They also attempt to close the gap between principles and practices, referring to the conclusions and recommendations of the British House of Lords (House of Lords, 2018), the Ethical fFramework for AI (Floridi et al., 2018), the Ethical Guidelines for Trustworthy AI  (EU HLEG, 2019), and the fframeworkramework of Ethically Aligned Design (Shahriari & Shahriari, 2017). They also refer to further guidelines and principles like such as Asilomar’s AI Principles orand IBM'’s eEveryday eEthics for AI (Morley et al., 2020). In addition, their work has been cited frequently and reached a score of 2. Therefore, we also classified this manuscript as theory -contributing L1 work.
In total, we could were able to classify all of the 12 manuscripts we identified by our adapted discourse approach as fundamental L1 papers since they either provide guidelines, principles, or frameworks on the ethical dimensions of AI or address them. However, only four of the identified fundamental manuscripts were peer-reviewed journal articles, and two were conference proceedings. Furthermore, no article published within the IS community could be recognized. Seven of the articles did not establish new frameworks but rather discussed existing guidelines and frameworks or narrow subdomains. Except for five of the papers, the manuscripts referred to at least one other L1 article or report. These five manuscripts did not refer to other fundamental papers, butpapers but discussed AI & ethics either on a meta level or addressed practical challenges or AI dilemmas. The 12 L1 manuscripts identified by us are visualized as a timely sorted citation network in Figure 1. The arrows indicate how the manuscripts cited each other. The citations mentioned in the figure are the Google Scholar citations from August 2020. 

[image: ]Figure 3. Domain ecosystem for the current discourse on the ethical dimensions of AI. 

The greay boxes in Figure 3 represent the manuscripts extracted from our identified corpus. The manuscripts also discuss other AI principles, such as Google'’s AI principles, IBM'’s eEveryday eEthics for AI, Microsoft'’s guidelines for conversational bots, Intel'’s recommendations for public policy principles on AI, the Montreal Declaration for Responsible AI, orand the Future of Life's Asilomar AI principles (Morley et al., 2020). In addition, Turing’s article on the imitation game was cited the most among the considered manuscripts. However, it did not achieve a score high enough to be classified as L1,. That which is why we visualized the paper in a white box. The circle on the bottom right in the figure highlights possible future fundamental IS papers on the ethical dimensions of AI.   
Discussion
Literature reviews are an essential type of articles in order to structure an ongoing discourse or to provide research directions. Nevertheless, the method of the literature review needs to be developed further (Larsen et al., 2019; Rzepka & Berger, 2018; vom Brocke et al., 2015). The discourse approach of Larsen et al. (2019) is one of the latest methods to structure a discourse on a theory using reverse citations. In theis approach, a network of citations is built from fundamental L1 manuscripts. However, as described by the authors, there is not always such a clearly defined point of origin. The discourse on the ethical dimensions of AI is such a discourse without a clear origin. Larsen et al. (2019) did not provide information on how the approach can be applied in such a case. However, since the discourse approach is based on citations, we followed this argumentation and offered a solution to identify fundamental manuscripts when they are initially unclear.
Discussing the Ethical Dimensions of AI
Our adapted discourse approach was well suited to identifyying fundamental manuscripts on the ethical dimensions of AI. Overall, the MDID technique worked quite well to identify the most important manuscripts in the domain's ecosystem. Interestingly, the papers we identified were quite different from the most cited papers on AI & ethics in a simple Google Scholar keyword search. Some of the articles found by Google Scholar may also be important manuscripts,; however, they rarely or even notnever appear in the core ecosystem of the ethical dimensions of AI. It can should also be noted that Google Scholar, as well as other literature databases such as Scopus, do not contain all important manuscripts for a comprehensive theory or domain ecosystem. That is why the relevance of articles within a research domain cannot be determined by citations in a database. Furthermore, often applied exclusion criteria in keyword searches, such as limitations by certain years, (specific) journal articles, or peer-reviewed articles only, lead to an incomplete picture of a discourse. Within our corpus, documents likesuch as the Beijing AI principles and the report on AI in the UK were highly relevant, although they weredespite not being listed in the common literature databases. Thus, we agree with Larsen et al. (2019) that it is important that no manuscripts are excluded infrom the initial literature search. However, the score we developed not only enabled us to illustrate the discourse on a research domain and to identify L1 articles, but we could also identify the most relevant manuscripts for the current discourse.
Although we initially started our literature search in the corpus of IS, we did not find any IS journals or conference proceedings among the manuscripts we identified as fundamental. The only IS -related research article we could classify as L1 was published in a philosophical journal (Floridi et al., 2018). Overall, no single discipline can be identified that forms the origin of the current discourse on the ethical dimensions of AI. Nevertheless, we have found that most of the fundamental manuscripts originate from the disciplines of philosophy and computer science. Although one of the most important fundamental works is still Alan Turing'’s work on the Iimitation Ggame (Turing, 1950), a new generation of fundamental manuscripts is now emerging in the domain.
We found that many of the manuscripts we classified as L1 were reports and recommendations from governments, institutions, or organizations. These contained guidelines, frameworks, principles, or recommendations for action. According to Larsen et al. (2019), we included conference proceedings and preprints in our corpus, which proved to be very valuable. We identified two fundamental manuscripts whichthat were conference proceedings and one preprint published in arXiv tthat would most likely be excluded in a traditional systematic literature review such as that described by vom Brocke et al. (2015). 
Although the identified manuscripts from our domain ecosystem refer to each other, there is no superordinate L1 paper covering the entire spectrum of the domain. The most relevant manuscripts among the 12 fundamental papers were those of Floridi et al. (2018), the Ethically Aligned Design (EAD1e v1 and v2), the Ethical fFramework for AI, and the ACM'’s code of ethics. These documents have many similarities. The principles of explainability, prevention of harm, and respect for human rights are used as basic principles in most guidelines. In addition, benefits, autonomy, and justice are often mentioned, referring to the traditional principles of traditional bioethics (Floridi et al., 2018). Some frameworks also refer to the practical readiness for AI ethics for organizations (Floridi et al., 2019). Interestingly, the AI ethics principles of the Chinese government are also strongly aligned with the values of western cultures.
Although IS literature was not found among the fundamental manuscripts for the ethical discourse on AI, it indirectly contributed to its development. Except for the principle of non-beneficence, we found a similar counterpart for each ethical dimension of AI within the IS literature. Non-beneficence or prevention of harm also appears in a more moderate IS beneficence principle (Renaud & Zimmermann, 2018) or is described there as a general "“control"” principle (Myers & Venable, 2014). However, the principle is particularly relevant to AI, as AI technologies are now and will continue to be given significantly more decision-making power than other technologies have ever had in the past (Floridi et al., 2018). We transferred the IS ethics principles and the ethical principles of AI into the ethical dimensions of AI that aim to guide future research and development of AI. The dimensions are visualized in Table 3. 

Table 3. Comparison of IS ethics principles and ethics principles for AI.
	
Traditional IS ethics principles

	Ethics principles for AI
	Ethical dimensions of AI

	Beneficence
(Renaud & Zimmermann, 2018)
	Beneficence
(Floridi et al., 2018; McNamara et al., 2018; Shahriari & Shahriari, 2017)

For Humanity (BAAI, 2019)
	Researching and developing AI should contribute to the common good and should consider privacy, dignity, freedom, autonomy, and rights of users.

	Beneficence
(Renaud & Zimmermann, 2018)
	Non-Maleficence
(EU HLEG, 2019; Floridi et al., 2018)

Prevent Harm to Humans
(BAAI, 2019; McNamara et al., 2018)
	When researching and developing AI, misused should be prevented and caution should be implemented to avoid harm to humans.

	Justice / Transparency / Respect
(Greenaway et al., 2015; Renaud & Zimmermann, 2018)
	Justice / Explicability
(EU HLEG, 2019; Floridi et al., 2018; House of Lords, 2018; McNamara et al., 2018; Shahriari & Shahriari, 2017)

Debiasing (BAAI, 2019)
	Research and development of AI should be as fair as possible and reduce possible discrimination. Transparency and explainability should be as high as possible in order to prevent biases. Make AI more explainable, predictable, traceable, auditable, and accountable.

	Public iInterests
(King, 1996; Myers & Venable, 2014)
	Do Good
(BAAI, 2019; EU HLEG, 2019; Floridi et al., 2018; McNamara et al., 2018)
	Researchers and developers of AI should enhance the well-being of society and ecology. Therefore, stakeholders who may be affected need to be identified. Place security, autonomy, health, democracy, empowerment, and anticipation above features and capabilities.

	Control
(Greenaway et al., 2015; Myers & Venable, 2014)
	Autonomy
(Floridi et al. 2018; EU HLEG, 2019; Shahriari & Shahriari, 2017)
(EU HLEG, 2019; Floridi et al., 2018; Shahriari & Shahriari, 2017)

	Researchers and developers should ensure that users have a certain level of control when interacting with an AI.

	Quality of the Artifact
(Greenaway et al., 2015; Myers & Venable, 2014)
	Control Risks
(BAAI, 2019; House of Lords, 2018)
	Researchers and developers should improve the maturity, robustness, reliability, and controllability of AI systems through rigorous testing.


	Responsibility
(King, 1996; Myers & Venable, 2014)
	Be Responsible
(EU HLEG, 2019; BAAI, 2019; Floridi et al., 2018; Shahriari & Shahriari, 2017; McNamara et al., 2018; House of Lords, 2018)
	Researchers and developers should consider potential ethical, legal, and social impacts and risks brought in by AI.


	Scientific Integrity
(Renaud & Zimmermann, 2018)
	Be Diverse and Inclusive
(EU HLEG 2019; BAAI, 2019; Floridi et al., 2018; Shahriari & Shahriari, 2017; McNamara et al., 2018; House of Lords, 2018)
	Researchers and developers of AI should reflect diversity and inclusiveness and benefit as many people as possible.


	Property
(King, 1996; Myers & Venable, 2014)
	Open and Shared Data
(EU HLEG, 2019; BAAI, 2019)
	Researchers and developers should make sure that there is an agreement about the ownership of an AI. In addition, they should establish open AI platforms to avoid data/platform monopolies.

	Informed- Consent
(Myers & Venable, 2014)
	Informed- Consent (BAAI, 2019)
	Researchers and developers should ensure that users' own rights and interests are not infringed. Therefore, the an informed-consentinformed consent of users should be obtained.

	Trust(worthiness)
Rousseau et al., 1998) 
	Trustworthiness
(Morley et al., 2019; Floridi et al., 2018; AI HLEG, 2019)
	Researchers and developers should ensure that users perceive a high level of trust in the AI by meeting the seven key requirements suggested by the EU HLEG.



Despite that there isthere being no fundamental theoretical IS article on the ethical dimensions of AI, we found many similarities between ethical principles from IS research and those provided in the fundamental manuscripts on the ethical dimensions of AI. In sum, the L1 papers seems to follow ethics principles from IS research, such as those for nudging (Renaud & Zimmermann, 2018), for privacy (Greenaway et al., 2015), for design science research (Myers & Venable, 2014), or forand Internet communities (King, 1996), without directly referring to them. Floridi et al. (2018) found that the already established principles for the use of AI differed only slightly and simply added the principle of explicability to their framework. We go a step further and conclude that the ethical principles established for the ethical dimensions of AI as a whole hardly differ from the existing ethical guidelines in IS. To demonstrate this, we provide an overview of IS ethics principles for researchers and the principles contained in our L1 papers in Table 3. However, these principles are of high importance, as AI, on the one hand, is constantly evolving and, therefore, needs ethical observation. On the other hand, AI in the near future will permeate nearly every aspect of our lives, which is different withfrom other technologies. AlsoFurthermore, the perception of AI differs.; AI it can be perceived eigthter as a tool or as a moral agent. As there are many synonyms for certain ethical principles, it is important to provide aggregated ethical dimensions of AI as a starting point for further research. 	Comment by .: Subjective statement. You may need to provide additional support for this claim.
However, the principles are not clearly delineated in the literature. Even though we found overall criteria for differences in the identified principles, we also found distinct overlaps in the literature. For example, Floridi et al. (2018) concluded that explicability would enable the principles of beneficence, non-maleficence, justice, and autonomy. We have highlighted these overlaps in Figure 4. As archiving trustworthy AI was described as the overarching goal in three of the fundamental manuscripts (Morley et al., 2019; Floridi et al., 2018; AI HLEG, 2019) or as one of the greatest challenges (Shahriari & Shahriari, 2017), we also consider it as the most important dimensions whicthat can be enabled by respecting the other principles. Trustworthiness in AI can be achieved, for example, according to Floridi et al. (2018), if the four main criteria of beneficence, non-maleficence, justice, autonomy, and explicability are fulfilled. Moreover, these criteria were discussed by all fundamental manuscripts that addressed ethical principles for AI (see Table 3). The principles in the inner part of Figure 4, in contrast, were used in these papers to describe the principles in more detail. 	Comment by .: Do you mean achieving?	Comment by .: There are five criteria listed here.
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Figure 4. Classification of the identified ethical principles for AI in the dimensions: of application, development, society, and individual.

We also noticed that the ethical dimensions of AI were discussed from different perspectives. For example, some ethical principles (e.g., debiasing) refer to the development of AI-based systems and some to the application (e.g., autonomy). Also, some moral principles relate more to the impact on society (e.g., for humanity), whereas others relate more to the impact of individuals (informed-consentinformed consent). In Figure 4, we therefore classified all principles into the four dimensions '“societal',” '“individual',” '“application',” and '“development'.” Even if existing ethical principles can never be unambiguously assigned to one of these dimensions, they tend to address either societal aspects or individual aspects. Even if trustworthiness can be regarded as the overriding ethical principle, subordinate principles relate either more to the applications of AI-based systems (e.g., explicability) or more to the development of AI-based systems (e.g., be diverse and inclusive). 
The classified principles can also be further discussed in the context of the existing literature. For example, algorithmic bias, which, according to Kordzadeh and Ghasemaghaei (2021), has not yet been investigated empirically enough, can be classified under the dimension of development and concerns both societal and individual issues. This is covered in Figure 4 with debiasing and should also be further investigated in our opinion. Phenomena such as algorithmic aversion, which was raised by Dietvorst et al. (2015;, 2018), can be more closely classified to the dimensions of individual and application, as it is closely related to the principle of autonomy. In contrast, algorithmic appreciation, as studied by Logg et al. (2019), can be even more closely classified to the principle of informed- consent, but also to the principle of explicability, as lay people in particular need to be informed of exactly what they are agreeing to when interacting with an AI-based system. The work of Leidner and Tina (2021) can be classified more in the dimensions of individual and development, as it deals with preventing harm to humans and, thus, non-maleficence. This classification not only provides material for further discussion, but also helps future research to focus on specific dimensions and explore them in more depth. 
In addition to these principles of the ethical dimensions of AI for research, we identified further principles for the practical use of AI by organizations and governments. Organizations should educate and train their employees in order to improve the adaption of AI on athe psychological, an emotional, and a technical levels (BAAI, 2019; EU HLEG, 2019; Shahriari & Shahriari, 2017). Governments should optimize employment to give full play to human advantages in order to avoid job losses and unemployment (BAAI, 2019). The Beijing AI Principles call for more cooperation, interdisciplinary work, and a continuous improvement and rethinking of the principles (BAAI, 2019). Even if these aspects originally refer to governments, they can also be applied to research. Our results showed the interdisciplinary nature of research on the ethical dimensions of AI. Nevertheless, the research is in need ofneeds better coordination and collaboration between the different disciplines. 
One question that arises is whether there are L1 papers on the ethical dimensions of AI that integrates the identified principles, guidelines, and frameworks. A clear agenda for future research on AI and ethics would also be extremely valuable. There is a lack of clear definitions and conceptualizations of what constitutes AI ethics. IS research, which otherwise addresses ethics in much great detail, seems disengaging and not very visible in the ecosystem of this research domain. Articles such as de Almeida et al. (2020) only scratch the surface of the overall discourse and offer hardly any concrete principles for the ethical dimensions of AI. Other IS articles focused more on a practical contribution rather than a contribution to the discourse in research discourse (Martin, 2019; Robbins & Wallace, 2007). Although Porra et al. (2019) point out the importance of a theoretical discourse on the ethical dimensions of AI, they do not provide concrete guidance for future research. 
We tTherefore, we derived research questions for each ethical dimension of AI in section 5.2 to guide future IS research.
Implications for IS rResearch
The following implications can be derived from the interpretation of our results. First, our adapted discourse approach can be used to identify fundamental manuscripts of a current discourse based on citations and their weighting. Although we started from an IS point of view, other disciplines would find a very similar basis of L1 manuscripts in their search. Our approach provides a good starting point to identify an ecosystem of L1, L2, and L3 manuscripts. 
Secondly, Google Scholar citations and citations in other databases are not decisive for the importance of a paper in a certain discourse, such as the ethical dimensions of AI. We found many fundamental manuscripts that had no or few citations. Other manuscripts with a high number of citations on Google Scholar or Scopus, however, could not be identified to beas fundamental forto the considered discourse. 
Third, to avoid biases, it is important that non-peer -reviewed manuscripts, conference articles, and other forms of documents are included in the search. Among the fundamental manuscripts, we found conference papers, and reports, and white papers from governments and institutions. Thus, a literature search should not only focus on selected journals such as the Basket -of -Eight or a specific time period,; otherwise, important papers cannot be identified. 
Fourth, the discourse on the ethical dimensions of AI in IS is fragmented and without a clear structure. So far, there are no fundamental manuscripts from IS that are directly linked to the general interdisciplinary discourse. IS literature makes use of publications from the fields of philosophy and computer science for fundamental manuscripts. However, there are many similarities between the traditional ethics principles in IS research and the ethical principles of AI. 
Fifth, most fundamental manuscripts on the ethical discourse onin relation to AI refer to each other. However, there is no research article that links all existing principles and guidelines and discusses them in a scientifically sound manner, although Floridi et al. (2018) are very close to that. Other fundamental manuscripts, however, are not connected to other relevant papers and opened their own sub -discussions within the discourse. 
Sixth, since AI technologies are constantly evolving, there cannot be universally valid, permanent principles that describe the ethical dimensions of AI. Existing principles and guidelines need to be continuously revised and supplemented.
Directions for Future Research
Following Pienta et al. (2020), we identified research questions and directions for IS research for each ethical dimension of AI. With these research questions, we do not claim to create an exhaustive list. Rather, we offer initial questions on all dimensions that can be used by IS scholars as a starting point for discussion and further questions. We derived the questions from an interpretation of the future research chapters of the traditional IS literature on ethical principles and from the 12 fundamental manuscripts that we were able to identify using our manual detection method. As an example, one important question regarding the dimension of informed consent of users could be how AI can be designed by internal parties and third parties to ensure that users’ rights and interests are recognized. The research questions and research directions were classified according to our identified ethics principles for developing and using AI-based systems. With related ethical themes, we provided a higher level of abstraction, which relates back to the classification in Figure 4. Mirroring back to Figure 4, we also show the main and tending dimensions for the principles in Table 4. Figure 4 focuses primarily on the visual classification of the principles and themes in the four dimensions: societal, individual, application, and development, as well as the relationship of the principles to each other, and offers material for further scientific discourse. Table 4, in contrast, goes a step further and offers concrete research questions and directions for future research. The ethical themes of beneficence, non-maleficence, justice, autonomy, and explicability build on the principle classification of Floridi et al. (2018), and the overarching principle of trustworthiness was derived from AI HLEG’s (2019) discussion on trustworthy AI. The research questions and directions for IS research are shown in Table 4.	Comment by .: Is tending correct here? Do you mean trending?

Table 4. Guiding IS research on the ethical dimensions of AI by providing exeamplarye research questions and directions. 
	Ethical Theme
	Ethics principles for AI
	Dimensions
	Possible research directions and questions

	Beneficence
	Benefit Humanity
	Societal, Application, & Development  
	Example research questions:
· What positive effects can be achieved for society through the use of self-driving shuttle services in smart cities?
· How can intelligent assistance systems be used in hospitals to relieve nurses of their workload and allow them to spend more time with their patients?
Directions for the IS communityresearch:	Comment by .: Changed to provide consistency with the rest of the table.
· Conduct design science research on new societal AI applications in healthcare or governance. 
· IS lecturers need to teach their students not only commercial AI applications, but also societal application fields. 

	Non-Maleficence
	
Prevent Harm to Humans
	Individual, Application, & Development
	Example research questions:
· Which tasks and decision-making functionalities should not be delegated to AI-based systems to prevent harm fromto humans?
· What are the design principles for AI in recruiting that help to prevent harm to applicants?
Directions for IS research:
· Conduct quantitative research on misuses through of AI applications through organizations and highlight how harm to humans canould be prevented and human digital dignity can be preserved. 
· IS lecturers need to increase awareness of possible misuse of AI and need to teach how caution can be implemented into AI-based systems. 

	Justice

Explicability
	Act Debiasing
	Societal, & Individual, & Development
	Example research questions:
· What explanations lead to the understanding of an AI-based conversational agent by older people?
· How do journalists in media organizations need to be trained to detect avoid data bias from an AI being used?
Directions for IS research:
· Conduct qualitative research on mechanisms that lead to earlier detection of biases in data used by an AI and ensure a high level of transparency, explainability, predictability, traceability, and accountability for study participants and your paper’s audience. 
· Lecturers need to teach strategies and approaches ofor reducing possible discrimination (e.g., through training data) of AI-based systems. 

	BenefienceBeneficence

Non-MalefienceMaleficence

Justice

Explicability

	Do Good
	Societal, & Individual, Application, & Development
	Example research questions: 
· How can AI-based systems be used on social media platforms to detect and counteract fake news and misinformation?
· What can we learn from Ggreen IS to develop Ggreen AI applications that support sustainable use cases?
Directions for IS research: 
· Identify stakeholders such as employees or customers that could be affected by (future) AI introductions (in qualitative studies) and develop targeted applications for thiese groups (in design science studies).  
· IS lectures and seminars should not be limited to the features and capabilities of AI, such as certain machine learning or deep learning algorithms, but also teach an awareness of ethics and the most important application fields for societal issues. 

	Explicability
	Ensure Autonomy
	Societal, & Individual, & Application
	Research questions:
· What functionalitiesy needs to be built into self-driving vehicles to enable manual occupant intervention?
· How can remote organizations mitigate algorithmic control to provide more autonomy for their employees?
Guidance for IS research:
· Conduct behavioral research on the effects of algorithmic control, algorithmic aversion, and algorithmic appreciation on employees and provide guidelines to mitigate negative effects.
· IS lecturers need to teach how students can design AI-based systems that provide a high level of user control. 

	Non-Maleficence

Justice

Explicability
	Control Risks
	Individual, Development
	Research questions:
· What precautions can organizations take to provide the highest possible level of security and prevent cyberattacks on an AI-based system?
· Which robustness checks need do emergency management organizations need to apply before using an AI-based system in crisis communication? 
Guidance for IS research:
· Before applying an AI-based system in a study or in practice, conduct a risk analysis to control the maturity, robustness, reliability, and controllability of AI systems. 
· Modules for controlling AI risks and cyber threads need to be created in study programs at universities and technical colleges.

	Beneficence

Non-Maleficence

Justice

Autonomy

Explicability

	Be Responsible
	Societal, & Individual, & Application
	Research questions:
· Which preconditions need to be established by institutions before applying AI-based systems in education?
· How can uncertainty among employees in organizations be mitigated before and after an AI-based change process?
Guidance for IS research:
· Conduct qualitative and quantitative research on the social effects of the introduction of AI-based systems and provide guidance on how to mitigate risks. 
· IS decision makers (such as professors or heads of departments) should provide supplementary lectures and seminars on legal and social responsibility in organizations to establish grounding knowledge among students.  

	Beneficence

Justice
	Be Diverse and Inclusive
	Societal, Development
	Research questions:
· How can an AI-based system be used by governments to distribute information in a wide range of languages in order to better include minority groups in society?
· How does an AI-based system need to be designed to enable people with speech disorders to comfortably communicate with non-disabled people?
Guidance for IS research:
· Conduct qualitative and design science research on how AI needs to be trained to reflect diversity and inclusiveness and benefit as many people as possible, e.g., by recruiting study participants of minority groups or by designing targeted AI solutions. 
· Lecturers need to teach their students how they can reflect on diversity and inclusiveness when designing and developing AI-based systems. In addition, lectures need to address accessibility criteria for AI-based systems. 

	Beneficence

Justice

Explicability
	Open and Share Data
	Societal, Application, & Development
	Research questions:
· How can blockchain technologies be used to share the ownership of AI-based systems in order to avoid data monopolies? 
· How can digital nudging be applied to engage researchers and developers of AI to establish open AI platforms and share AI-related data?  
Guidance for IS research:
· When researching or developing AI-based systems, build on open-source solutions and share your data.
· Lecturers need to teach open- access and open-source AI frameworks instead of teaching commercial solutions to increase the awareness of open data and open science. 

	Non-Maleficence

Justice

Autonomy

Explicability
	Obtain an Informed- Consent
	Individual, Application
	Research questions: 
· How can AI policies of third parties be intertwined with an informed consent for AI use?
· Which criteria do hospitals need to include in their consent forms for applying AI-based systems for supporting treatment decisions?
Guidance for IS research:
· When conducting qualitative or quantitative research on AI, ensure that an informed- consent of participants is obtained and develop templates for informed- consents for AI applications. 
· Lecturers need to teach students how they cano design consent forms for applying AI-based systems. 

	Trustworthiness
	Achieve Trustworthiness
	Societal , & Individual, Application, & Development
	Research questions:
· How can ethical principles be applied to Cconversational Aagents to increase the trustworthiness of public institutions during crisis events?
· How can the seven key requirements suggested by the AI HLEG be implemented in AI-based systems to achieve a high level of trust in AI?
Guidance for IS research:
· Conduct interdisciplinary research on how ethical cues can be implemented in AI-based systems (such as conversational agents) to achieve a high level of trust in the system.
· As trustworthiness is an overarching principle for ethical AI, lecturers need to establish courses on how to increase the trust in AI-based systems.



Limitations
There are some limitations to our work. Overall, we mainly analyzed 12 manuscripts in detail. Since our primary goal was to identify fundamental manuscripts on the ethical dimensions of AI, we did not further examine L2 and L3 papers. There is also a chance that there are a few more L1 papers on the current discourse that we could not identify with our approach. For AI, there are many synonymssynonyms, and our initial keyword search was limited to rather broad search terms. 
We used our adapted discourse approach for the first time and determined the threshold for the manuscripts that we classified as fundamental by visualizing the distribution curve of all calculated values. While this could lead to a small number of unknown L1 manuscripts, we were able to identify a very high percentage of L1 papers.
In addition, ethics and AI is a quickly rapidly and constantly evolving research topic in IS research and beyond. Our work reflects the state of research from July 2020 and does not contain literature that was published pastafter that time. In addition, we limited our initial literature search to the IS databases litbaskets.io and AISeL. Future research is needed to confirm whether we are correct in assuming that the identified L1 papers can also be considered as the  fundamental manuscripts for other disciplines.

Conclusion 
Every theory or trending topic needs fundamental manuscripts constituting the origin of a research field and enabling a critical discourse. For the ethical dimensions of AI, we were able to identify 12 fundamental manuscripts following an adapted discourse approach according to Larsen et al. (2019). We identified the manuscripts using a broad keyword search and a score based on weighted citations of the initial searched papers. We found not only journal publications, but also reports, white papers, and conference proceedings that we classified as relevant for the current discourse. None of these fundamental papers were based in IS research. Therefore, we derived concrete directions for future IS research and exeamplarey research questions. Nevertheless, many concepts from IS ethics research could be already be found in the various ethical principles of AI. Transparency, beneficence, autonomy, responsibility, justice, and scientific integrity were often attributed to ethical AI conduct. However, in IS, these principles were have been examined in non-AI contexts such as nudging, research on privacy issues, or virtual collaboration for decades. Therefore, we derived the ethical dimensions of AI based on IS ethics principles and the ethical principles for AI, in order to guide researchers and developers.
When carrying out research on AI, researchers should follow our ethical dimensions of AI. Our research agenda in Table 4 could serve as a starting point for this. As an interdisciplinary discipline, IS could provide a valuable L1 manuscript, synthesizing and extending the existing principles and frameworks not only for the IS community, but also for related disciplines such as economics, social science, computer science, cognitive science, orand psychology. Future research should refer to and critically examine the fundamental manuscripts we have identified. For this, AI development, research, use, and its impact on different stakeholders should be considered more closely by IS scholars more closely. 
Furthermore, the IS community has the potential to contribute additional relevant key artifacts. It is especially important to increase the number of peer-reviewed research articles and to ensure that the fundamental manuscripts are not limited to government or corporate documents. IS research could utilize its fundamental knowledge on normative ethics that has already been gathered to discuss the ethical dimensions of AI in more detail. IS scholars could use previous knowledge, for e.g.xample, from the fields of nudging (Renaud & Zimmermann, 2018), from research on ethics in online communities (King, 1996), or(King, 1996) or from research on privacy issues (Greenaway et al., 2015). Thus, future IS research could produce further fundamental papers that provide guidance for scholars of different disciplines, taking into account the 12 fundamental manuscripts we identified in this article. In sum, there is a lack of a general theory that explains the complex ethical dimensions of AI. Based on the identified fundamental manuscripts, IS scholars could derive such a theory. 
Another important direction for future research is to further identify the ecosystem of the current discourse. Further research could uncover L2 and L3 manuscripts and their connections to L1 papers. To this end, the discourse approach of Larsen et al. (2019) canould be continued. 
Furthermore, there is a lack of frameworks to guide the ethical management of AI in profit and non-profit organizations. Here, again, the IS community could draw on its previous knowledge in the areas of IT strategy and the management of digital processes to create a scientific groundworkfoundation. When AI is applied, it usually impacts the environment, and therefore, people and societies. If, for example, AI is used by NGOs or media organizations, the effects on society and people need to be examined more closely. 
As a supplementary direction, the ethical dimensions of AI should be further investigated onat a detailed level. Future research should investigate how and whether people are influenced by AI that behaves unethically. In experiments and field studies, preventive measures could be derived to prevent unethical behavior and negative effects on society and individuals. 
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Overall, it can be concluded that IS research on the ethical dimensions of AI is still in its infancy. Nevertheless, based on the existing knowledge on (computer) ethics in IS, there is great potential for future research, which should be exploited.  
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	Response to the Editor/Reviewer

	Dear Editor,
Thank you for your appreciation of the major revisions we have made. Furthermore, we thank you for the opportunity to submit this minor revision.

	We are pleased that you share Reviewer 1's positive assessment. However, we also agree that the valuable feedback from Reviewer 2 helps to further improve our paper. We have, therefore, taken a reasonable amount of time to address the feedback in detail.

	Thank you for this advice, which is also in line with Reviewer 2'’s comments. We have now better aligned the introduction and the methods section and made it clear exactly where our focus was limited to IS research and where our search was extensive and cross-disciplinary.
In the introduction, we have added the following:
“Starting from an IS perspective, but also including various works from outside IS in the backward and forward search, we gathered 125 relevant papers from several disciplines and identified 12 fundamental manuscripts on the ethical dimensions of AI.”

In section 3.1, we have added the following:

“”

Later on, we also added the following:

“”

Furthermore, we added the following:

“”

We also added the following:

“”

In addition to these changes in section 3.1, we also provided more clarity on the method in section 3.2. We revised the following:

“”

	We apologize for these inconsistencies. We have had the entire manuscript extensively linguistically revised by a professional copy editor. We have also tried to use terms more consistently. For example, as suggested by Reviewer 2, we have now consistently referred to organizations instead of businesses, companies, or similar terms. Also, we looked more closely at staying consistent on the terms, AI-based systems, ethical dimensions of AI, ethical principles, and many other terms.

	We would like to take this opportunity to thank you again for this very constructive feedback. We would also like to thank the selection of reviewers who took a lot of time to provide really constructive feedback, which not only improved our paper, but also provided us with many new thoughts for future work.  
In addition to responding to reviewer comments, we have updated the number of citations of fundamental manuscripts to November 2021.

	Reviewer 1

	Response to the Editor/Reviewer

	Dear Reviewer 1, thank you very much for this positive review and we are glad that we were able to sufficiently address all of your points of criticism.

	Reviewer 2

	Response to the Editor/Reviewer

	We are very pleased that you liked our major revisions and appreciate that you find our new figures to be compelling.

	Thank you very much for this advice. It is important to us that our method is precisely understandable, so we have now adapted both the method sections and the introduction. We have highlighted that while we scanned IS and IS -related manuscripts as a starting point, we then included in the forward and backward search all other disciplines were authors made important contributions to the discourse of the ethical dimensions of AI.


	Please excuse this ambiguity. We have added the following to section 3.1 to make clearify the connection between IS research and outlets and the inclusion and consideration of other disciplines:

“”

Later on, we also added the following:

“”

Furthermore, we added the following:

“”

We also added the following:

“”

In addition to these changes in section 3.1, we also provided more clarity on the method in section 3.2. We revised the following:

“”
 

	We are glad that you appreciate the robustness of our method while reading. We hope that we could already address your remaining concerns on the clarity of the method in the previous responses.  Nevertheless, we also directly addressed the examples you provided below. 

	We agree that this example sounds contrary to the mentioned example from the method part. We therefore pointed out what at which point the search considered only IS and IS-related outlets and at which point other disciplines were considered in a more comprehensive search. We added the following to the Introduction:

“”

	To clarify when we used a narrow scope and when we used a broader scope, we added the following in section 3.1:

“”

	To clarify the scope of our search in section 4, we added the following to the Results section:

“”

	We are pleased that you highlight the way Figure 4 and Table 4 complement each other well.  Also, thank you for the clear and good suggestions where we could better explain the dimensions in Figure 4. Nevertheless, you have interpreted the figure as we intended. We map two continuums where ethical principles tend to fit into certain quadrants, but mostly not stuck in any. To clarify this, we added the following below Figure 4 in section 5.1:

“”

Furthermore, we mirrored this, as suggested, into Table 4.


	To address this, we added the following in section 5.3 before Table 4:

“”

	

	We thank you for this advice.  We have now used the term "“organizations"” throughout. 
In the first sentence, we meant “advantages.”. Please excuse this remaining typo. We changed this in the manuscript. 

	Please excuse this linguistic inconsistency. We have deleted the "“on the one hand"” at this point.

	Thank you very much for this hint. We changed this position to "“no".”

	Thank you for this thought. We have studied the paper carefully and used the paper in the second paragraph of Introduction as suggested to strengthen our argument and motivation of the paper. We have added the following in the Introduction:

“”


	Thank you for suggesting these additional references. We have taken another look at algorithmic aversion as well as algorithmic appreciation in particular and made additions to the third paragraph of the introduction as suggested. Furthermore, we updated our references and also added further recent studies that were relevant in our context. We have added the following:
“”

However, we felt it was important to give more room to these topics in the discussion as well, so we have additionally added the following to section 5.1:

“”

In addition, we have now mentioned algorithmic aversion, digital dignity, and algorithmic appreciation by name in Table 4.
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