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Abstract

The study of market power has gained a lot of attention by scholars and policy-
makers since De Loecker and Eeckhout (2018). In their work, they show the tem-
poral evolution of market power worldwide using detailed data from the financial
statements of thousands of firms. In this paper, we propose an alternative way of
estimating market power using sectoral-based data. By utilizing the aggregates ob-
servable in a series of Input-Output Tables (IOT’s) and by applying an estimation
procedure based on entropy; indicators of market power can be derived without
requiring the use of micro-data. We document a heterogeneous evolution of market
power across 28 European countries and 14 manufacturing sectors between 2000 -
2014. Market power is found to be rising for several central- and East-European
countries, while decreasing in multiple South- and West-European nations. Global-
isation and value chain positioning are both seen to have a significantly decreasing
impact on markups. in an U-type relationship

Keywords: market power, input-output tables, generalized maximum entropy, global
value chains

1 Introduction

The study of market power has gained a lot of attention since De Loecker and Eeckhout

(2018) and De Loecker et al. (2020). Using firm-based data, their papers have shown that

market power has continually increased since the 1980’s (except for a brief decrease during

the 2007 - 2008 Financial Crisis) for the US and the world as a whole, mostly driven by

the largest firms within markets. Although a too low market power could indicate a

loss of competitiveness, an increase in aggregated market power is often associated, at

least in theory, with a range of negative economic developments such as: decreasing total

factor productivity and output (Baqaee and Farhi, 2017), a decrease in the labour share

of income (Autor et al., 2020), decreases in investments (Gutiérrez and Philippon, 2017),

loss of innovation after reaching a threshold (an inverted U-shape relationship), as seen

in, for example, Diez et al. (2018) and Mulkay (2019). Furthermore, rising market power
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also has societal implications due to its contribution to rising income-inequality, see Ennis

et al. (2019).

This development has sparked interest globally among policy-makers, scholars and

members of industry who are interested in understanding the cause of these changes, as

well as obtaining a deeper understanding to measure market power. Central Banks are

amongst the most important of these entities investigating this phenomenon due to the

impact it has on pricing (see for example Koujianou Goldberg and Hellerstein (2012)),

with examples including the recent speeches made by Praet (2019) at the European Cen-

tral Bank, and the Economic Policy Symposium of 2018 organized by the Federal Reserve

at Jackson Hole. Moreover, the question of competition and market power is gradually

seeping into the political arena with calls increasingly being made to make markets fairer

for all of those involved and more efficient as evidenced, for example, by the warnings

and reform proposals given by the books Eeckhout (2021) and Baker (2019). This can

be seen in Europe not only at the EU level (EU commission), but also at the national

level with member-states using various tools and policies to reduce monopolistic action.

The topic of market power has always been of crucial importance within the field

of industrial organization, ever since Lerner (1934) first proposed an index measuring

the markup of price over marginal cost. Subsequent literature adopted the Structural

– Conduct – Performance (SCP) approach to study the market structure in detail to

understand the causes of market power (Perloff et al., 2007). These papers did not rely

on formal models of industry behaviour, rather were often case studies and inter-industry

analysis mostly focused on one single year (Schmalensee, 1987). The SCP approach

was mostly interested in understanding market structures, and therefore limited itself to

investigating one or two industries. Hall (1988) outlined a formal model and laid the

framework through which markups estimation was generalized. The papers from Olley

and Pakes (1996), Levinsohn and Petrin (2003) and Ackerberg et al. (2015) introduced

novel ways to estimate production functions using a two- or three stages approach with

control functions, solving the usually large problems of endogeneity caused by direct

regressions. These papers paved the way to derive estimates for markups directly from

production functions, for instance De Loecker et al. (2020). The markup, or the ratio

between selling price of a final good and the marginal cost of production, is commonly

used in the literature as a proxy for market power. Using De Loecker and Eeckhout

(2018) terminology, the markup for firm i at year t is: µit = Pit/λit. Assuming that firms

are profit maximizers, a markup of 1 is indicative that the firm is setting prices in such

a way that they are not able to move beyond the break-even point (Pit = λit), and not

making profits. A markup larger than 1 is commonly associated with firms exercising

market power (Pit > λit).

We propose using this same methodology of calculating markups based on production

functions but using aggregated sector-level data instead of the firm-level data, which it was
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originally designed for in the paper by Hall (1988). 1 More specifically, in this paper we

propose using a General Maximum Entropy (GME) approach with data from the World

Input-Output Database (WIOD) as well as the WIOD Socio Economic Accounts (SEA) in

order to estimate sector-level markups. Input-output tables such as the ones from WIOD,

divides total global economic activity into sectors or industries (used interchangeably

during the remainder of the paper). They provide information on the flows of goods

or services encompassed within an industry, originating in one sector and ending up in

another.

Even though markup estimation using micro-based data is considered to be the bench-

mark in terms of precision (being able to provide estimates by percentile of firm-size along

the distribution and conduct granular research), it also has a few notable problems, in-

cluding: potential sample selection bias due to firms entering bankruptcy during the

years of observation (sample attrition), difficulty of classifying a firm into a sector if it

produces several goods and the problems of extracting volumes of inputs and outputs,

which the SEA conveniently does provide, thus avoiding potential estimation bias arising

from pricing 2, and difficulty of finding data that is accurately representative of total

market activity. The largest databases containing firm activity, such as Worldscope, have

information for 70000 firms (De Loecker et al., 2020). These firms are often publicly

traded thereby potentially skewing results upwards i.e. successful firms with sound bal-

ance sheets will be over-proportionately reported as they have better chances of selling

stocks. Firm-level data has the further inconvenience of lacking information on certain

sectors, thereby any analysis is constrained to a few, predominantly manufacturing sec-

tors. This is a further advantage of using the SEA of the WIOD, as the data contained

therein encompasses total market activity within countries, and represents at least 85%

of world economic activity (Timmer et al., 2012). Finally, the WIOD and SEA are free

and easily accessible to the general public. This runs in contrast to many databases

offering firm-level information, as they generally require fees or are private and not acces-

sible to the general public (for example, due to laws requiring confidentiality on handling

firm data). Additionally, the use of micro-data is computationally very demanding, with

programs having to process thousands (even hundreds of thousands) of firms thereby

necessitating considerable amounts of time for estimates to be produced.

The use of macro-data circumvents all of these problems, and is potentially able to

yield results for the whole world, yet sacrifices precision. Moreover, this approach allows

to fully integrate the strengths of input-output analysis into market power research.

Input-output tables are excellent in calculating a myriad of measures and indicators

pertinent to the fields of international trade and industrial organisation. These measures

1A recent paper by Puty (2018) also explores the evolution of markups using aggregate data between
1958 and 1996, finding that market power evolves pro-cyclical relative to the business cycle.

2it is not possible to take differences of prices in every firm into account when aggregating firm-level
data therefore a bias may arise.
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may not be easily obtainable using pure firm-level data, thus other dimensions may be

opened up for research. A simple example of this type of analysis is shown in section

5.3, which estimates the relationship between the positioning of the production process

and Global Value Chains (GVC’s) i.e. the international fragmentation of the production

process with markups. The results derived in that section corroborates theory and the

empirical results of papers focusing on individual countries and industries.

The paper is organized as follows. Section 2 gives a summary of further relevant

literature, section 3 presents the basics of the methodology required to estimate market

power indicators from IO data. Section 4 provides a general description of the estimation

procedure proposed to derive these indicators from aggregate information. Section 5

presents an empirical application for manufacturing industries in the EU basing on data

from the World IO database for the period 2000 to 2014. Section 6 closes the paper.

2 Related Literature

Numerous recent papers have expanded the knowledge regarding the study of market

power; not only fine-tuning methodological aspects of De Loecker et al. (2020), but

also applying the existing technique using evermore detailed datasets and focusing on

granularity. In the former category, papers such as Morlacco (2017) expand the existing

methodology to include measures of buyer market power and apply this to firms in the

French manufacturing industry, finding the significance of this as well as finding evidence

for carrying distortionary effects throughout the value chain.

Even though Hall et al. (1986) is considered to have kick-started the research of mar-

ket power at a macro-level, research using aggregate data was slow relative to the micro

approach. This was due to macroeconomists’ reliance on Kaldor’s Stylised Facts that

assumes a stable evolution of market power and labour share of income. Nevertheless,

De Loecker and Eeckhout (2017) spurred renewed research interest using macro-data.

Cavalleri et al. (2019) use both micro- and macro-data to estimate market power trends

for four countries in the Eurozone, and find a stable (plateaud) evolution. More recently,

Colonescu (2021a) and Colonescu (2021b) derived measures of market power using macro-

data contained within IOT’s and the methodology proposed by Olley and Pakes (1996).

These recent papers make use of the advantages of using IOT’s, namely the ability to

conduct Global Value Chain Analysis (GVC) in conjunction with potential markup esti-

mation, thereby opening-up a whole new potential avenue for research, not possible with

with using micro-based data. The use of both micro- and macro-based data can therefore

complement each other well.3

There has also been an increasing surge in interest on finding determinants of markups,

3Note: drawbacks for using this methodology is discussed in subsequent chapters
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and measuring the types of relationships between both of these. Papers investigating this

question often fall into one of two complementary groups: those analysing structural

changes and those assessing the impact of policy. Of these, the former has had a note-

worthy increase in research activity, with papers increasingly focusing on investigating

the role of globalisation (with emphasis on trade in intermediates) on markups, generally

finding a pro-competitive relationship. Empirical examples include: De Loecker et al.

(2016), Gradzewicz and Mućk (2019) and Choi et al. (2021). Nevertheless, these studies

often focus almost exclusively on individual countries, therefore, a comprehensive analysis

based on numerous countries is of great interest.

3 Methodology

We follow here the same approach as in De Loecker et al. (2020) to derive market power

indicators following the cost-based method. One crucial difference is that they use firm-

level data to implement their analysis, while we propose using aggregate data at sectoral

level. One reason for doing this is that, even when micro-data analysis allows for a richer

detail in the results, the appropriate data required to do this are not always at hand and

they are not easily accessible.

Let us denote the production in industry i at time t by the Cobb-Douglas technology:

Qit = ΩitV
αit
it Kβit

it (1)

where Vit denotes the variable inputs i.e., intermediate consumptions plus labor, Kit

represents the capital stock and Ωit is the total factor productivity. Defining the output

and the variable inputs prices as Pit and P V
it , De Loecker et al. (2020) estimate the markup

of a firm i (industry i in our case) as: 4

µit = αit
PitQit

P V
it Vit

(2)

They implement this approach by estimating first the output elasticity αit in 1 and

then, assuming that this estimate is common for all the firms in the same sector and

year, is plugged into 2. The approach proposed here is different and is based on aggregate

information by industry, which can be easily accessed from the data present in a standard

IO table.

Our point of departure is an (N × N) industry-by-industry IO table for an open

economy at time period t with the following basic structure:5

The elements zij indicate how much of the production of industry i is used as interme-

4They derive this equation by solving a cost minimisation problem using Lagrange functions
5The notation is simplified here, and we eliminate the subscript t, although all the figures in the IO

table refer to a specific time period.
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Figure 1: An Illustrative Example of an Input-Output Table

diate input on industry j. Industry j requires not only intermediate inputs to produce,

but primary factors as well (payments to production factors other than intermediate in-

puts). The compensation paid for these primary factors is split in our example in labour

compensation (lcj), plus other terms in the value added (capital compensation, for ex-

ample) labelled as wj. Summing up across columns equals the total input on industry j

(xj =
∑

i zij + lcj +wj +mj) while the sum across rows adds up to the total production

of industry i (xi =
∑

j zij + yi).
6

All the terms in this IO table are given in monetary units, so it is relatively easy to

find a correspondence between the IO table cells and the elements used by De Loecker

and Eeckhout (2018) to estimate the markups. Note that the total output in industry i

at time period t in an IO table (xit) corresponds to PitQit, while the sum
∑

i zijt + lcjt

is equal to P V
jtVjt in equation 2. This means that part of the terms required to quantify

the market power for one industry as µit can be directly recovered from IO tables.7

Additionally, we would need to estimate the output elasticity αit to finally get mea-

sures of µit. This step is comparatively more problematic, since only aggregated informa-

tion is available in IO databases. Ideally, we would need to have data on physical output

produced Qit, units of the variable inputs employed (Vit) and stock of capital Kit. These

variables are not normally observable in IO databases, because of two main problems: (i)

IO are expressed in monetary and not physical units, and (ii) IO cells are flows and not

stocks.

However, these two difficulties can be partially solved by using the information pub-

licly available in the World IO database – the Socio-Economic Accounts, which com-

plements the national and international IO tables with additional indicators of physical

6The terms yj and mj denote respectively the part of the production in industry j that satisfies its
final demand and the part of the cost of this industry devoted to pay its imports and taxes.

7Figure 1 represents a national input-output table. In the case of a world input-output table, the
imports contained within vector mij are included in zit i.e. elements of column-sector that do not
correspond to the rows of the same country.
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output and intermediate consumptions, number of hours worked by the employees and

stocks of capital. This information is available for 43 different countries along the period

2000 - 2014 with a sectoral breakdown into 56 industries.8

Since the indicators on gross output and intermediate consumptions are given in the

form of volume indices (with base at 2010), some modifications are necessary in the

estimable forms of the production function. In particular, we will assume that for one

specific industry i and a time period t, the output elasticities αitc and βitc as well as the

factor productivity in Ωitc are constant for all the countries studied. This transforms

equation (1), which can be re-written as:

Qitc = ΩitV
αit
itc Kβit

itc (3)

Then, equation (3) is linearised and expressed in differences with respect to the 2010

levels as:

ln

(
Qitc

Qi0c

)
= ln

(
Ωit

Ωi0

)
+ αitln

(
Vitc

Vi0c

)
+ βitln

(
Kitc

Ki0c

)
(4)

Where the subscript 0 refers to the base period 2010. By adding a noise term ϵitc,

equations like the following can be estimated:

ln

(
Qitc

Qi0c

)
= Ω∗

it + αitln

(
Vitc

Vi0c

)
+ βitln

(
Kitc

Ki0c

)
+ uitc (5)

Being Ω∗
it = ln

(
Ωit

Ωi0

)
. Equations like (5) will be estimated for each one of the 56

industries present in the WIOD tables. This implies that the estimates of αit will based

on a number of data points that correspond to the number of countries that we want to

study (C), and for which we assume that the production technology is the same. This

naturally generates a set-up where the sample size C is expected to be small, which

prevents the use of traditional econometric techniques that rely on the central limit

theorem due to the limited number of degrees of freedom. Note that we want to produce

an estimate of the elasticity αij for each industry and year, and not imposing parameter

homogeneity along time. This prevents the use of more traditional estimators based on a

panel-data structure. Our proposal is to use estimators based on entropy econometrics,

which have been previously used in contexts of limited information (see, among others,

Golan and Vogel (2000); or Fernandez-Vazquez (2015); for applications within the field

of IO tables).

8Timmer et al. (2015) provides a more in-depth explanation for the WIOD project, see
http://www.wiod.org/database/seas16 for details.
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4 GME estimation of market power for EU manu-

factures; 2000-2014

A GME estimator has been applied to equations like 5 for each year from 2000 to 2014

and for a set of 23 manufacturing industries.9 The dataset comprises the EU-28 economy

(C=28), and the values of Qitc, Vitc and Kitc have been taken from the WIOD database.

The list of countries and industries studied are reported in tables 3 and 4.

Applying the GME estimator, requires the specification of supporting vectors for the

parameters and the error terms. The parameters in equation 5 are the output elasticities

αit and βit and the factor productivities Ωit. For the term Ωit we set support vectors with

M=3 values (bΩm) centered at 0 and with bounds at ±10. For the output elasticities we

define supporting vectors with M=3 points (bαm and bβm respectively) centered at the

corresponding mean value of the shares of Vitc and Kitc, and the limits of these vectors set

as these means ±10 to assure having wide enough supports. Similarly, for the error term,

the support vectors are based on the three-sigma rule, which specifies vectors centered at

0 and sets the limits as ± three times the standard deviation of the dependent variable.

Note that this approach implies that, in absence of information, the GME estimator

produces uniform probabilities and the point estimates of the parameters will be equal to

the central value in the vectors. By setting these central values at the mean of Vitc, the

uninformative GME solution makes the mean mark-up µitc equal to one by construction.

In other words, our prior assumption is that there is no market power and only if data

contains information that contradicts this initial assumption, the GME estimator will

produce a different result.

The GME programs for the estimations on each industry i = 1, . . . , 23 and t =

2000, . . . , 2014 can be written as follows:

max
P,W

E(P ,W ) =
M∑

m=1

pΩmln(pΩm) +
M∑

m=1

pαmln(pαm) +
M∑

m=1

pβmln(pβm)

+
C∑
c=1

J∑
j=1

wcjln(wcj) (6)

9Technical details of GME methodology can be found in appendix B.
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subject to:

ln

(
Qitc

Qi0c

)
=

M∑
m=1

bΩmpΩm +
M∑

m=1

bαmpαmln

(
Vitc

Vi0c

)

+
M∑

m=1

bβmpβmln

(
Kitc

Ki0c

)
+

J∑
j=1

vjWcj; c = 1, . . . , C (7)

1 =
M∑

m=1

pΩm =
M∑

m=1

pαm =
M∑

m=1

pβm (8)

J∑
j=1

wcj = 1 c = 1, . . . , C (9)

M∑
m=1

bαmpαm
PitcQitc

P V
itcVitc

≥ 1 (10)

One additional advantage of using the GME estimator in this context is that its

flexibility allows us to accommodate additional constraints related to the theoretical

characteristics of the phenomenon analyzed. In the case under study, theory tells us

that the market power should not be lower than one, and this theoretical restriction is

included into the GME program by means of equation 10. Note that this equation forces

the estimates of µitc to be equal or larger than one, preventing to get solutions that do

not fit with the basic assumptions used in the model from which the estimable equations

have been derived.

By solving these programs, the GME estimator produces point estimates and esti-

mated variances for the parameters of interest. In particular our estimates of αit are

calculated as
∑M

m=1 bαmpαm and the estimates of µitc as
∑M

m=1 bαmpαm
PitcQitc

PV
itcVitc

.10 Next sec-

tion shows the main results found and compares them with other alternative approaches.
11

5 Results

We have estimated equation 5 by using GME based on the available data from WIOD.

Furthermore, we got access to sector-level aggregated micro-data obtained from the

database CompNet 12, on which the original approach presented by De Loecker and

Eeckhout (2018) and De Loecker et al. (2020) can be replicated. This comparison allows

for testing to what extent the GME estimates are similar to those obtained from more

10Details of estimates of αit can be found on the appendix D.
11A separate file with the dataset containing all the results presented here, is also provided.
12see di Mauro and Lopez-Garcia, 2015 for more informarion.
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detailed data.

The evolution of market power shows a large variation according to the method of

aggregation. Appendix A gives detailed descriptive statistics of markups disaggregated

by years and industries estimated using WIOD and micro-data. Table 6 illustrates the

descriptives for markups disaggregated by industries derived from WIOD, with GME

being capped at a minimum of one (due to the constraint depicted in equation 10),

displaying low levels of variation relative to the evolution obtained from micro-data, as

seen in table 7.

Both the minimum and maximum values are largely heterogeneous across sectors, and

have a large standard deviation. The highest maximum values from the GME method

is seen to be in the aggregate sector corresponding to coke and petroleum manufacture,

the lowest related to textile, rubber and non-metalic mineral products. Table 5 shows

individual country - sectors with the five highest markup values for 2000 and 2014. Sec-

tors corresponding to the manufacturing of petroleum and chemical products appear

frequently, especially for 2014. Tables 8 and 9 further illustrate these summary statis-

tics disaggregated by years, showing stronger minimum values during 2009 for GME

estimates.

5.1 Results using the World Input-Output Database

Figure 7 details the evolution of markups in its highest form of aggregation. The markups

were found to be highest during 2003 and lowest in 2008. Up until 2008, market power

was seen to be having a decreasing trend. Thereafter, market power was increasing nearly

continuously for subsequent periods. Estimates for market power were higher at the end

of the sample period in 2014 than they were at the start in 2000. Figure 9 further shows

how the output elasticity of labour evolved throughout the sample period.

Figure 2 shows the country-aggregate market power for the years 2000 and 2014, for

the manufacturing industries illustrated in table 4. The map indicates persistent varia-

tions of market power by levels across geographic regions. Scandinavian and Baltic coun-

tries (with the exception of Estonia and Finland in 2014), South-Eastern countries such

as Romania, Greece, and finally Ireland consistently reported relatively higher markups

compared to other countries. By 2014 many South-European countries had relatively low-

levels of market power, especially Italy and Croatia. Additionally, Belgium, Luxembourg

and Estonia had low markups relative to the other countries.

Figure 3 further shows percentage changes for markups between 2000 and 2014. The

colouring of the map indicates a remarkable geographic pattern; countries whose markup

have increased or decreased tend to be in proximity with each other (with the exception

of Ireland and Portugal and Finland). Central European countries such as Germany and

Poland saw an increase in market power. Southern Baltic countries, Denmark, Finland,

10



Figure 2: Markups during 2000 and 2014
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Ireland and the South-eastern region also had increasing markups. In contrast, most

South- andWest-European countries saw decreasing markups. The manufacturing sectors

from a total of 13 countries had increasing markups between 2000 and 2014. A total of 7

of these countries with increasing markups joined the European Union somewhere during

the sample period; either in 2004 as in the case of: Hungary, Lithuania, Latvia, Poland

and Slovenia, or in 2007 such as Bulgaria and Romania. The remaining countries with

increasing markups were: Germany, Denmark, Finland, Greece, Ireland and Portugal.

Figure 3: Percentage change GME markups 2000 to 2014 for each country

Nevertheless, our estimates suggest that the mean value of aggregate market power

along these countries have been converging slowly between 2000 and 2014. A country-

wise absolute beta-convergence analysis using a fixed effects regression, where market

power growth rates between 2000 and 2014 was regressed on its lagged values, produces

an estimate of the beta coefficient of -0.338 (significant at 0.1%). The results of which

is shown as a scatter-plot in figure 4. This result indicates that overall the dispersion of
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aggregated market power decreased during the sample period.

Figure 4: Beta convergence of markups aggregated by country using a two-way fixed
effects model

5.2 Comparisons to firm-level data

A possible concern revolves around the actual precision of these results, given the as-

sumption in an input-output table that each sector is produced by one representative

firm. The WIOD Markup sample was compared with the 7th Vintage CompNet database

that provides estimates for market power using firm-level micro data. The evolution of

these measures of market power were then plotted across time. Even though the WIOD

and the SEA contain information for 56 sectors and 43 countries for the years 2000-2014

(except 2010 due to it being the base year), the markup data within CompNet is unbal-

anced. The is because different European countries have unequal systems for collecting

firm data. Some countries report data for every firm, while others require a firm fulfilling

certain thresholds, such as a minimum number of workers being employed at a firm. Due

to the aggregated nature of WIOD, only CompNet countries with full firm samples were

used. In total, 14 sectors were compared for five European countries – each country hav-

ing data for differing spans of time.13 Data from WIOD that did not find a match were

13The following countries are represented in the sample: Belgium, Denmark, Spain, Croatia and Italy.
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removed from the sample, making the comparison as homogeneous as possible. Tables 7

and 9 describe the CompNet variable in more detail.

The markup from the micro data was estimated by using a Cobb-Douglas production

function with the firm’s revenue being used as a proxy for output, and the elasticity for

intermediates used for the markup computation, see equation (2). This form was chosen

as it is the most similar to the approach presented here.

Figure 5 shows the evolution of all the markup estimates with confidence intervals at

the 95% level. These aggregates are calculated by averaging markups for each country,

years and industry using industry volumes of output in the WIOD as weights. A function

was fitted through the scatter-plot using the Loess smoothing technique, thereby revealing

the evolution. GME markup is seen to generally have overlapping confidence intervals

with the estimates derived from micro-data. Nevertheless, disaggregating the data at a

sector level shows divergence for some industries; most notably for sectors manufacturing

wood, media, pharmaceutical products and other transport equipment not included in

the manufacture of cars (notably air-planes, ships, locomotives and spacecraft).

Estimates corresponding to industries C16, C18, C21 and C30, and are seen to deviate

significantly from each other. This can highlight how the use of macro-based data for

markup estimation has a few unique potential pitfalls that can bias results. These have

to do with the uniformity of the distribution within the market being considered. Macro-

data assumes that each sector is produced by one representative firm, and considers

averages. If the sector is comprised of very few firms, or the distribution is very fat-tailed,

bias may ensure. Macro-data cannot disentangle what is happening to top percentile-size

within the firm-size distribution, which may be problematic as most market power is seen

to be generated by this fragment of the market.

Both measures indicate that markups declined until 2008. GME markups reached

their lowest point by that year, with a reversal of this declining trend occurring thereafter

during the 2009 - 2014 period. The CompNet markups reportedly remained stable after

the 2008 period, not reaching the levels of pre-2007. Both measures show that market

power never fully recovered the initial values seen in the 2000 period. Noteworthy is that

the estimates derived from CompNet often have a minima under 1, which would seemingly

indicate that goods were being sold at a price under its marginal cost of production.

This is something which frequently occurs when handling firm-level data. These values

contradict theory, since firms will not operate when profits cannot be achieved. This is

more relevant with aggregated sector-level values, as this would indicate a substantial

number of firms setting prices under marginal costs.

A larger year-to-year variation can be seen in figure 6, showing the sector-aggregated

development for four selected manufacturing industries (Section C.1 within the appendix

shows the evolution for all the sectors in the combined sample). The sectors correspond-

ing to the manufacture of fabricated metal products and the manufacture of computer
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Figure 5: Evolution Aggregate and per Sector Markups using Loess Smoothing estimated
using WIOD and Firm-level Data from CompNet

and electronics, show a relative larger variation, whereas those sectors related to the

manufacture of machinery and motor vehicles were more stable.
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Figure 6: Evolution market power for four selected industries

5.3 Markups and Global Value Chains

As can be seen in the descriptive tables in section A, a large heterogeneity exists across

countries and sectors when examining these markups. This section investigates potential

causes of this disparity by using two exogenous determinants of markups – making use of

WIOT’s capacity to compute measures of inter-industrial linkages. One of these measure

indicates how globalised, or internationalised, the factors used to produce an output are

within each industry whilst the other indicates the relative positioning with regards to

tasks being produced. There is substantial evidence that both impact markups in one

way or the other, yet most studies have focused on only a few industries or one or a few

countries. This section serves as a simple exercise to further give credence to the results

derived via the GME approach, but, by no means is this a complete analysis of the full

determinants of markups. Other characteristics could theoretically impact markups, such

as a country’s institutional quality (including corruption), and ease of access to credit by

larger firms, among other things.

In order to understand how these measurements are computed, a few concepts are

explained in the following paragraphs. Using the notations in matrix form from figure

1 (representing a Leontief Demand Model); X represents a vector with total output for

industry i, Y be a vector containing values of final demand, V A be a vector with value

added (which includes labour compensation, and capital rents and taxes) and Z a matrix
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containing the monetary value of the intermediate inputs coefficients. The technical

inputs coefficients A may be obtained by multiplying ZX̂−1, with X̂−1 representing the

inverse of the diagonal matrix containing values of total output along the diagonal.

Total output produced can be decomposed into intermediate or final consumption, as

seen in: X = AX + Y . This can be re-written as: X = (I − A)−1Y , with I representing

an identity matrix. The expression (I−A)−1 is known as the Leontief Inverse Matrix and

represents the value of output produced across all stages of production required to produce

one unit of Y (sometimes called direct and indirect effects by input-output economists).

The intuition behind this can be seen more clearly with the following geometric sequence:

I + A+ A2 + A3 + ...+ AN = (I − A)−1, with N approaching infinity.

Estimates on the degree of an industry’s degree of globalisation is obtained by calcu-

lating the foreign share of value added (factor content) used in producing output in a re-

spective industry. This methodology was first proposed by Johnson and Noguera (2012)

and applied with slight modifications by Timmer et al. (2015). The equation of total

value added is given by:

TV A = V̂ AS(I − A)−1Ŷ (11)

V̂ AS here represents a diagonal matrix with shares of value added with respect to

total output along its diagonal (V̂ AS = V AX̂−1) and Ŷ another diagonal matrix with

values of final demand along its diagonal. This equation yields another matrix with each

element representing direct and indirect value added generated in industry i and used in

industry j. Summing along the columns gives the total value added used for production

by generated at industry j. This then can be used to calculate the shares of value added

of a country’s industry used by origin – being able to separate domestic and foreign value

added by doing so. Table 10 summarises these shares of foreign value added for each

country in the sample.

The Leontief Demand Model assumes that outputs leave the system at the end of the

process (Miller and Blair, 2009). An alternative approach proposed by Ghosh measures

the unit values entering the system. This is done by transposing the model, giving the

following equation: X = XB+V A, with B represent the allocation coefficients, computed

by B = X̂−1Z. Re-arranging the former equation gives: X = V A(I−B)−1.14 The matrix

(I−B)−1 is known as the Ghosh Inverse Matrix, and counts the monetary value of value

added across all stages of production. Summing across each row of this matrix gives a

measure of how strong forward linkages are within an industry. Concurrently, Antràs et al.

(2012) finds, that summing across each of these rows gives a measure of upstreamness –

concretely it gives the average number of times an output is processed before reaching

14Note: the value added represented in this calculation is the difference between total intermediate
inputs and total output. It includes, among other things, taxes, subsidies and transport margins and is
therefore different than the value added used in equation 11.

17



consumers (see also Johnson (2018)). The larger values this measure takes, the more

upstream the industry will be positioned.

In order to test the impact of these two variables, a two-way fixed effects model is

used:

Yit = β0 + β1X1it + αi + δt + ϵit (12)

with β0 representing the constant, β1X1it the set of independent variables mentioned

previously, αi representing entity dummies (in this case for every pair of country-sector),

δt the time dummies and ϵit the error term.

GME Markup

(1) (2) (3)

Foreign VA −0.991∗∗∗ −2.100∗∗∗ −2.113∗∗∗

(0.037) (0.103) (0.103)

I(Foreign VA 2̂) 1.196∗∗∗ 1.197∗∗∗

(0.104) (0.104)

Upstreamness −0.0001 −0.005∗∗∗ −0.007∗∗∗

(0.001) (0.002) (0.003)

I(Upstreamnesŝ 2) 0.00003∗∗∗ 0.00004∗∗∗

(0.00001) (0.00001)

I(Upstreamness ∗ Foreign VA) 0.005
(0.004)

N 7,226 7,226 7,226
R2 0.098 0.117 0.117
Adjusted R2 0.025 0.044 0.044
F Statistic 363.938∗∗∗ (df = 2; 6680) 220.266∗∗∗ (df = 4; 6678) 176.426∗∗∗ (df = 5; 6677)

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.

Table 1: Two-way Fixed Effects results. Dummies are used for each year and combination
of country-sector

Table 1 shows the regression results of both measures of percentage share of foreign

value added and upstreamness. Both variables were also interacted with itself and each

other in order to test for possible non-linear relationships. Model 1 clearly shows that

foreign value added significantly reduces markups, with upstreamness showing a negative,

albeit non-significant, negative coefficient sign. Furthermore, All in all, the results in

model 2 suggest that both globalisation and upstreamness significantly reduce markups,

but at a decreasing rate for higher levels of values. up to a certain point. The interactive

terms suggest that these effects begin to revert after a certain level. Furthermore, model

1 makes clear the significance globalisation has on reducing markups. This can be seen

more clearly in table 2, which shows the negative mean marginal effects by countries of
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both variables on the markups.

It should be noted, that WIOTs are capable of computing measures for both forward

linkages (value added and intermediate inputs originating from the country-sector being

analysed and ending up somewhere in the world) and backward linkages (value added and

intermediate inputs originating somewhere in the world and ending up in the country-

sector being analysed). The share of Domestic Value Added used here is one that measures

backward linkages, whereas the Upstreamness index measures forward linkages. Result

might change depending on what kind of linkages are being considered.15 These results

could therefore still be consistent with papers such as De Loecker and Warzynski (2012),

who find a positive effect of trade liberalisation on markups when analysing exporter

firms in Slovenia.

15Note: A substantial number of papers use VAX or related measures that measure
forward linkages. There is still an active debate going on, whether all of these mea-
sures using forward linkages are completely accurate and free from double counting and
other measurement errors, see Miroudot and Ye (2018) and Johnson (2018) , for example,
Arto et al. (2019) and other papers from the EU for an overview of these measures with their potential drawbacks
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Country Foreign VA Upstreamness
AUT -0.0123∗∗∗ -0.4802∗∗∗

BEL -0.0105∗∗∗ -0.4802∗∗∗

BGR -0.0107∗∗∗ -0.4822∗∗∗

CYP -0.0112∗∗∗ -0.4789∗∗∗

CZE -0.0115∗∗∗ -0.4793∗∗∗

DEU -0.0144∗∗∗ -0.4807∗∗∗

DNK -0.0125∗∗∗ -0.4809∗∗∗

ESP -0.0142∗∗∗ -0.4797∗∗∗

EST -0.0099∗∗∗ -0.4796∗∗∗

FIN -0.0134∗∗∗ -0.4791∗∗∗

FRA -0.0139∗∗∗ -0.481∗∗∗

GBR -0.015∗∗∗ -0.4806∗∗∗

GRC -0.016∗∗∗ -0.4833∗∗∗

HRV -0.0132∗∗∗ -0.4824∗∗∗

HUN -0.0094∗∗∗ -0.4803∗∗∗

IRL -0.0104∗∗∗ -0.4803∗∗∗

ITA -0.0148∗∗∗ -0.4803∗∗∗

LTU -0.0134∗∗∗ -0.4798∗∗∗

LUX -0.0077∗∗∗ -0.4796∗∗∗

LVA -0.0121∗∗∗ -0.4723∗∗∗

MLT -0.009∗∗∗ -0.4813∗∗∗

NLD -0.0118∗∗∗ -0.4804∗∗∗

POL -0.0131∗∗∗ -0.4808∗∗∗

PRT -0.0124∗∗∗ -0.4807∗∗∗

ROU -0.014∗∗∗ -0.4815∗∗∗

SVK -0.0106∗∗∗ -0.4805∗∗∗

SVN -0.0121∗∗∗ -0.4774∗∗∗

SWE -0.0134∗∗∗ -0.4798∗∗∗

Notes: ∗∗∗Significant at the 1 percent level.

Table 2: Marginal Effects by Country. For the sake of a better understanding of these
marginal effects, this table shows the marginal effects of increasing the foreign value added
by 1% or increasing by 100 units the upstreamness indicator
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6 Concluding remarks

Estimates of market power were given using the methodology of De Loecker et al. (2020)

and data provided by the Socio-Economic Accounts of the World Input-Output Database.

Using these datasets circumvent several problems when utilizing micro-data. A GME es-

timator was used to estimate markups, and found that the evolution of market power was

heterogeneous when analysing geographic clusters and specific industries. The findings

suggest that, all in all, market power for manufacturing sectors in Europe did not increase

substantially during the period 2000 - 2014. In fact, the aggregated markup of several

countries saw a decreasing market power. This contradicts the findings from De Loecker

and Eeckhout (2018), who found a generalized increase in market power for a substantial

number of countries in the world, and are more in line with the results found by Weche

and Wambach (2018). These authors also finds a heterogeneous evolution of market

power for European manufacturing sectors, with markups decreasing on aggregate until

2009, and seeing a generalised increase after 2013.

Furthermore, two significantly contributing factors were found that impacted markups:

a measure of globalisation and an industry’s relative positioning with regards to its pro-

duction process. It has been found, that both reduce markups as expected by the-

ory, although these effects are progressively smaller at higher levels. These results also

confirm the many other papers that have focused on analysing this relationship within

specific countries and industries. up to a certain level, after which, the effects reverts

and becomes positive (an U-shaped relationship). The exact level cannot be determined

with exactitude due to the aggregated nature of the data. Nevertheless, these results do

give credence to micro-based literature, finding that trade liberalization reduces markups

(parting at low levels of globalisation), whilst internationalisation in economies with

higher incomes are seen to positively impact markups.

The use of aggregate data has notable advantages, as it avoids problems stemming

from the use of micro-data. The results derived by this method also ensures that they

are economically sound, due to them not being able to take values below 1. Additionally,

the method may be applied to any type of dataset containing aggregate information with

the relevant variables; the WIOD is not the only possible source of information. In fact,

datasets with larger spans of time will make estimations using the entropy method even

more robust. Furthermore, IOT’s homogeneous sector classification for total economic

activity allows for an efficient inter-sectoral and international analysis. It is therefore

possible to extend this analysis to any other country or industry that are of high interest

to policy-makers or scholars.

Future research might improve these results and methodology further by estimat-

ing each industry’s firm-size distribution. This could be achieved by applying GME to

reverse-engineer these distribution by using, for example, measures of concentration ratios
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and / or the Hirschman-Herfindahl Index. This has been already successfully achieved in

Golan et al. (1996), albeit with more narrowly defined industrial classifications.
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A Summary statistics

Country Code Country Country Code Country
AUT Austria HUN Hungary
BEL Belgium IRL Ireland
BGR Bulgaria ITA Italy
CYP Cyprus LTU Lithuania
CZE Czech Republic LUX Luxembourg
DEU Germany LVA Latvia
DNK Denmark MLT Malta
ESP Spain NLD Netherlands
EST Estonia POL Poland
FIN Finland PRT Portugal
FRA France ROU Romania
GBR United Kingdom SVK Slovakia
GRC Greece SVN Slovenia
HRV Croatia SWE Sweden

Table 3: Country Code and Description

Industry Description
C10-C12 Manufacture of food products, beverages and tobacco products
C13-C15 Manufacture of textiles, wearing apparel and leather products

C16 Manufacture of wood and of products of wood and cork, except furniture;
manufacture of articles of straw and plaiting materials

C17 Manufacture of paper and paper products
C18 Printing and reproduction of recorded media
C19 Manufacture of coke and refined petroleum products
C20 Manufacture of chemicals and chemical products
C21 Manufacture of basic pharmaceutical products and pharmaceutical

preparations
C22 Manufacture of rubber and plastic products
C23 Manufacture of other non-metallic mineral products
C24 Manufacture of basic metals
C25 Manufacture of fabricated metal products, except machinery and equip-

ment
C26 Manufacture of computer, electronic and optical products
C27 Manufacture of electrical equipment
C28 Manufacture of machinery and equipment n.e.c.
C29 Manufacture of motor vehicles, trailers and semi-trailers
C30 Manufacture of other transport equipment

C31-C32 Manufacture of furniture; other manufacturing
C33 Repair and installation of machinery and equipment

Table 4: Industry Code and Description
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2000 2014
Sector Country GME Markup Sector Country GME Markup
C19 HRV 3.51 C33 GRC 2.86
C26 GRC 2.11 C21 LTU 2.50
C21 IRL 2.05 C20 SWE 2.27
C33 MLT 1.95 C21 FIN 2.14
C20 SWE 1.82 C20 IRL 2.11

Table 5: Five sectors with the highest GME markup values for 2000 and 2014

Variable Industry N Min Max Mean SD

Markup (GME) Manufacture of basic metals 372 1.0 3.4 1.1 0.2

Manufacture of basic pharmaceutical products

and pharmaceutical preparations

387 1.0 2.5 1.3 0.2

Manufacture of chemicals and chemical products 392 1.0 2.3 1.2 0.2

Manufacture of coke and refined petroleum prod-

ucts

343 1.0 3.5 1.1 0.2

Manufacture of computer, electronic and optical

products

387 1.0 2.1 1.2 0.2

Manufacture of electrical equipment 391 1.0 1.6 1.3 0.1

Manufacture of fabricated metal products, except

machinery and equipment

384 1.0 1.5 1.2 0.1

Manufacture of food products, beverages and to-

bacco products

392 1.0 1.5 1.1 0.1

Manufacture of furniture; other manufacturing 376 1.0 1.9 1.3 0.2

Manufacture of machinery and equipment n.e.c. 389 1.0 1.5 1.2 0.1

Manufacture of motor vehicles, trailers and semi-

trailers

384 1.0 1.7 1.2 0.1

Manufacture of other non-metallic mineral prod-

ucts

388 1.0 1.4 1.1 0.1

Manufacture of other transport equipment 359 1.0 2.0 1.2 0.1

Manufacture of paper and paper products 386 1.0 1.6 1.2 0.1

Manufacture of rubber and plastic products 389 1.0 1.4 1.1 0.1

Manufacture of textiles, wearing apparel and

leather products

374 1.0 1.4 1.1 0.1

Manufacture of wood and of products of wood

and cork, except furniture; manufacture of arti-

cles of straw and plaiting materials

371 1.0 2.0 1.3 0.2

Printing and reproduction of recorded media 391 1.0 2.2 1.2 0.1

Repair and installation of machinery and equip-

ment

371 1.0 2.9 1.2 0.2

all 7226 1.0 3.5 1.2 0.2

Table 6: Descriptive statistics for markups estimates using input-output tables
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Variable Industry N Min Max Mean SD

Markup (Compnet) Manufacture of basic metals 51 0.5 2.5 1.1 0.6

Manufacture of basic pharmaceutical products and

pharmaceutical preparations

54 0.5 4.8 1.4 1.2

Manufacture of chemicals and chemical products 54 0.5 1.9 1.0 0.5

Manufacture of computer, electronic and optical

products

54 0.6 2.1 1.2 0.5

Manufacture of electrical equipment 54 0.6 2.4 1.1 0.5

Manufacture of fabricated metal products, except

machinery and equipment

54 0.6 2.6 1.3 0.7

Manufacture of machinery and equipment n.e.c. 54 0.6 2.2 1.1 0.5

Manufacture of motor vehicles, trailers and semi-

trailers

54 0.5 1.8 1.0 0.4

Manufacture of other non-metallic mineral prod-

ucts

54 0.6 2.2 1.1 0.6

Manufacture of other transport equipment 48 0.5 3.3 1.4 0.8

Manufacture of paper and paper products 54 0.5 1.8 1.0 0.4

Manufacture of rubber and plastic products 54 0.5 2.0 1.0 0.5

Manufacture of wood and of products of wood and

cork, except furniture; manufacture of articles of

straw and plaiting materials

54 0.6 1.9 1.0 0.4

Printing and reproduction of recorded media 54 0.6 2.6 1.4 0.7

Repair and installation of machinery and equip-

ment

47 0.6 3.0 1.3 0.6

all 794 0.5 4.8 1.1 0.6

Table 7: Descriptive statistics for markups estimates using micro-data
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Variable Year N Min Max Mean SD

Markup (GME) 2000 510 1.000 3.510 1.199 0.175

2001 517 1.000 2.030 1.198 0.138

2002 523 1.000 1.960 1.184 0.141

2003 519 1.000 1.890 1.199 0.134

2004 519 1.000 1.670 1.172 0.121

2005 517 1.000 2.050 1.162 0.132

2006 520 1.000 1.930 1.154 0.125

2007 522 1.000 1.890 1.158 0.126

2008 518 1.000 1.960 1.141 0.137

2009 506 1.000 3.410 1.175 0.197

2011 517 1.000 2.960 1.207 0.214

2012 518 1.000 2.670 1.223 0.191

2013 509 1.000 2.760 1.197 0.180

2014 511 1.000 2.860 1.192 0.182

all 7226 1.000 3.510 1.183 0.161

Table 8: Summary statistics for WIOD markups by year

Variable Year N Min Max Mean SD

Markup (Compnet) 2000 30 0.508 3.242 1.291 0.767

2001 30 0.532 2.631 1.222 0.687

2002 43 0.549 3.262 1.194 0.678

2003 44 0.561 3.181 1.168 0.673

2004 43 0.568 2.936 1.266 0.746

2005 43 0.557 2.783 1.132 0.644

2006 59 0.544 2.997 1.137 0.596

2007 60 0.553 3.045 1.141 0.599

2008 74 0.532 3.721 1.070 0.550

2009 73 0.462 3.636 1.121 0.604

2011 74 0.500 4.820 1.129 0.696

2012 74 0.493 4.713 1.099 0.640

2013 74 0.497 3.537 1.097 0.579

2014 73 0.509 3.333 1.087 0.578

all 794 0.462 4.820 1.138 0.632

Table 9: Summary Statistics for CompNet Markups by Year

29



2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2011 2012 2013 2014
AUT 31.8 32.5 32.8 33.5 33.9 36.0 36.7 36.9 38.6 36.5 41.9 42.1 39.6 39.3
BEL 41.6 41.2 40.1 39.5 40.1 39.9 40.7 41.6 43.9 41.4 49.9 50.5 50.1 51.1
BGR 40.0 38.8 36.4 38.1 43.5 43.9 46.3 47.6 48.1 39.1 43.4 45.1 47.2 44.9
CYP 37.9 39.7 40.2 40.2 40.9 40.3 42.7 43.2 46.1 44.4 39.0 42.2 40.7 40.7
CZE 34.4 34.7 34.5 34.6 37.7 39.1 40.2 41.0 40.7 39.5 42.9 45.9 46.0 46.1
DEU 24.6 24.1 22.5 23.6 24.5 25.9 27.8 28.7 29.6 27.9 32.0 31.8 31.1 31.0
DNK 32.3 32.6 32.6 32.3 33.8 35.6 36.7 37.6 38.1 34.3 38.4 37.9 38.0 38.3
ESP 29.1 26.8 25.7 25.1 26.0 27.0 28.4 28.6 27.8 25.0 32.0 32.0 31.9 32.6
EST 43.8 44.2 43.0 42.9 45.6 46.7 47.5 46.2 46.1 43.5 49.0 50.9 51.0 50.3
FIN 28.1 26.4 26.5 27.0 28.2 30.2 31.5 32.4 33.9 31.7 36.9 37.6 36.8 36.1
FRA 26.9 26.5 25.9 25.4 27.3 28.7 29.8 29.9 30.7 29.3 34.3 34.2 33.6 33.7
GBR 20.8 21.3 21.5 20.4 21.6 22.5 24.3 24.5 24.8 25.5 32.6 32.2 28.4 27.7
GRC 21.5 21.0 19.6 19.3 19.6 19.5 21.0 22.9 22.2 20.1 22.8 21.8 21.2 22.6
HRV 29.3 31.3 33.3 32.9 32.9 32.5 34.8 35.2 32.0 27.6 31.2 34.1 34.4 35.8
HUN 47.5 45.5 43.6 44.4 44.5 45.4 49.0 48.8 49.1 47.2 53.2 53.2 53.1 53.3
IRL 42.7 42.7 41.2 40.8 41.0 41.8 43.4 44.8 46.3 45.9 47.7 48.9 47.4 48.9
ITA 23.6 23.2 22.6 22.2 23.0 24.4 26.3 26.5 26.3 25.9 31.0 30.2 27.8 27.7
LTU 25.7 27.5 27.7 28.6 29.3 31.3 33.7 33.9 33.8 31.4 35.3 35.7 36.1 35.5
LUX 50.2 51.6 49.7 51.2 55.5 55.5 58.3 57.1 60.8 58.6 57.9 57.9 56.7 56.9
LVA 33.8 35.1 34.7 34.0 37.0 37.6 40.3 39.5 36.3 33.9 39.3 40.9 39.1 39.0
MLT 45.6 46.0 45.3 47.7 50.0 51.4 52.0 51.8 52.5 48.3 50.9 52.9 53.3 52.2
NLD 33.1 34.1 34.5 34.0 34.6 34.9 36.2 35.2 37.5 37.1 46.4 46.8 46.6 46.2
POL 28.9 28.0 28.8 31.0 31.1 31.2 33.2 33.6 33.9 31.8 38.2 37.6 36.8 37.0
PRT 34.3 33.8 33.3 33.0 34.2 34.5 36.1 36.6 37.9 34.5 39.4 38.7 38.9 39.9
ROU 28.6 29.0 28.5 30.2 30.9 29.6 29.7 29.0 27.0 25.3 30.2 31.2 29.8 29.7
SVK 35.9 38.9 39.4 39.1 42.0 43.8 45.9 45.8 44.7 43.6 46.1 47.8 49.4 48.8
SVN 32.7 32.5 32.1 32.6 34.8 36.8 37.9 38.9 39.6 36.3 41.9 41.7 41.1 40.3
SWE 30.7 30.7 30.0 29.7 30.2 31.6 32.6 32.8 34.5 32.5 33.2 32.9 32.1 32.3

Table 10: Average Share of Foreign Value Added by country. The averages are computed using simple means
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B An overview of entropy econometrics

The point of departure is a linear model where the variable of interest y depends on H

explanatory variables xh with C observations:

y = Xβ + u (13)

where y is a (C × 1) vector of observations, X is a (C × H) matrix of observations

for the xh variables, β = (β1, . . . , βH) is the (H × 1) vector of unknown parameters to be

estimated, and u is a (C×1) vector containing the realizations of the random disturbance

of the linear model.

The GME estimator re-parametrizes equation 13 in terms of probability distributions.

First, each element βh of the vector of parameters β is assumed to be a discrete random

variable with M ≥ 2 possible realizations. These potential values of the unknown param-

eter are included in a support vector b′h = {bh1, . . . , bhM} with corresponding unknown

probabilities p′
h = (ph1, . . . , phM). The values in bh are chosen based on priors on the

values of βh. Finally, each parameter βh is specified as follows:

βh = b′hph =
M∑

m=1

bhmphm; h = 1, . . . , H (14)

In turn, the vector β can be written as:

β =


β1

...

βH

 = BP =


b′1 0 · · · 0

0 b′2 · · · 0
...

...
. . .

...

0 0 · · · b′H




p1

p2

...

pH

 (15)

where B and P are matrices with dimensions (H×HM) and (HM × 1) respectively.

A similar approach is followed for the random disturbances. Although, GME does

not require specific assumptions about the probability distribution function of u, some

assumptions are necessary. First, the uncertainty about the realizations of vector u is

addressed by treating each element ut as a discrete random variable with J ≥ 2 possible

outcomes contained in a convex set v′ = v1, . . . , vJ which, for the sake of simplicity, will

be common for all the realizations of the random disturbance ut. Second, we also assume

that these possible outcomes of the random disturbance are symmetric and centered on

zero (v1 = vJ). As a result, u has mean E[u] = 0 and a finite covariance matrix
∑

.

Additionally, it is common practice to establish the upper and lower limits of the vector

v applying the three-sigma rule (Pukelsheim, 1994).16 Under these conditions, the value

16This rule takes as bounds for the support vector three times the positive and negative values of the
sample standard deviation of the dependent variable.
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of the random term for an observation t equals:

uc = v′wc =
J∑

j=1

vjwcj; c = 1, . . . , C (16)

Or, in matrix terms:

u =


u1

...

uH

 = V W =


v′ 0 · · · 0

0 v′ · · · 0
...

...
. . .

...

0 0 · · · v′




w1

w2

...

wH

 (17)

Therefore, using 15 and 17 equation 13 can be rewritten as:

y = XBp+ V W (18)

This specification of the original model transforms the estimation of the coefficients of

the regression equation 13 into the estimation of H+C probability distributions. At this

point, the principle of Maximum Entropy (ME) is used to recover unknown probability

distributions of discrete random variables that can take M different values. Specifically,

ME estimates p̂ by maximizing the Shannon Entropy measure (Shannon, 1948) E(p):

max
p

= E(p) =
M∑

m=1

pmln(pm) (19)

E(p) achieves a maximum when all the M values are equally probable i.e., p is

uniform. However, if some additional data are available, this will lead to a Bayesian

update of the uniform solution to p. The intuition is that the uniform distribution

provides the best estimation when there are no data. In this case, equal probabilities are

assigned to all possible outcomes of the discrete random variable. However, the uniform

distribution could not be a reasonable estimate if it fails to generate the observed data.

Therefore, a reasonable approach is to use as an estimate the probability distribution

closer to the uniform able to generate the observed data. In other words, the probability

distribution that maximizes the Entropy measure subject to being able to generate the

observed data.

The underlying idea of the ME methodology can be applied for recovering the param-

eters of the re-parametrized equation 18, defining the GME estimator. Matrices P and

W are estimated by maximizing the entropy function E(P ,W ), subject to: (i) being

consistent with the sample and (ii) some normalization constraints. The GME estimator

can be written as follows:
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max
P,W

E(P ,W ) =
H∑

h=1

M∑
m=1

phmln(phm) +
C∑
c=1

J∑
j=1

wcjln(wcj) (20)

subject to:

yc =
H∑

h=1

M∑
m=1

bhmphmxhc +
J∑

j=1

vjwcj; c = 1, . . . , C (21)

M∑
m=1

phm = 1; h = 1, . . . , H (22)

J∑
j=1

wcj = 1; c = 1, . . . , C (23)

The restrictions in 21 ensure that the estimates can generate the sample data con-

tained on y and X while equations 22 and 23 are normalization constraints. By solving

this constrained optimization problem, solutions for P and W are found and point esti-

mates β̂h and ûc are derived.

Additionally, the following basic assumptions guarantee consistency and asymptoti-

cally normality :

– The support for the errors v′ is symmetric around zero.

– The support space b′ bounds the true value of each one of the unknown parameters

and it has a finite lower and upper bounds b1 and bM , respectively.

– The errors are i.i.d.

– lim
C→∞

C−1X ′X exists and is non-singular.

Under these assumptions, GME estimates distribute as β̂ → N [β, σ̂2(X ′X)−1] and

it is possible to obtain their approximate variance matrix as σ̂2(X ′X)−1. σ̂ is a diagonal

matrix, where a typical element σ̂h is defined as:

σ̂2
h = σ̂2

e

(
σ2
bh

σ2
bh + σ2

v

)
, h = 1, . . . , H (24)

Where σ̂2
e =

[
1

C−H

]∑C
c=1 ê

2
c ; being êc =

∑J
j=1 vjw̃cj and:
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σ2
bh =

M∑
m=1

b2hmp̃km −

(
M∑

m=1

bhmp̃km

)2

(25)

σ2
v =

C∑
c=1

J∑
j=1

v2j w̃cj −
C∑
c=1

(
J∑

j=1

vjw̃cj

)2

(26)

C Markup estimates evolution

Figure 7: Evolution GME weighted average markups, using the WIOD full sample. The
sector’s volume of output is used as weights
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C.1 By sector using WIOD and CompNet

Figure 8: Evolution of GME and Compnet Markups Aggregated by Sector
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Repair and installation of machinery and equipment

Manufacture of wood and of products of wood and cork, except furniture; manufacture of articles of straw and plaiting materialsPrinting and reproduction of recorded media
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D Evolution output elasticity of variable inputs

This section shows the evolution of the output elasticity of variable inputs (αit). The full

WIOD sample was used for the aggregation.

Figure 9: Evolution of variable inputs elasticity. Volumes of output were used as weights
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