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Introduction to Machine Learning 

There has never been a more exciting time in human history to be a deep learning expert, armed with super-fast computers, open-source algorithms, well curated datasets, affordable cloud services and the requisite skills to build amazing and impactful applications across all domains using our knowledge in computer vision, natural language processing, and time series amongst others.  Anyone with the right skill can build a groundbreaking application and perhaps become the next Elon Musk, who knows. For this to happen, adequate knowledge of deep learning frameworks such as TensorFlow is required. The TensorFlow Developer Certificate aims to build a new generation of deep learning experts who are already in high demand across all fields. Hence joining this club, arms you with the required expertise to start your journey as a deep learning expert as well as present you with a certificate to show for your weeks, months, or years of hard work.  
[bookmark: _Hlk96325842]We begin this chapter with a high-level introduction to machine learning, after which we examine different types of machine learning approaches. Next, we will drill down into the machine learning life cycle and use cases (we will cover a few hands-on implementations in subsequent chapters). We conclude this chapter by introducing the TensorFlow Developer Certificate and examining the anatomy of the core components needed to ace the exam. By the end of this chapter, you should be able to clearly explain what machine learning is, also you should have gained foundational understanding of the machine learning lifecycle. Also, after this chapter you be able to differentiate between different types of machine learning approaches and clearly understand what the TensorFlow Developer Certificate exam is all about. 
In this chapter, we will cover the following topics: 
What is machine learning?
Types of Machine Learning 
ML life cycle  
Use Cases
Introduction to the learning Journey 
What is Machine Learning? 
Machine Learning (ML) is a subfield of artificial intelligence (AI) in which computer systems are trained on input or historical data to perform a certain task by learning patterns to make predictions on unseen data. In 1959 Arthur Samuel defined machine learning as a field of study that gives computers the ability to learn without being explicitly programmed to do so. To give clarity to the definition given to us by Arthur Samuel let us unpack the definition using a well-known use case of machine learning in the banking industry.

Imagine we work in a fortune 500 bank in the heart of London, and we are in the ML team. We are saddled with the responsibility to automate the fraud detection process as the current manual process was too slow and was costing the bank millions of pounds due to delays in transaction processing time. Based on the preceding definition, we request for historical data of previous transactions both fraudulent and non-fraudulent transaction after which we go through the ML lifecycle (we will cover this shortly) and we deploy our solution successfully to prevent fraud cases. In this example, we used historical data which provides us with features or attributes (independent variables), which we use to determine the outcome of the model, which is generally referred to as the label or target (dependent variable). In this scenario, the target is fraudulent or non-fraudulent transaction as shown in figure 1.1. 
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Figure 1.1 –: Data frame of a sample historical data, showing the features and attributes

In the preceding scenario we were able to train a model with historical data and their corresponding labels to generate rules which are used to predict unseen data. This is an example of what machine learning is all about, the ability to empower computers to make decisions without explicitly programming. In classical programming, as shown in figure 1.2, we feed in the data and some hard coded rules such as the volume of daily transaction to determine if a transaction is fraudulent or not, when a customer goes above this daily limit the customer gets flagged and a human moderator will intervene to decide if the transaction was fraudulent or not. 
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Figure 1.2 –: Traditional Programming Approach 

This approach will soon leave the bank overwhelmed with unhappy customers constantly complaining of delayed transactions, while fraudsters and money launders evade the system by simply limiting their transactions within the daily permissible limits defined by the bank. With every new attribute we would need to update the rules, this approach quickly becomes impractical as there will always be something new to update to make the system tick, like a house of card, the system will eventually fall apart as such a complex problem with continuously varying attributes across millions of daily transactions may be nearly impossible to explicitly program. 
Thankfully we do not need to hard code anything, with the power of machine learning we can build a model which has the ability learn from insights gathered from historical data to identify patterns of fraudulent transactions based on a set of input features in the data as shown in figure 1.3, where we train our model using input data and the outcome of past transactions, hence allowing our model to develop rules which it can apply in future to detect fraud.
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                                           Figure 1.3 –: Machine Learning Approach
The rules generated by examining the data is used by the model to make new predictions to curb fraudulent transactions. This paradigm shift differs from traditional programming where applications were developed with data and well-defined rules to generate an output. With ML rules generated by our model are used to make valid predictions on new data to efficiently flag fraudulent transactions as show in figure 1.4
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                                     Figure 1.4 –: ML model use rules to make predictions on unseen data 

Before we go further, let us look at the types of machine learning approaches. 
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