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Abstract – In the United States, every year the fourth 

Thursday of November is celebrated as the Thanksgiving 

Day. The next day which is a Friday is known as the Black 

Friday. This day is the busiest day in terms of shopping 

because all major retailers and ecommerce websites offer 

massive amounts of discounts and deals. Hence, this sale is 

termed as the Black Friday Sale. There is a lot of potential 

to make profit even after such discounts, if the sales patterns 

from previous years’ data are analysed properly. Looking at 

various demographics of customers and analysing the 

Purchase Amount spent by each Customer on various 

products, there is a need to find out patterns for this 

behaviour. Therefore, we utilized classical and modern 

machine learning techniques such as Linear Regression, 

Neural Networks, Gradient Boosting Trees and AutoML, to 

make predictions on the available test data to find out the 

best model for accurate predictions. Since the dataset 

contains information about various demographics and 

background of the customers,  we encoded the data in an 

easy-to-understand format for each algorithm. 

Furthermore, various techniques of feature engineering are 

used, and new features are generated from existing features 

by grouping the target variable Purchase, for each sub-

category of that feature. Erroneous predictions are also 

handled and ultimately the model performed well on unseen 

test data. Finally, this study can help researchers to find the 

best model for more accurate predictions.  

Impact Statement – In this word of online shopping, 

ecommerce websites have a lot of information about their 

customers which the offline retail stores might not have. 

Looking at these demographics and history of sales of 

products by customers, it is possible to analyse this data and 

apply machine learning techniques so as to predict future 

sales, so that the retailer can stock their products and price 

them appropriately. In this paper, data from Black Friday 

Sales of 2016 is thoroughly analysed and numerous feature 

engineering techniques are used to give this data to machine 

learning models, which can make predictions on future sales. 

These techniques can be used for a wide variety of problems 

by the private sector and the choice of model provides deep 

insights into the robustness and speed of modern-day 

algorithms used by researchers all-round the globe.  

Keywords - Sales Analysis, Machine Learning, Gradient 

Boosting Trees, Deep Learning, Artificial Intelligence. 

I. INTRODUCTION 

Earlier, the sales used to start on Thanksgiving Day 

(Thursday), but over time, more and more retailers began 

starting their sales at a later time of the day. Nowadays, the 

sale has been termed as Black Friday Sales because all sellers 

start the sales on Friday only [1] [2]. 

In our paper, first we meticulously analyse the dataset and 

observe the trends of purchase amount depending upon the 

available demographics of customers and the product 

categories. We then present various data pre-processing 

techniques that can be utilized for other datasets as well. 

These techniques immensely help in improving the accuracy 

of machine learning models. One more technique utilized was 

feature augmentation. Since only 11 features were available 

to us, new features were generated from these 11 features so 

as to extract valuable information about each customer, 

product, and the product categories [4]. Such feature 

generation techniques can be employed in other machine 

learning where very limited data is available [5].  

Hence,  after careful analysis of customer and product data, 

machine learning models were used to predict the purchase 

amount for old or new customers and/or Product. It was 

observed that the best results were obtained from the 

extensions of Gradient Boosting Trees – CatBoost and 

XGBoost [6] [7]. To further improve the score, weighted 

ensembles can be taken from our own previously generated 

predictions.  

The main outcome from the prediction of such a problem is 

that the retailers can now  stock the products appropriately 

and provide deals accordingly so as to maximise the profit 

earned. Hence, this solution is not a specific solution for 

Black Friday sales but can also be generally used for purchase 

prediction or demand analysis problems as well as other 

market related problems.  

1.1 Motivation and Our Contributions  

The fact that retail sales are one of the most crucial fields for 
research and exploitation for the domain of data analytics is 
common knowledge. Black Friday Sale is one of the most 
impactful sales on a global level. There are multiple 
preconceived notions in the minds of the general public, such 
as women being more interested when it comes to shopping. 
There can be many such notions, but how do such claims 
compare to the sales data gathered from retailers or 
ecommerce websites? Which city from a particular state 
spends the most on the sales? What is the age group of people 
that spends the most? What effect does marriage have on 
shopping? How do these factors help in prediction of sales 
amount for an upcoming sale? What can the retailers do so as 
to maximize their profits? How can they make predictions on 
sale and stock their shops accordingly? Data analysis on the 
available data and machine learning techniques can be 
utilized to find the solutions to such problems [4]. 



The main contributions for this research work are: 

1. Black Friday sales and product demand analysis along 

with purchase prediction enabling us to forecast the 

demand of products that are required in the sales. 

2. To identify best machine learning model for Black 

Friday sale prediction by comparing the Root Mean 

Square Error (RMSE) . 

1.2 Article Organisation  

This paper is organized as follows: Section 2 presents the 

related work. Section 3 presents the background of the 

problem. Section 4 explains the methodology. Section 5 

presents results and analysis. Section 6 concludes the paper 

and presents the future directions. 

II. RELATED WORK  

This problem has been available on Analytics Vidhya since 

July 2016. Trung et al.[3] have discussed about the 

implementation of bagging and boosting algorithms for this 

problem. Ching et al.[8] applied various regression-based 

algorithms namely – Linear, Logistic, Polynomial, Stepwise, 

Ridge, Lasso & Elasticnet Regression; along with MLK 

Classifiers, Decision Trees along with Deep Learning using 

Keras for this problem. Ching et al.[8] concluded that models 

like neural networks were too complex for this kind of a 

problem. Kalra et al.[9] studied the effects of modifying the 

ratio of training and testing data so as to find the model with 

the best score on a common metric – Root Mean Squared 

Error. The results from this experimentation helped them 

identify models which were overfitting and those which were 

underfitting.  

2.1 Critical Analysis  

Table 1 shows the critical analysis s carried out as compared 

to related work. A new set of features were created and added 

pertaining to unique entries of User_ID, Product_ID or 

Product_Category. A specific set of data encoding techniques 

were used for each of the categorical variables in the dataset. 

Finally, a common technique of handling erroneous 

predictions was utilized for all the models. All these 

techniques helped improve the performance of the models. 

Table 1 - Comparison with Related Work. 

Components of 

Experimentation 

[3] [8] [9] Our 

Study 

Pre-

processing 

Outlier Removal    
✔ 

OneHot Encoding    
✔ 

Features Product Category 
✔ ✔ ✔ ✔ 

Marital Status 
✔ ✔ ✔ ✔ 

City Category 
✔ ✔ ✔ ✔ 

Occupation 
✔ ✔ ✔ ✔ 

Age 
✔ ✔ ✔ ✔ 

Purchasing Power    
✔ 

Count Variables    
✔ 

Min, Max & Mean 

Variables 

   
✔ 

25, 50 & 75 

Percentile Values 

   
✔ 

Handling Negative Predictions    
✔ 

 

III. BACKGROUND 

This problem is listed in the form of a global contest by 

Analytics Vidya, where anyone can participate and check 

their standings with respect to people from all over the world. 

The dataset is also provided by Analytics Vidhya for the 

purpose of this contest [4].  

When it comes to sales prediction, many factors such as age, 

gender, marital status, occupation, type of product, city, etc 

can immensely impact the purchase amount. In order to make 

personalized predictions for each customer, these 

demographics were given in the form of categorical data in 

this dataset. Using data pre-processing and machine learning 

techniques, the contest required the participants to submit 

their predictions on a test set on their contest page.  

The evaluation metric for this paper and the public ranking 

used was Root Mean Squared Error (RMSE). RMSE is an 

extremely popular metric when training machine learning 

models and deep neural networks. RMSE is essentially the 

standard deviation of the prediction errors. Prediction errors 

are the difference between theoretical values and 

predicted/experimental values. RMSE is obtained by 

squaring the prediction errors, taking their mean, and finally 

taking their squared root as defined in Eq. (1) (Notation from 

Barnston, 1992).  

 𝑅𝑀𝑆𝐸𝑓𝑜 = [∑(𝑍𝑓𝑖 − 𝑍𝑂𝑖)2/𝑁]

𝑁

𝑖=1

1/2

        (1) 

•   ∑ - Summation for all data entries 

• (Zfi – Zoi)2   - Square of Prediction Error 

• N – Sample Size 

For this contest, 30% of their test data has been posted for the 

general public in order to get the current global ranking. At 

the end of the contest, ranking will be based on the RMSE 

score obtained on the remaining 70% data, which is at 

present, not public. As of the date of writing this paper, 

22,693 people have taken part in this contest by uploading 

their submissions on this available 30% test data.   

IV. METHODOLOGY 

In this section the dataset is described, and various techniques 

are applied for feature engineering and data augmentation. 

After pre-processing, this data is fed to various Machine 

Learning Models and then these algorithms are ranked 

depending on their Root Mean Squared Error (RMSE). 

4.1  Dataset 

 The “ABC Private Limited” is a retail company that wants to 

understand customer purchase pattern (Purchase amount) 

regarding various products of different categories. They have 

decided to share the purchase summary of various customers 

for a few categories of high-volume products from the 

previous month. This summary reveals various customer 

demographics. The ultimate aim is to apply machine learning 

models for prediction of purchases for the upcoming Sale, so 

that the company can stock the products appropriately and 

consequently provide adequate discounts for a better profit 

margin [4].  



For the purpose of this global contest, this dataset was 

provided by Analytics Vidhya. The dataset consists of 11 

features (Table 2), a mix of categorical and numerical features 

and one target variable – Purchase. There are 550068 rows of 

information.  

Table 2 – Dataset Details 

Variable Definition 

User_ID User ID 

Product_ID Product ID 

Gender Sex of user 

Age Age Group 

Occupation Occupation (Masked) 

City_Category Category of the City (A, 

B, C) 

Stay_In_Current_City_Years Number of years stay in 

current city 

Marital_Status Marital Status 

Product_Category_1 Product Category 

(Masked) 

Product_Category_2 Product may belong to 

another category also 

(Masked) 

Product_Category_3 Product may belong to 

another category also 

(Masked) 

Purchase Purchase Amount 

(Target Variable) 

 

4.2  Data Exploration 

First, we find out the total number of unique values of each 

feature. This will tell us how discrete each feature is, because 

same User_ID can buy multiple products and also the fact that 

the same Product_ID can be bought by multiple users. 

 

Figure 1 - Number of Unique Entries across each feature. 

Fig. 1 gives us information about the number of User_IDs & 

Product_IDs that are repeated. We can then construct data 

from this existing dataset based on buying power per User_ID 

or mean, maximum, minimum expenditure for each unique 

User_ID, etc.   

 

Figure 2 - Boxplot of the target variable – Purchase. 

After looking at the boxplot of the target variable in Fig. 2 

i.e., the Purchase Column, we observe that most of the data is 

concentrated around 8000 units, whereas there are very few 

entries where the value of these Purchases is more than 22000 

units. Hence, these rows need to be taken care of, during data 

pre-processing.  

 

Figure 3 - Average Purchase across Native and Immigrant 

Residents. 

 

 

Figure 4 - Average Purchase across each City. 

 



 

Figure 5 - Average Purchase by Married and Unmarried 

Customers. 

 

 

Figure 6 - Average Purchase by each Gender. 

 

 

Figure 7 - Average Purchase across each age group. 

 

Figure 8 - Average Purchase by each Occupation. 

It is evident from these plots in Fig 3 - Fig 8 that there is no 

significant difference between the value of mean Purchase 

across various different categories of features. Therefore, it 

can be inferred that on average, people spend very similar 

amounts of money irrespective of their background, hence the 

Purchase Column can be considered to be uniformly 

distributed.  

4.3  Data-Preprocessing 

In this section, various techniques of data pre-processing are 

applied to the dataset so that it is converted into numeric 

format. 

4.3.1  Null Values 

Since the customers can purchase products from any category 

they wish, there is a need to fill these rows with some data. If 

we drop all such rows, we will lose most of our training data 

and will be unable to build unbiased models. 

 

Figure 9 - Percent of total training data that is missing. 

In order to fill the missing data (Fig 9), two approaches were 

tried - filling these rows with Zero and filling them with -999. 

Two separate models were trained using the same linear 

regression technique. The evaluation metric used for 

comparison was Root Mean Squared Error on the Test Data. 

It was evident that filling the missing rows with -999 showed 

a slightly better score compared to the score obtained when 

filling them with zero (Table 2). 

Table 3 - Filling Null Values. 

Approach Root Mean Squared Error 

Filling with 0 4623.9775 

Filling with -999 4610.7056 

 



4.3.2 Removing Outliers 

In machine learning, outliers are extreme values that are 

outside the range of expected observations, not akin to the 

remaining data. Hence, it is important to ensure the absence 

of outliers so as to improve model fitting and further help 

towards prediction of more accurate values. Printing boxplots 

of various percentiles of data (Fig 10, Fig 11 & Fig 12), it was 

found that taking only 99.5 percentile of the train data helped 

get rid of outliers and the new dataset consisted of rows where 

the value of Purchase remained in this range. 

  

Figure 10 - 100 Percentile.            Figure 11 - 99.75 Percentile. 

 

Figure 12 - 99.5 Percentile. 

 4.3.3  Feature Generation 

Since there were only 11 features for the target variable, new 

features need to be generated from these existing features so 

as to improve model performance.  

It was evident from Fig. 1 that multiple User_IDs were 

repeating, and so was the case with Product_ID. One feature 

that was created is called “Purchasing_Power”. Grouping the 

Purchase column values by User_IDs and taking sum for 

every User_ID, a Pandas Series was created with this 

information. Taking percentiles (in multiples of 10) of the 

total sum of this series, a number from 1 to 10 was assigned 

in a dictionary, to each unique User_ID, based on the 

comparison of each User_ID’s expenditure and this 

percentile of the total sum. Then for each User_ID in the train 

and test set, this dictionary was mapped to a new feature 

named Purchasing_Power. If a new User_ID comes up, 

absent in the dictionary, a mean value of 5 will be assigned as 

the Purchasing_Power to that new User_ID.  

Count Variables were generated for Age, Occupation, 

User_ID, Product_ID, Product_Category_1 and 

Product_Catgory_2, Product_Category_3. These features 

would help identify repeating customers, from a particular 

age group, occupation, or their unique User_IDs or the 

Product_IDs that were bought multiple times.  

Furthermore, 5 more features were generated for each of the 

following features – User_ID, Product_ID, 

Product_Category_1, Product_Category_2 and 

Product_Category_3 (Table 4). This is done by grouping the 

Purchase Column by these 5 features and operating on them. 

All of these new features were of numerical type. Hence, 

separate encoding was not required. 

Table 4 - New features created from existing features. 

MinPrice Minimum value of Purchase column 

for various categories of that feature 

MaxPrice Maximum value of Purchase column 

for various categories of that feature 

MeanPrice Mean value of Purchase column for 

various categories of that feature 

25_Percentile 25 Percentile value of Purchase 

Column for various categories of that 

feature 

50_Percentile 50 Percentile value of Purchase 

Column for various categories of that 

feature 

75_Percentile 75 Percentile value of Purchase 

Column for various categories of that 

feature 

 

4.3.4  Data Encoding  

Categorical Variables are handled differently by every 

algorithm. In total, 6 approaches (Table 5) were tried and in 

two of them, it was possible to specify the categorical 

variables to the algorithm beforehand [10]. In others, the 

categorical variables were converted to numerical format 

using various kinds of encoding.  

Table 5 - Type of input for each algorithm. 

Linear Regression Only Numerical input 

Neural Networks Only Numerical input 

XGBoost Only Numerical input 

Catboost Both Numerical & String input 

AutoML Only Numerical input 

Ensemble Model Both Numerical & String input 

 

The columns titled User_ID & Product_ID might contain 

crucial information about customers and specific products 

hence dropping these columns would have negatively 

impacted the performance and robustness of the models. 

Hence, these columns were Label-Encoded to convert them 

to int format. In Label-Encoding, each label is assigned a 

distinctive integer value based on alphabetical ordering. 

Hence, for each model, 5891 unique integer values were 

assigned for each User_ID, and 3631 unique integer values 

for Product_ID. 

One-Hot Encoding creates additional features based on 

various categories of values in that specific feature. Every 

unique value in the category will be added as a new feature 

column. For example, in our dataset, the feature 

City_Category is One-Hot Encoded for all approaches. For 

different approaches, the categorical features were converted 

to numerical form either using One-Hot Encoding or Label 

Encoding. 



4.3.5  Handling Erroneous Predictions 

After making predictions on the test set, it was observed that 

some values of Purchase were predicted as negative, which 

is not theoretically possible since the minimum value of 

Purchase in the train dataset was always positive. Hence, in 

the predicted values of Purchase, all negative predictions 

from all models were replaced with zero. 

4.4  Model Building  

Various algorithms were analysed and used for training the 

dataset and making predictions on the test dataset. 

4.4.1  Linear Regression 

Linear regression is the study of linear, additive relationships 

between variables. Let Y denote the “dependent” variable 

whose values needs to be predicted, and let X1, …,Xk denote 

the “independent” variables from which one wishes to predict 

it, with the value of variable Xi in period t (or in row t of the 

data set) denoted by Xit.  Then the equation for computing the 

predicted value of Yt is denoted in Eq. (2): 

𝒀 = 𝒃𝟎 + 𝒃𝟏𝑿𝟏𝒕 + 𝒃𝟐𝑿𝟐𝒕 + ⋯ . 𝒃𝒌𝑿𝒌𝒕        (2) 

For our dataset, this variable Y is Purchase. Since this model 

can only take numerical input, the input features – Age, 

Gender, Stay_In_Current_City were label-encoded. Rest of 

the features were already numerical.  

4.4.2  XGBoost 

Extreme Gradient Boosting is an implementation of gradient 

boosting decision tree algorithm. This software library is 

mainly focused on computational speed and model 

performance. Boosting is an ensemble-based technique in 

which new models are trained sequentially, so as to correct 

the errors made by existing/old models. In this approach, new 

models are added sequentially, until no further improvements 

are noticed [6].  

The main advantages of this algorithm are – support for 

parallel processing, inbuilt cross-validation, has variety of 

regularization techniques to reduce over-fitting. Gradient 

boosting assists in the prediction of optimal gradient for 

additive models, unlike classical gradient descent techniques 

where output errors are reduced at each iteration. Since this 

model can only take numerical input [6], the input features – 

Age, Gender, Stay_In_Current_City were label-encoded. 

Rest of the features were already numerical.  

Table 6 - Hyperparameter Values for XGBoost 

Parameter Value 

eta 0.03 

min_child_weight 10 

subsample 0.8 

Colsample_bytree 0.7 

Max_depth 10 

n_estimators 750 

Num_rounds 1500 

 

GridSearchCV is a library function that helps in looping 

through predefined hyperparameters and fitting of estimators 

(models) on the training set so as to select the most optimum 

values of parameters from a predefined list of 

hyperparameters [11]. Table 6 lists the best value of these 

hypermarameters for XGBoost, attained after extensive 

experimentation. 

 

Figure 13 - Feature Importance for XGBoost. 

It is clearly evident from Figure 13 that the feature importance 

of newly generated models is much higher compared to that 

of the original features. Hence, it can be concluded that these 

features helped the model immensely. 

4.4.3  Neural Networks  

Keras is a powerful and open-source Python library for 

developement and evaluation of deep neural networks. It 

wraps the efficient numerical computation libraries for simple 

implementation [12]. For our model, Gender Column is label-

encoded and Age, Gender, Stay_In_Current_City_Years were 

encoded using One-Hot Encoding. Entire training data was 

scaled using Sklearn’s MinMaxScaler, which essentially 

scales each value in the dataset within a range of [0,1]. 

 
Figure 14 - Keras Model Summary 

Count variables were generated for each unique entry of  

User_ID, Product_ID, Product_Category_1, 

Product_Category_2 and Product_Category_3. Additionally, 

Min, Max, Mean, 25_Percentile, 50_Percentile and 

https://en.wikipedia.org/wiki/Gradient_boosting
https://en.wikipedia.org/wiki/Gradient_boosting


75_Percentile Variables are generated for User_ID and 

Product_ID. Lastly, Meanprice variables were generated for 

each of the three Product Categories. The structure of this 

model is as shown in Figure 14. Adam Optimizer was used 

for our model, with Learning_Rate set to 0.001 and loss set to 

mean_squared_error. Early_stopping [13] helped in stopping 

the training after 58 Epochs and restoring the best weights. 

4.4.4  AutoML 

H2O’s AutoML is an extremely helpful tool for providing a 

simple wrapper function that performs a large number of 

modelling-related tasks, automating the machine learning 

workflow, which includes automatic training and tuning of 

multiple models bound by a user-specified limit of number of 

models. Stacked Ensembles based on all previously trained 

models are automatically trained on collections of individual 

models to produce highly predictive ensemble models. 

Usually, these ensemble models are the top performing 

models in the AutoML Leaderboard [14].  

For our problem, Age, Gender, Marital_Status, 

City_Category & Stay_In_Current_City_Years were 

converted to string type for appropriate encoding by AutoML. 

Train and test data was converted to H2OFrame. A local H2O 

instance was setup on our personal device and 8GB RAM was 

allocated to it. The only parameter was max_models, which 

was set to 12. AutoML’s Leaderboard as displayed in Figure 

15 provides valuable information about each prediction 

model [15]. 

 

Figure 15 - AutoML's Leaderboard Summary 

4.4.5 Catboost  

CatBoost is a recently open-sourced machine learning 

algorithm (from Yandex) which has the capability of 

integrating with existing deep learning frameworks. Similar 

to XGBoost, CatBoost is based on the gradient boosting 

library, which is a powerful machine learning algorithm that 

is widely applied to various sorts of problems in various 

domains. It is extremely robust as the data essentially needs 

little to no pre-processing at all. One implication is that it is 

possible to either specify categorical columns before training, 

or to just leave them in string format itself.  

State of the art results have been demonstrated by this library 

on multiple Categories of data, such as audio, text, image 

including historical data. Catboost uses a technique where 

weighted sampling happens in the tree-level and not in the 

split-level. The main aim is to maximize the split-scoring 

accuracy [7].  

This model has an argument named cat_features where one 

can specify the categorical features before training  [16]. A 

list of categorical variables was prepared and passed to this 

argument. This list had the following entries – User_ID, 

Product_ID, Gender, Age, Occupation, City_Category, 

Marital_Status, Stay_In_Current_City_Years. Numerous 

parameters were tested using GridSearchCV, and the most 

optimal ones were – Learning_rate=0.04, max_depth=10 and 

iterations=4000.  

 

Figure 16 - Feature Importance for Catboost Model 

Similar to the XGBoost Model, the feature importance 

(Figure 16) of the newly generated features is generally 

higher than that of the original features. Hence, it can be 

concluded that these data engineering techniques helped 

build a much more accurate model. 

4.4.6  Ensembles 

From the previously generated models, it is possible to make 

new models by taking weighted averages of old models. It 

was observed that the best score was obtained by taking the 

ratio of 57:43 weighted average of CatBoost and XGBoost 

models respectively. Adding any other model only degraded 

the performance (Table 7).  

V. Performance Evaluation 

This section discusses the configuration settings and 

experimental results. 

5.1 Configuration Settings 

The entire experimentation has been conducted on a windows 

10 machine with the following specifications- Processor – 

Intel® Core i7-10750H, RAM – 16GB 3200MHz DDR4, 

GPU- Nvidia RTX 2060 (6GB VRAM) and System Type – 

64 bits. The Python3 version is 3.6.3 and Jupyter Notebook 

has been used for writing the python codes. 

http://docs.h2o.ai/h2o/latest-stable/h2o-docs/data-science/stacked-ensembles.html


5.2 Results and Discussion 

It can be observed from Table 7 that XGBoost & Catboost 

models made much more accurate predictions than the other 

models. It should also be noted that these models trained 

much faster than the others and required lesser RAM as well. 

As of the date of writing this article, the rank of our 

ensemble model is 116 out of a total of 22,693 submissions, 

which proves the effectiveness and robustness of gradient 

boosting algorithms, along with the necessity of feature 

engineering and feature augmentation. 

Table 7 - RMSE Score on Test Data 

Approach RMSE 
Linear Regression (Baseline) 4623.9775 

Linear Regression (Feature-engineered) 2610.3038 

Neural-Network 2534.5756 

AutoML 2484.0706 

XGBoost 2461.0996 

Catboost 2458.1701 

Ensemble – (0.57*CatBoost)+(0.43*XGBoost) 2447.3112 

 

VI. Conclusions and Future Work 

In this article, the dataset was thoroughly analysed, and it was 

found out that there was no direct correlation between any 

specific demographic and the Purchase price. Hence, new 

features were generated according to the importance of each 

existing feature, and the existing categorical data was 

appropriately converted into numerical format so as to be 

used by the algorithm. Extremely robust and modern 

techniques were applied [6] [7], along with handling of 

outliers and erroneous predictions. All these techniques led to 

a respectable rank of 116 out of a total of 22,693 participants 

based on the Root Mean Squared Error on the public test data.  

Future Work: This work may be prolonged in following 

ways- 

1. This data is from 2016. Due to various factors like Covid-

19 and the general boom in the Internet usage, shopping 

patterns have changed, and these techniques can 

similarly be applied to new and updated data from 

various ecommerce websites, etc. 

2. The data from the 2020 Black Friday Sales can be studied 

and used to make sales predictions in case of any other 

future pandemic. 

3. A detailed dataset with more information about the actual 

selling products can help build a much better model. 

4. Latest deep learning models can be utilized in the future 

to improve predictions. 

5. The exact same techniques of feature engineering and 

data augmentation can be applied to other problems (e.g. 

for healthcare, agriculture or weather forecasting) with 

limited data.  

SOFTWARE AVAILABILITY 

We released Black Friday Analysis and Prediction as open 

source. The implementation code with experiment scripts can 

be found at the GitHub repository :        “ 

https://github.com/sanskartewatia/Sales-Prediction ”. 
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