
Tech Ethics: Sample Essay #2 

The use of predictive algorithms has permeated many aspects of our lives—from the trivial movie 
recommendation, to tasks like criminal sentencing that have human lives at stake. Many of these algorithms 
employ machine learning methodologies, like deep learning, that are difficult or impossible to audit or 
explain. Scholars like Jonathan Zittrain, a law professor at Harvard University, warn against the use of 
these “secret algorithms” in areas with significant human consequences until or unless we can address the 
“intellectual debt” that comes from using something that we do not fully understand. While we as a society 
should make an effort to improve our understanding of these algorithms, and thereby limit their risks, I will 
argue that we should not postpone their use until that understanding is achieved. In fact, nearly all of human 
action depends on the phenomenon Zittrain describes as intellectual debt, which makes the choice to forgo 
a demonstrably better algorithmic solution on the basis of incomplete information—especially to a problem 
like sentencing where the stakes are high—irrational and to the likely detriment of humanity. 

In a 2019 article in the New Yorker, Zittrain describes intellectual debt as the accumulated cost or 
risk of using a solution for which “we” do not fully understand the causal relationship between it and the 
outcome.1 On the surface, Zittrain’s “we” is ambiguous given that we all—as individuals—use most things 
without much understanding of how they work. While the accepted medical explanation of Aspirin’s 
effectiveness may have been discovered in 1995, I myself am not aware of it, nor do I acknowledge any 
debt associated with using Aspirin without that understanding. Zittrain would likely counter that the “we” 
in question is a societal we. While I do not know how Aspirin works, somebody does, and that protects us 
all from the burden of intellectual debt. Even so, Zittrain still profoundly overstates the extent of this 
societal knowledge and understates the prevalence of human actions done without a complete 
understanding of the causal chain—his intellectual debt. When I study for an exam, I do so with the 
expectation that it will improve my performance on the exam. I may have some understanding of how 
reading relates to memory, which relates to recall on the exam, but even the most advanced neuroscientists 
in the world are far from having a complete picture of how these pieces function and fit together; how the 
human mind functions is still largely unknown. 

In the “physical” world, philosophers such as David Hume have likewise called into question our 
ability to truly understand or observe causality. While I can say that one pool ball consistently moves when 
it is hit by another pool ball, I cannot observe the one ball causing the other ball to move. Even if I refine 
my observational tools to use microscopes, cameras, etc., and study physics for decades, my understanding 
will always reduce to more and more granular cases of “when x happens, y happens.” So, when Zittrain 
argues that machine learning algorithms are “statistical-correlation engines”, a fair response is “so are we.” 
Humans function not because we have solved the majority of the world’s mysteries down to the level of 
pure causation, but because we are willing and able to act based on patterns and perpetually incomplete 
information. Put differently, to argue that we should only act when we have perfect causal information is 
to argue that we should never act at all. 

 
1 Jonathan Zittrain, “The Hidden Costs of Automated Thinking,” The New Yorker,  July 23, 2019. 
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Of course, Zittrain does not argue for perfect information, but rather to exercise caution when 
making decisions—like criminal sentencing—that significantly affect other people. However, that principle 
is not unique to problems involving machine learning; we live in a world filled with uncertainty, and we 
benefit from trying to understand it better before acting, but there is not a categorical difference between 
algorithm-driven decision-making and everything else when it comes to explainability. 

Even if we accept a general principle of caution with regard to secret algorithms, Zittrain’s claim 
that we should more readily apply machine learning to pizza recipes than to medicine or law given the 
stakes involved implies, counterintuitively, that we should put our best foot forward on more trivial 
problems, and wait on more important ones. As Zittrain himself points out, humans have learned incredible 
amounts from trial and error, so while postponing may spare some victims of the early “errors”, it could 
also deprive later generations of the benefits of a more mature version of the algorithm. 

In practice, there are a number of valid concerns with applying algorithms to the particular problem 
criminal sentencing. One pointed out by Sonja Starr is that longer prison sentences—like the ones that 
could be recommended by an algorithm-driven risk assessment—can themselves increase the likelihood of 
recidivism, creating a self-fulfilling prophecy.2 While Starr’s objection is well taken, it is worth noting that 
this is primarily a critique of the prison system and its ability to fulfill the different functions we would like 
it to, not the method we use to sort people in and out of it. If we imagine that we have identified and 
constructed the perfect set of institutions to handle punish, contain, and/or rehabilitate different types of 
criminals, the value of an algorithm that can consistently and accurately group people according to the type 
of institution that is most appropriate for them becomes much more obvious. 

Together, it seems that we should not fear secret algorithms because we do not understand exactly 
how they reached the outputs they did, but because the institutions and the options we have to act on those 
outputs are so imperfect. With that in mind, we might reasonably pursue simultaneously (1) the 
improvement of predictive algorithms, (2) the improvement of our understanding of those algorithms, and 
(3) the improvement the institutions that these algorithms will help populate.  

 
2 Frank Pasquale, “Secret Algorithms Threaten the Rule of Law,” MIT Technology Review, June 1, 2017. 
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